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ABSTRACT: Oligo(phenylenevinylene)s (OPV) with a 2,5-diaminobenzene centre were prepared via twofold Horner
olefinations of substituted terephthalaldehydes. Whereas variations of the environment only slightly alter the
electronic excitation spectra, the fluorescence spectra appear to be highly responsive. Besides a positive solvato-
chromism, the emission is very sensitive towards protonation. Quenching or appearance of new emitting species
depends on the substitution pattern and is controlled by the concentration of the acid. Very large Stokes shifts indicate
extensive structural changes in the excited states. Copyright # 2006 John Wiley & Sons, Ltd.
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INTRODUCTION


The substitution of conjugated polymers and oligomers
with side chains of different types has been widely used to
improve solubility and mechanical behaviour of these
materials.1,2 Another important aspect is the directed
tuning of their electrical and optical properties for
applications in optoelectronical devices. The combination
of electron-pair-donating (EPD) and electron-pair-
accepting (EPA) substituents can lead to materials for
non-linear optical applications such as second harmonic
generation or two-photon absorption.3–5 In this context,
amino groups, being efficient and typical donor groups,
are often combined with strong acceptors like nitro,
cyano, or sulfone groups. The donating ability of amines
is inverted upon protonation or quaternisation, particu-
larly the pyridinium ion is a common acceptor unit,6,7 but
ammonium ions have also received considerable atten-
tion.8 The capability of amino groups to act as a donor or
acceptor depending on environmental conditions can be
used to change the optical properties of a chromophore
directly attached to the basic site. Complexation with
Lewis acids or protonation has been shown to cause
significant changes of the UV/Vis-absorption and emis-
sion spectra of p-conjugated chromophores with the basic
site on the terminal positions.9–12 Herein, we report the
synthesis of oligo(phenylenevinylene)s (OPVs) with a
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central phenylene-1,4-diamine unit and the impact of
interaction with protons on their optical spectra.

SYNTHESIS


The condensation and in situ oxidation of primary amines
with dimethyl cyclohexane-2,5-dionedicarboxylate 1
allows a rapid entry to 2,5-diaminoterephthalic esters
2,3.13 Further groups attached to the amine can be
introduced via acylation or, in case of arenes, via Ullmann
coupling14 to yield 4–6. LiAlH4 reduces the esters and
amides to give the 1,4-diaminobenzenedimethanols,
which, in a twofold Swern oxidation, were converted
to the intensively coloured terephthalaldehydes 7–9.
These dialdehydes were used as bifunctional units for
Horner olefinations with 1-hexyloxybenzylphosphonate
(10) and 1-hexyloxystilbenylmethylphosphonate (11).
Recrystallisation gave pure 12–17 without detectable
traces of cis-isomers15 (Scheme 1).

ELECTRONIC SPECTRA


The solid distyrylbenzenes (DSBs) 12–14 are light yellow
crystalline compounds which are good soluble in solvents
like toluene or dichloromethane. Extension of the p-
system to five phenyl rings (OPV-5) reduces the solubility
and shifts the colour to orange. Only 17, carrying two
diphenylamino groups, forms yellow crystals. Solutions
of these compounds in dichloromethane are yellow (12–
14), yellowish-orange (16, 17) or orange (15) and all are
fluorescent.


The UV/Vis-absorption spectra of these diamino-OPVs
are dominated by a low energy band with a maximum
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Scheme 1. Synthesis of diamino-OPVs
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around l¼ 360 nm for the DSBs and l¼ 410 nm for the
OPV-5, respectively.15 Both series show an additional
shoulder on the red side of this band, which is further red-
shifted in the sequence di(1-propyl)amino—phenyl(1-
propyl)amino—diphenylamino. Compared with similar
three- and five-ring OPVs carrying only alkoxy donors on
the central and terminal positions (RO-OPVs),16 the
absorptionmaxima of 12–17 are strongly shifted to higher
energies (Dl� 30–40 nm). According to the molecule
symmetry, solvatochromism of the absorption is negli-
gible. The broad fluorescence spectra are separated from
the excitation bands by huge Stokes shifts. These
stabilisations of Dey¼ 7700–9700 cm�1 for the DSBs
12–14 and still more thanDey¼ 6000 cm�1 in the five-ring
series (15–17) indicate large structural changes in the
excited state. The related RO-OPVs and even acceptor-
donor-acceptor substituted OPVs17 show substantially
smaller Stokes shifts which are in the range of
Dey¼ 2600–3400 cm�1. Since the fluorescence of all
compounds is positive solvatochromic, an additional
mechanism to stabilise the first excited state is probably
an intramolecular charge transfer.18 Bathochromic shifts
of the emission extend toDl� 30 nm upon changes of the
solvent from C6H12 [ET(30)¼ 30.9] to CH2Cl2
[ET(30)¼ 40.7] or acetonitrile [ET(30)¼ 45.6] but inverts
in protic solvents to a negative solvatochromism
(Dl� 10 nm).19 In addition to the bathochromic shifts,
the efficiencies decrease by ca. 75% relative to the
efficiencies in C6H12, but in the protic solvent ethanol not
only the emission maxima are shifted to the blue, but also

Copyright # 2006 John Wiley & Sons, Ltd.

the efficiencies recover the values found for solutions in
toluene. Whereas the fluorescence of the DSBs 12–14
appears as a single, broadband centred around
lmax¼ 510 nm, the main emission of higher homologues
is a broadband in the region of lmax¼ 540 nm, but
accompanied by a weak (15, 16) or very weak (17),
structured emission between l¼ 400 and 450 nm. This
high-energy emission of 15 is invisible in cyclohexane but
becomes more prominent in dichloromethane or ethanol,
those of 16, 17 are nearly unbiased by solvent polarity
(Table 1).


An addition of strong acids such as trifluoroacetic acid
(TFA) to solutions of 12–17 in dichloromethane results in
a protonation of the amino-OPVs, thus changing the
strongly electron-donating amino groups to weak
acceptors. Since (de)-protonation can occur in the ground
as well as in the excited state, absorption and emission
spectra can be altered independently.20 Whereas pheny-
lenevinylene chromophores are fairly stable towards light
or acid, UV-irradiation of solutions with traces of acids
initiated a fast and irreversible decomposition of these
materials.21 Chromophores with basic sites like 12–17
show a much higher photostability, even in very
acidic solution. Protonation was studied by UV–Vis
and fluorescence spectroscopy of the OPVs dissolved
in dichloromethane containing 10�6–1 molar concen-
trations of TFA. The impact of Brønsted acids on the
UV/Vis-absorption spectra of 12–17 is mainly a
reduction of the extinction coefficient and a loss of the
low-energy shoulder. Contrary to the behaviour of the
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Table 1. Solvatochromism of the diamino-OPVs 12–14


lmax/nm DCM Dey/cm�1 DCM lFmax/nm CH lFmax/nm Tol lFmax/nm DCM lFmax/nm AN lFmax/nm EtOH


12 352 (398) 9683 505 526 534 534 526
13 365 (417) 8166 488 501 520 520 508
14 366 (422) 7789 484 497 510 511 499
15 394 (416) 6117 534 543 558 565 544
16 408 (445) 6427 534 540 553 549 542
17 399 (450) 6336 510 526 534 537 530


DCM, dichloromethane; CH, cyclohexane; Tol, toluene; AN, acetonitrile; EtOH, ethanol.
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dipropylamino-OPVs (12, 15), interaction of protons with
propylphenylamino- (13, 16) and diphenylamino-OPVs
(14, 17) results in the build-up of a new maximum around
lmax¼ 340 nm and, at very high concentrations of TFA
(0.1–1M), of a broad but weak long-wavelength band
around lmax¼ 540 nm (13, 14) or 560 nm (16, 17)
(Table 2).


The emission spectra of these chromophores are
strongly influenced by the presence of TFA. A gradual
quenching of the emission of DSBs with phenylamino
side groups (13, 14) occurs upon the addition of acid.
Compared to neutral solutions, the fluorescence intensity
is reduced to ca. 60% in 10�3M TFA and vanishes at
higher TFA concentrations. Chromophore 12, carrying
the more basic (in the ground state) dipropylamino groups
shows an entirely different behaviour. In the presence of
traces of TFA (10�6M) the long-wavelength band is
retained but a prominent shoulder at lmax¼ 478 nm
arises-resulting in an increase of the fluorescence about
35%. This shoulder becomes the sole maximum (relative
intensity equal to neutral solution) in slightly higher
concentrations of TFA (10�5M), the initial emission band
turns to be now invisible. A further increase of the amount

Table 2. Acidochromism of the diamino-OPVs 12–14


DCM 10�6M TFA 10�5M TFA 10�4M TFA


lmax/nm lmax/nm lmax/nm lmax/nm


12 352 398 354 358 357
13 365 417 364
14 366 422 365
15 394 416 416 408 408
16 408 445 406
17 399 450 402


lFmax/nm lFmax/nm lFmax/nm lFmax/nm


12 534 (1) 530 (1.34) 478 (0.99) 475 (0.68)
13 520 (1.25) 519 (1.15)
14 510 (1.69) 511 (1.53)
15 558 (0.29) 492 (0.70) 488 (1.77) 483 (1.80)
16 537 (0.52) 538 (0.45)
17 534 (0.75) 536 (0.80)


TFA: trifluoroacetic acid in dichloromethane, italics: second maximum, values in
optical density at¼ 345 nm and referenced to 12 in dichloromethane¼ 1.


Copyright # 2006 John Wiley & Sons, Ltd.

of TFA results in a gradual decrease of this band to a
residual intensity of ca. 8% in highly acidic solutions
(0.1–1M TFA). Figure 1 shows the titration curves of 12,
observed in the absorption and in the fluorescence at two
different wavelengths each.


A related behaviour was found in the homologous
series 15–17. The emissions of 16, 17 are nearly
unaffected by TFA up to 10�3M. At higher concen-
trations, the fluorescence of 17 is shifted to the red and
becomes less efficient and is finally completely quenched
(10�1M) (Fig. 2).


A 10�2M TFA solution is sufficient to quench the
l¼ 530 nm emission of 16 but does not alter the weak
emission in the l¼ 430 nm region. This band is reduced
to ca. 50% in 10�1M TFA and disappears only in acid as
strong as 1M TFA. The emission of dipropylamino-OPV
15 in dichloromethane has a broad maximum at
lmax¼ 558 nm with an efficiency of only 60% relative
to the propylphenyl analogue 16. The addition of traces of
TFA (10�5M) changes the fluorescence properties
fundamentally. The long-wavelength maximum vanishes
and a strong band centred at lmax¼ 480 appears, the
intensity increases by a factor of 6. Apart from a

10�3M TFA 10�2M TFA 10�1M TFA 1M TFA


lmax/nm lmax/nm lmax/nm lmax/nm


353 366 363 362
365 328 325 528 318 523
364 328 329 534 399 523
408 417 418 408
407 404 329 558 328 552
398 398 328 559 328 555


lFmax/nm lFmax/nm lFmax/nm lFmax/nm


472 (0.35) 467 (0.16) 478 (0.08) 479 (0.08)
517 (0.79) n.f. n.f. n.f.
510 (0.92) 498 (0.13) n.f. n.f.
480 (1.60) 486 (1.52) 531 (0.57) 533 (0.17)
534 (0.47) 433 (0.18) 438 (0.08) n.f.
533 (0.91) 506 (0.46) n.f. n.f.


brackets: relative fluorescence intensities, normalized to solutions of equal
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Figure 1. Titration curve of 12
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successive red shift of Dl¼ 8 nm and variations of the
relative intensity (�10%), this emission characterises
solutions containing 10�5 to 10�3M TFA. The same band
still dominates the emission of 15 in 10�2M TFA. Here, a
shoulder emerges on the low-energy flank (530 nm) and
develops to be the absolute maximum in TFA of 10�1–
1M strength. 15 shows two distinct alterations of the
fluorescence due to the presence of TFA. The transitions
between the three different emitting species occur at 10�6


and 10�2M TFA, spectra obtained from these solutions
are superimposed spectra of 15 in dichloromethane and
10�5M TFA, and 10�3 and 10�1M TFA, respectively.

DISCUSSION


OPVs with a 2,5-diaminobenzene centre and terminal
alkoxy groups can be regarded as quadrupolar chromo-
phores with two weak and two strong donor groups. Like
other quadrupolar substituted OPVs, solvatochromism of
the UV/Vis-absorption spectra is very small, but the
influence of a polar environment is visible as a positive
solvatochromism of the fluorescence and reduced

Figure 2. Emission spectra of 12 and 17 in dichloromethane containing TFA. Excitation at l¼345nm

Copyright # 2006 John Wiley & Sons, Ltd.

fluorescence intensity. This holds for aprotic solvents, in
ethanol the fluorescence spectra and intensities are similar
to those from solutions in toluene. Enormous Stokes shifts
separate the fluorescence maxima from the excitation
maxima. Compared to the related RO-OPVs (15), the
bathochromic shifts of the emission of 12–17 were
expected since the amine is a powerful auxochrome.
Contrary to the fluorescence, the absorption is shifted to
higher energies compared to RO-OPVs. Though the
amines are potent auxochromes, distortions of the p-
system due to steric interaction of the substituents on the
amines and the ortho-vinylene moieties predominate.
Dihedral angles of 33–508 between the planes of the
central benzene ring and the adjacent vinylene groups of
12–14 were calculated using AM1. The lone pair of the
nitrogen is twisted out of the conjugation with the
benzene ring by 448 (12) to 678 (14). Comprehensive
changes of the geometry—and therefore of the conju-
gation within the OPV and of the OPV with the
auxochromes—can occur in the excited state resulting
in Stokes shifts of Dey¼ 6000–9700 cm�1.


The relative fluorescence intensities of the DSBs 12–14
are significantly higher than of the homologous OPV-5
15–17, a similar behaviour has been observed with RO-
OPVs. Phenylamino-OPVs are stronger fluorescent
(14> 13; 17> 16) than those with propylamino groups
(12, 15), this may be attributed to the increasing energy
gap between excited states and ground states and to the
stiffness of the phenyl rings compared to propyl chains.


In general, the acidochromism of the excitation spectra
is comparatively small, the main absorption is reduced in
intensity and shifted to the blue, both resulting from the
reduced auxochromic effect of the diaminophenylene
when protonated. The appearance of a weak band at much
longer wavelengths (lmax¼ 540–560 nm) upon protona-
tion of 13, 14 and 16, 17 is unique for the N-phenyl-
substituted chromophores and indicates a significant
electronic interaction of the lateral aniline moieties and
the phenylenevinylene strand. Indeed, AM1 calculations
show a participation of the orbitals of the phenyl side
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chains in the wave functions of HOMO, LUMO and
energetically close orbitals of the neutral and protonated
chromophores. Regarding the emission, a successive
quenching of the fluorescence of 13, 14, 16 and 17 with
increasing concentrations of acid results. Protonation is
the most likely additional process and might be
responsible for the quenching. Since the degree of
fluorescence quenching is higher than the change of the
absorption spectrum, it can be concluded, that the basicity
of the excited diamino-OPVs is higher than the basicity of
the ground-state molecules. This is in contrast with the
observations that the basicity of aniline-type bases is
reduced about several orders of magnitude upon
excitation. The dipropylamino-OPVs 12 and 15 are the
most interesting in this series. The fluorescence of 12
shows a new band at very low concentrations of TFA,
already at 10�6M this band appears as a strong shoulder
and reaches maximum intensity at ca 10�5M TFA.
Further interaction with protons gives a successive
quenching of this band.


The homologue 15 behaves similar. Here, the new blue-
shifted emission band starts to evolve at 10�6M TFA and
gains a strong increase in intensity. This band dominates
the spectrum over four orders of magnitude until at
10�2M TFA a new band becomes visible and charac-
terises higher concentrations of TFA. Two successive
steps of protonation altering the electronic character of
the central benzene ring are visible. The first proton
changes the donor–donor substitution on this ring to a
resonance-stabilised donor–acceptor. When the second
amine is converted to ammonium, the whole p-system
adopts a donor-acceptor-donor structure with the terminal
1-hexyloxy groups as donors.

CONCLUSION


The fluorescence of phenylenevinylene chromophores
with a central p-aminoaniline moiety is much more
sensitive towards changes of the environment than the

Copyright # 2006 John Wiley & Sons, Ltd.

UV/Vis-absorption spectra. Contrary to other aniline-type
bases, the basicities of the excited states of these
systems appear to be higher than of their ground states.
Since concentrations as low as 10�6M TFA change the
emission behaviour of 12 and 15 significantly, these dyes
are potent fluorescent sensors for changes in the local
environments.
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ABSTRACT: Electronic structure methods are used to explore the origin of selectivity in a number of organic,
organometallic and bioorganic processes. Diastereoselectivity in reactions of sulfur and phosphorus ylides is shown to
arise during a variety of different elementary steps, and is due to steric and electronic effects. Unusual rearranged
products from Heck reaction of o-bromo biphenyl derivatives are shown to result from an unusual electrophilic
addition step. Predicting selectivity in oxidation of aromatic substrates by cytochrome P450 isoforms is a challenging
problem, which can be tackled using hybrid QM/MM methods. Differences in the electronic structure of the
Compound I active intermediates of different cytochrome P450 isoforms do not appear to be large enough to explain
the different selectivity of these different isoforms. Copyright # 2006 John Wiley & Sons, Ltd.


KEYWORDS: computation; selectivity; QM/MM; Heck reaction; C—H bond activation; sulfur ylides; Wittig reaction;


cytochrome P450


INTRODUCTION


Selectivity is one of the most important objectives of
synthetic chemistry and plays an important role in
biochemistry also. To be useful, an organic reaction needs
to occur at the correct functional group (chemoselectivity),
at the right site (regioselectivity), and must yield the
desired diastereoisomer (diastereoselectivity) and/or enan-
tiomer (enantioselectivity). To develop a reactive system
that meets these criteria, it is very useful to have an
accurate understanding of the reaction mechanism,
including the knowledge of which steps are responsible
for selectivity, and which steric and electronic factors most
contribute to selectivity. Of course, in many cases, purely
rational design is not practical, but even so, some rough
model of the mechanism will often be used as a heuristic
guide to the factors that require most care, leading to a
guided trial and error procedure. Most biochemical
transformations are highly selective, with each enzyme
having evolved to transform one particular substrate into
one particular product. However, some important types of
enzyme do catalyze transformations of a range of
compounds and can lead to isomeric products, and
understanding the factors influencing the selectivity is
then important also. For example, b-lactamases can usually
hydrolyze a broad spectrum of b-lactam antibiotics.
Reaction with b-lactamase inhibitors follows a similar


chemical mechanism yet can crucially lead to inhibition of
the enzyme. An understanding of the mechanism can help
design pharmaceuticals that will be active against
pathogens by selectively leading to inhibition.


How can computational chemistry help in the under-
standing of selectivity? Increasingly powerful computers
and algorithmsmean that electronic structure methods are
used more and more often to unravel reaction mechan-
isms. Yet in many cases, a description of the mechanism
in some simple model system is not enough to be able to
determine the origin of selectivity. For this purpose, it is
required to study the pathways leading from the different
substrates and to the different isomeric products.
Computational chemistry is now able to do this, and
thereby provide the required insight, and many reports
now appearing in the literature discuss this point. In this
account, we will describe a number of recent projects of
this type carried out in our group, and discuss the
challenges and problems associated with the computa-
tional modeling of selectivity. Many other groups have
used methods similar to those discussed here to tackle
related questions concerning selectivity. Our work is
thereby by no means unique, and indeed is in part
indebted to the insights provided by others. However, in
this overview, we discuss our own recent work and hence
do not provide systematic references to work by others.


SELECTIVITY AND ACCURACY


Before discussing our results, it is useful to consider the
challenge faced by the computational treatment of
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selectivity. Chemical reactions may occur with any sort of
proportions of desired and undesired products, but when
isomeric products are formed, the corresponding path-
ways are often very similar and hence close in energy, so
that the range of product distributions which are of
interest in the context discussed here lies between 1:99
and 99:1. At room temperature, this corresponds to
differences in free energy of activation DDGz (Scheme 1)
between the two pathways of �3 kcal/mol or less. A
‘‘useful’’ level of selectivity – say 90% desired products
to 10% by-products – corresponds to an even smaller free
energy difference of 1.3 kcal/mol, and if low temperature
has been used to enhance selectivity, the same ratio can be
obtained with a difference in free energy of below 1 kcal/
mol.


This clearly suggests that the direct computational
prediction of accurate selectivity ratios is almost
impossible. Typical ab initio and density functional
theory (DFT) electronic structure methods aim to reach
‘chemical accuracy’ on relative energetics, that is, an
error of 1 kcal/mol, barely good enough even to predict
whether two pathways are equally likely or one is
preferred over the other by a factor of 9! On top of this,
electronic structure methods lead in a direct way only to
gas-phase energies, not to condensed-phase free energies.
Solvent effects are well known to play an important role
in selectivity, and gas-phase energy profiles can be
meaningless for reactions involving charge separation or
recombination. Entropic effects, both for the solutes and
the solvent, are well known to have an important effect on
rate constants, so that the use of electronic energies rather
than free energies is a serious shortcoming.


The situation is, however, not as severe as suggested
here. First of all, modern methods for including a
continuum description of the enthalpic and entropic
effects of the solvent have proved to be remarkably
successful, and can now be applied routinely.1 Where one
or more solvent molecules is tightly coupled to either
reactants, intermediates or transition states, so that the
continuummodel is inappropriate, it is possible to include
these species in the computational model. This has not


been necessary in any of the studies discussed below,
however. Entropic effects for the solutes can be treated
using statistical mechanics, and are moreover expected to
be fairly similar for two parallel pathways leading to
isomeric products. The main problem to achieving
chemical or better accuracy in electronic structure theory
is electron correlation, which varies in magnitude
depending on the electronic structure of the species
considered. Here too, as the key transition states leading
to isomeric products are expected to have very similar
electronic structures, favorable error cancellation can be
expected. For all these reasons, it is realistic to assume
that calculated DDEz or DDGz values for competing
pathways often reach an accuracy of �2 kcal/mol or even
�1 kcal/mol in favorable cases. This level of accuracy is
of course not adequate for predicting product ratios with
high accuracy. However, if calculations lead to energetics
that are consistent with observed reactivity and selectiv-
ity, then it can be assumed that a good model of the
reaction and of the competing pathways has been
obtained, and this can be used for insight into developing
improved reaction conditions, substituents, etc. The
examples below illustrate how this can be achieved using
current computational methods for a range of organic
reactions. The challenges involved in understanding
biochemical selectivity are also illustrated using the
example of cytochrome P450 metabolism of xenobiotics.


The calculations described in this work could in
principle be carried out using a variety of computational
packages. The DFT calculations on molecular systems,
including continuum solvent were carried out using the
Jaguar program,2 whereas the QM/MM calculations were
carried out using Jaguar (for the QM part), Tinker3 (for the
MM part) and QoMMMa4 (for the QM/MM coupling).


EPOXIDATION REACTIONS OF
SULFONIUM YLIDES


Ylides represent a highly versatile class of organic
reactants, which undergo many useful carbon–carbon
bond forming processes such as olefination, epoxidation
of aldehydes, cyclopropanation, and rearrangement. We
have been interested in several of these processes, and
discuss here our computations relating to the epoxidation
chemistry of sulfonium ylides and to the olefination
(Wittig) chemistry of phosphorus ylides.


Sulfonium ylides can be readily generated by formal
carbene transfer to a sulfide, and react readily with
aldehydes to form epoxides (Scheme 2). Careful
optimization of conditions together with the design of
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suitable chiral sulfides has enabled this reaction to be
developed into a very general tool for the enantioselective
synthesis of a broad range of epoxides.5 To assist in this
development, it was necessary to obtain better insight into
the mechanism of the process and the identity of the steps
leading to diastereoselectivity between cis and trans
epoxides and to enantioselectivity.


We have first of all studied the important case of semi-
stabilized ylides, in which R0 is a phenyl or other aryl
group.6 Our computations addressed the simplest case of
the dimethylsulfide-derived ylides, in an attempt to
understand the observed preference for trans epoxides.
The computed energy profile for the pathway leading to
the trans epoxide is shown in Fig. 1.7


As can be seen, the reaction involves three steps. First,
addition of the ylide occurs to form the new carbon–carbon
bond. The intermediate thus created is not a cyclic
oxathietane (analogous to the oxaphosphetane intermedi-
ates ofWittig reactions), but a betaine. In principle, this type
of nucleophilic addition could occur to give either ‘transoid’
or ‘cisoid’ betaines, that is, the oxy and dimethylsulfonium
groups could lie either roughly eclipsed or anti to one
another. In practice, we found that the transition state
leading to the cisoid betaine shown was always somewhat
lower than that leading to the rotamer, presumably due to
electrostatic attraction between the positive and negative
charges. The betaine is very slightly more stable in energy
terms than the reactants, but due to the fact that two
molecules have combined to give one, therewill be a loss of
entropy so that the betainewill lie higher in free energy than
the reactants and hence should not build up and thereby be
observable during reaction. The next step is torsional
rotation around the new C—C bond. This type of rotation is
usually very easy, and the computed barrier in the present
case is low also, at only 5.6 kcal/mol relative to the initial
betaine. However, the other barriers along the reaction
pathway are low also, so this step cannot be neglected.
Finally, the transoid betaine produced by this conforma-


tional change is able to undergo intramolecular substitution
leading to the products, over a very low barrier.


Note that it is only possible to produce a sensible
reaction profile for this process by optimizing geometries
and calculating energies in the presence of a continuum
solvent model. This is because the polarity and hence
solvation energy of the different species is highly
variable: the reactants are polar but neutral, the cisoid
betaine is zwitterionic but with two relatively closely
positioned charges, the transoid betaine is extremely
sensitive to solvation because the two charges are now
separated, and the products are almost non-polar. In the
gas phase, attempted optimization of the transoid betaine
leads directly to products.6


We have also calculated the energy profile leading to
the minor cis stilbene oxide (Fig. 2). The overall sequence
of steps is the same in both cases, but the relative energies
of the transition states are different. Whereas addition is
the highest barrier for formation of the trans product,
torsional rotation is the highest point along the pathway
leading to cis products. Taking the relative height of the
calculated barriers at face value, addition is expected to be
non-reversible when it produces the anti betaine precursor
of the trans products, but reversible when it leads to the
diastereoisomeric syn betaine. This is consistent with the
observed high trans selectivity of the overall reaction. It is
also consistent with crossover experiments.8 The betaines
can be produced independently by deprotonation of the b-
hydroxy sulfonium salts. When this is done in presence of
a reactive aldehyde such as p-nitrobenzaldehyde, the anti
betaine leads to trans stilbene oxide primarily, whereas
the syn betaine leads to a mixture of cis and trans stilbene
oxide and the nitrated derivative. This shows that the
betaine has undergone some reversion to the ylide, which
has then added back to the aldehydes present in solution
to yield syn and anti betaines.


It can be seen that the energy differences between the
calculated barriers are very small – the barrier to reversion


Figure 1. Calculated6 (B3LYP/6-311þG��(CH3CN)//B3LYP/
6-31G�(CH3CN)) energy profile for formation of trans stil-
bene oxide from benzaldehyde and dimethylsulfonium ben-
zylidene ylide


Figure 2. Comparative calculated6 (B3LYP/6-311þG��


(CH3CN)//B3LYP/6-31G
�(CH3CN)) energy profiles for forma-


tion of cis (light line) and trans (bold line) stilbene oxide from
benzaldehyde and dimethylsulfonium benzylidene ylide
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for the syn cisoid betaine (4.7 kcal/mol relative to
reactants, 7.9 kcal/mol relative to the betaine) is barely
lower than that for torsional rotation (4.9 kcal/mol relative
to reactants). It is, therefore, not possible to deduce from
these calculations that reactivity and selectivity will be as
described above – the calculations are simply not accurate
enough. However, the calculated surfaces do suggest a
pattern of reactivity that is consistent with experimental
observations. They also identify the key step that leads to
diastereoselectivity: torsional rotation. This was unex-
pected, as this kind of step is usually much easier than any
other. This shows how computation can provide addi-
tional insight into the origin of stereoselectivity. For
example, the suggested mechanism clearly shows that
with chiral sulfide precursors to the ylides, the enantios-
electivity-defining step is the initial addition to give anti
cisoid betaine, but that this pattern could be quite easily
disrupted if substituents on the ylide or the aldehyde made
torsional rotation rate-limiting also for the anti pathway
leading to trans epoxides. This analysis has been used to
understand the observed trends in enantio- and diastereo-
selectivities with various chiral sulfides.9


We have also studied the reaction of more highly
stabilized sulfur ylides R2S


þ—CH�—CONR0
2. Interest-


ingly, our calculations10 show that in this case, the
electron-withdrawing group slows down the intramole-
cular ring-closing step, such that it becomes rate limiting
in both the syn and anti pathways. The origin of
enantioselectivity and diastereoselectivity is thereby
completely different from that in the reaction of the
semi-stabilized ylides R2S


þ—CH�—Ph.


WITTIG REACTIONS OF STABILIZED
PHOSPHONIUM YLIDES


Recently we have made some surprising observations11


concerning the E/Z selectivity ofWittig reactions of novel
ylides derived from phosphites, (RO)3P


þ—CH�—R0,
where R0 is an aryl (semi-stabilized ylide) or an ester
(stabilized ylide) group. With more common triphenyl-
phosphonium ylides, the semi-stabilized ylides are known
to yield low E/Z selectivity, whereas the stabilized ylides
give high E selectivity. The opposite trend is found with
the phosphite-derived ylides. The behavior of the
triphenylphosphonium ylides can be rationalized in terms


of the widely accepted models suggested by Vedejs et al.,
as shown in Fig. 3.12


It is known12 that in most cases, in the absence of metal
ions, the reaction involves an initial rate- and selectivity-
determining addition step leading to cis or trans oxapho-
sphetanes, followed by selective loss of phosphine oxide to
give the corresponding Z or E alkenes. When the initial
addition occurs through a near-planar transition state, trans
oxaphosphetane and hence E alkene is favored, because the
cis addition TS is destabilized by 1,2 interactions between
the R0 group of the alkene and the R00 group of the ylide.
Both TSs are destabilized to a similar extent by 1,3
interactions between the aldehyde R0 group and the bulky
phosphonium residue. This is the situation for stabilized
ylides, which react through late, near-planar TSs. For non-
stabilized ylides, however, the TS is quite early and hence
fairly flexible, and the cis TS can undergo a puckering
deformation which relieves both 1,2 and 1,3 strain. A
similar deformation of the trans TS relieves 1,3 strain but at
the cost of increased 1,2 interactions, and Z alkenes are
favored. Semi-stabilized ylides fall somewhere in between,
so that the low selectivity is not unexpected.


Phosphite derived ylides are more strongly stabilized
than analogous triphenyl phosphonium compounds, due
to delocalization of the ylidic negative charge into the P—
O s� orbitals. This explains the observed selectivity
obtained with the ‘semi-stabilized’ aryl derivative:
despite the absence of an electron-withdrawing group
on the ylidic carbon, such ylides are in fact stabilized, and
so the TS model of Fig. 3 predicts late addition TSs and
high E selectivity, as is observed experimentally.11 On the
other hand, the low E selectivity obtained11 with the even
more stabilized ylides (RO)3P


þ—CH�—CO2R
0, (E/Z


typically only 70:30 with PhCHO) is surprising and
prompted us to examine the pathways computationally.


Our calculations13 on the stabilized ylides of both types
(at the B3LYP/6-31G�(THF) level) confirm that the initial
addition is rate limiting, and is followed by facile
elimination of phosphine oxide. We also find that the
trans addition TS is significantly (ca. 3 kcal/mol) lower in
energy than the cis one in the case of the triphenylpho-
sphonium ylide, consistent with the experimental
observation of high E selectivity in this case. The
difference in energy between the two TSs derived from
the phosphite-based ylides is much smaller, again consistent
with the low E selectivity observed with those species.
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Figure 3. Transition state models for initial cycloaddition step in Wittig reactions
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The explanation for these energy trends is interesting,
and is best grasped by considering the structures of the
trans and cis TSs for the triphenylphosphonium reaction.
As can be seen in Fig. 4, the trans TS is significantly
puckered (PCCO dihedral angle of�408), whereas the cis
TS is closer to planarity (PCCO dihedral angle of 268).
These geometries are thereby doubly surprising: the
model of Fig. 3 suggests that both TSs should be close to
planar, with the cis TS having most to gain in terms of
relief of steric strain from puckering. Clearly, some
previously unrecognized effect must be in operation here,
and careful analysis shows that this is electrostatic
(dipole–dipole) interaction between the dipoles of the two
reactants at the TSs. The aldehyde reactant has a strong
dipole (3.37 D) along the C——O bond, and the ylide has
an even larger dipole (5.32D) oriented along the Cylidic—
Cester bond, due to delocalization of the ylidic negative
charge into the ester group. The puckering of the trans TS


enables these two dipoles to adopt a near-ideal
antiparallel arrangement, whereas the near-planar struc-
ture of the cis TS results from an attempt to minimize
repulsion between the dipoles which would be near-
parallel in case of puckering. Selectivity thereby results
from a combination of unfavorable steric and electrostatic
interactions in the cis TS. The lower selectivity with the
phosphite-derived ylides is due to the fact that the dipole
in that case is much smaller (2.12 D), because of
competing delocalization of the negative charge into the
ester and trialkoxyphosphonium groups.13


CROSSOVER PRODUCTS IN
THE HECK REACTION


In recent experimental work in Bristol,14 unexpected
crossover products 2 were observed in the Heck reactions
of 4-aryl 3-bromopyridines (Scheme 3). Formation of
these products formally involves activation of a C—H
bond in the ortho position of the aryl substituent.


The mechanism suggested in the experimental work
(Fig. 5) involves initial insertion of Pd(0) into the C—Br
bond to yield 3, which can then either undergo normal
Heck chemistry to give 1, or undergo insertion of Pd into
the C—H bond combined with loss of HX to form a
palladacycle 4 (Fig. 5). Species such as 4 are known and
are able to form Heck products.15 We are interested in
understanding how 4 can be formed, and how to account
for the observed selectivity between normal products 1
and crossover products 2 depending on substituents.


Figure 4. Structure of optimized trans (left) and cis (right)
TSs (B3LYP/6-31G�) for addition of Ph3PCHCO2Me to
PhCHO
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In our calculations,16 we use trimethylphosphine as a
model ligand, and the B3PW91 level of theory together
with a continuum model of the acetonitrile solvent. The
bulk of our calculations have been carried out on an all-
carbon biphenyl system instead of the pyridyl system
shown in Scheme 3 and Fig. 5. We first of all considered
mechanisms involving Pd(IV) intermediates in which the
Pd center in 3 has undergone insertion into the ortho C—
H bond either directly (yielding various geometric
isomers of an octahedral Pd(IV) species) or after initial
loss of phosphine or bromide. However, none of these
species are likely to be formed as intermediates due to
their high energy (more than 40 kcal/mol above 3). In
some cases, they could not even be located as minima, and
revert instead to Pd(II) species with an intact C—H bond
upon geometry optimization.


Instead, we find a low-energy pathway involving rate-
limiting deprotonation of the cationic intermediate
formed after dissociation of bromide from 3. As can be
seen in Fig. 6, this species involves a fairly close contact
between the cationic Pd and the ortho carbon atom (rPd–
C¼ 2.56 Å). The ortho hydrogen atom can be removed by
the base present under Heck conditions (modeled here as
trimethylamine), and the optimized TS for this step is also
shown in Fig. 6. As the proton is removed, the carbon
atom can directly bond to Pd. Indeed, rPd–C decreases to
2.19 Å at the TS, already close to its value of 2.05 Å in the
palladacycle. Dissociation of bromide is endothermic by
11 kcal/mol in the presence of a continuum model of
acetonitrile, and the TS lies a further 13.5 kcal/mol higher.
Given that the bromide dissociation is entropically
favored, this produces a fairly modest overall activation
free energy, consistent with the observation that this
process competes with ‘normal’ Heck chemistry. In the
real system, the phosphine ligand is triphenyl phosphine
or tris(o-tolyl)phosphine, so the real energetics may be
somewhat different to those for the present model
trimethylphosphine system.


The mechanism outlined above is formally equivalent
to an electrophilic substitution on the aryl ring. However,
the palladium atom does not add to the ring before proton
loss, and this changes the selectivity. As shown in
Scheme 3, crossover occurs to a greater extent when an
electron-withdrawing substituent is present on the second


ring—the opposite trend to that expected for normal
electrophilic substitution. However, given that electron-
withdrawing substituents can be expected to increase the
acidity of the ortho proton, our mechanism is consistent
with the observed selectivity. Calculations on systems
where the aryl group is varied also agree with the
observed trend. The energy barriers for the deprotonation
step are of respectively 13.7, 13.5, 12.2, and 10.6 kcal/mol
when the aryl group is p-methoxyphenyl, phenyl,
4-pyridyl and p-nitrophenyl. This decrease in the barrier
as the electron-withdrawing character increases is
consistent with the observed increased ratio of crossover
products formed.


REGIOSELECTIVITY IN BIOORGANIC
OXIDATION


The cytochrome P450 enzymes catalyze the oxidation of
strong aliphatic and aromatic C—H bonds in a variety of
organic compounds, for example, drugs in the human
liver.17 We are interested in understanding the chemo-
selectivity of oxidation of different substrates by different
isoforms, as well as the regio- and stereo-selectivity of
oxidation of C—H bonds for a given substrate and
isoform.


One aspect of this selectivity is due to intrinsic
electronic factors, associated with the mechanism of
reaction of the key intermediate, Compound I (3,
Scheme 4). We have carried out gas-phase calculations
of the barrier to oxidation of C—H bonds in aromatic
compounds, using a model of the active species, and a
variety of monosubstituted aromatics.18 The rate-limiting
step involves addition of Compound I to the aromatic ring
to form a covalently bound adduct that subsequently
undergoes facile rearrangement to form products. We
found that both electron-withdrawing and electron-
donating substituents on the para position of the aromatic
ring activate the ring for C—O bond formation, due to the
mixed electrophilic-radical nature of the addition step.
The calculated energy barriers could be reproduced using
a structure-activity relation based on a combination of
radical and cationic Hammett substituent parameters.


Figure 6. Cationic intermediate (left) and deprotonation TS
(right) leading to palladacycle formation
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These calculations address the intrinsic reactivity of
the different positions of an aromatic ring, for a simple
model of the common active species of all isoforms of
cytochrome P450. Such calculations cannot yield full
insight into the selectivity of these enzymes, as the
detailed protein environment clearly plays a role also. For
example, different isoforms can oxidize a substrate at
different positions, as in the case of the anti-inflammatory
diclofenac, which undergoes hydroxylation on one of its
two aromatic rings in the 2C9 isoform, and on the other in
the 3A4 isoform.19 To understand such effects, it is
necessary to use a more complete model, treating a large
sphere of atoms around the active site. This is done most
conveniently using hybrid quantum mechanical/molecu-
lar mechanical (QM/MM) methods20 in which a subset of
atoms are treated using an explicit quantum mechanical
method to describe their electronic structure, whereas the
bulk of the protein and the surrounding water molecules
are treated using much simpler molecular mechanics.


Potential energy surfaces for biomolecular systems are
extremely complicated, as reactant and product com-
plexes, as well as transition states, will typically exist in
many different conformers associated with librational
motion of solvent water and with rotation around single
bonds of amino-acid side chains. The activation free
energy for a reaction arises from thermal averaging over
the ensemble of conformers corresponding to reactants
and that corresponding to the transition state. It is not
straightforward to carry out the necessary averaging using
expensive QM/MM methods, yet activation energies
taken as differences in energy between a particular
conformer of the reactant complex and another of the TS
may not be meaningful. In this context, calculating
selectivity effects may appear to be impossible. However,
consideration of reaction pathways corresponding to
multiple conformers of reactant complexes is capable of
providing accurate activation barriers, as shown in our
recent work on the enzyme chorismate mutase, where the
experimental activation enthalpy is 12.7 kcal/mol, and the
average computed activation barrier for a number of
different conformers is 12.0 kcal/mol.21


Also, in one favorable case, some of us have shown that
computed activation energies for hydroxylation of a series
of phenolic substrates by the enzyme phenol hydroxylase
correlate with observed reactivity.22 The correlation
(which has a high correlation coefficient of 0.98) is
shown in Fig. 7. This remarkable result, given the
complexity of the system, is no doubt due to very
favorable error cancellation, which enables the experi-
mental trend to be correctly reproduced. In turn, this is
due to the fact that a same conformer of the reactant
complex was used for all the substrate molecules
considered, to the high steric similarity of the latter
(all halogenated phenols), and the consistent binding
mode for all substrates, associated with the anionic nature
of the substrates (which bind in the phenolate form).
Accordingly, it may not always be so easy to predict


selectivity. However, the success in this special case
shows that it is not in principle impossible to explore
selectivity effects even in complex biological systems.


In the case of cytochrome P450, we are currently
exploring reaction pathways for oxidation of realistic
drug molecules such as diclofenac, in an effort to
understand selectivity at the atomistic level. In this case,
however, the mode of binding of the substrate in the active
site is less systematic from one substrate to another, or
from one binding mode to another, given the lack of an
‘anchoring’ polar group which forces the substrate to
adopt a particular orientation.


One alternative effect, which may play an important
role in the selectivity of cytochrome P450 isoforms, is
changes in the electronic structure and hence in the
reactivity of the Compound I intermediate due to
differences in the protein environment. Compound I is
a very reactive species, containing iron in a very high
formal oxidation level of þV. In fact, this high oxidation
level cannot be sustained, and the iron is in fact known
from studies of related Compound I species to be in the
þIVoxidation state, with the porphyrin ring of the heme
group partly oxidized, with one electron removed from a
high-lying a2u-like orbital. Computational studies on
Compound I show that this unpaired electron can actually
delocalize over the proximal sulfur ligand of the iron atom
as well, and that the predicted electronic structure varies
quite strongly depending on the environment.23 In this
sense, Compound I is a ‘chameleon’. Using QM/MM
calculations, we have found that quite subtle differences
in the protein environment cause related even larger
changes between the electronic structure of the Com-
pound I species of cytochrome c peroxidase (CcP) and
ascorbate peroxidase (APX).24 In APX, the unpaired
electron resulting from formal reduction of the iron center
from þV to þIV resides on the porphyrin ring, as in the
cytochrome P450 case. In CcP however, the unpaired
electron is located on a tryptophan residue situated close
to the heme group. These differences have been
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Figure 7. Correlation between measured rate constants
and calculated activation barriers for hydroxylation of a
range of substituted phenols by the enzyme phenol hydro-
xylase. (See Ref. 22)


Copyright # 2006 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2006; 19: 608–615


614 J. N. HARVEY ET AL.







characterized experimentally, and our calculations
reproduce them. This suggests that the QM/MM method
is able to describe the subtle polarization effects of the
protein environment on Compound I intermediates.


We therefore set out to explore the electronic structure
of the Compound I intermediate in a number of different
isoforms of mammalian cytochrome P450 enzymes,
focusing on members of the three important drug-
processing families 3A, 2B, and 3C. Our QM/MM
calculations25 at the B3LYP level of theory find that
Compound I does behave like a chameleon: small
changes in the protein structure associated with differ-
ences in the set-up of the QM/MM calculations, MD
equilibration, or the use of a different X-ray crystal-
lographical starting structure leads to a different balance
of unpaired electron density on the porphyrin ring and the
proximal sulfur ligand. However, these changes are not
systematic: the difference in electronic structure from one
calculation on a given isoform to another is as large as
those between calculations on different isoforms. Hence,
it does not appear that the origin of selectivity in different
isoforms of cytochrome P450 is due to differences in
electronic structure of the key intermediate.


CONCLUSIONS


The examples given above show that computational
methods can yield insight into the origin of selectivity in
chemical reactions. To do so, it is necessary to predict
relative activation free energies for competing pathways
to within an accuracy of roughly 1–2 kcal/mol. The
selected examples suggest that this is possible, pre-
sumably due to favorable error cancellation between the
two very similar transition states involved in competitive
steps. The accuracy is not high enough to be able to
analyze smaller selectivity effects (e.g., the difference in
activation free energies for a chiral auxiliary yielding an
enantiomeric excess of 92% and another giving 96% can
certainly not be distinguished based on calculations of the
type discussed here). Also, great care is needed in
interpreting the results and in making sure that the model
used for the reaction is meaningful. The main benefit from
such calculations is that they can help revise and improve
the heuristic models used by experimental chemists to
analyze existing results and design new systems. The
work described here provides several examples of this
fruitful collaboration of computation and experiment.
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catholique de Louvain (RR, F.S.R. grant), Vernalis plc
(AJM), the IBM High Performance Computing Life
Sciences Outreach Programme (AJM), and BBSRC
(AJM) for their support.


REFERENCES


1. Typical continuum solvent models, as used e.g. in many of
our calculations discussed below, provide an estimate of
the free energy of solvation of the quantum-mechanical
solute, thereby including en gros solvent entropy effects.


2. Jaguar 5.0, Schrodinger, Inc.: Portland, OR, 1991–2003.
3. Ponder JW. TINKER: Software Tools for Molecular Design, v4.0:


Saint Louis, MO, 2003.
4. Harvey JN. Faraday Discuss. 2004; 127: 165–177. DOI: 10.1039/


b314768a.
5. Aggarwal VK, Winn CL. Acc. Chem. Res. 2004; 37: 611–620.


DOI: 10.1021/ar030045f
6. Aggarwal VK, Harvey JN, Richardson J. J. Am. Chem. Soc. 2002;


124: 5747–5756. DOI: 10.1021/ja025633n
7. This ‘energy’ profile (as well as that shown in Fig. 2) includes the


potential energy terms for the reacting system, as well as the free
energy of solvation. It is therefore a hybrid of energy and free
energy terms which is in many ways similar to the frequently
used gas-phase potential energy profiles. Note also that here
as elsewhere, we cite more significant figures than are strictly
warranted based on the expected errors involved in the method.
This is because the numbers as obtained from the calculations
are quite precise (that is, not accurate compared to experiment,
but reproduciblewith the number of significant figures quoted) and
hence are useful for other authors seeking to reproduce some of our
work.


8. Aggarwal VK, Calamai S, Ford JG. J. Chem. Soc., Perkin Trans. 1,
1997; 593–599. DOI: 10.1039/a606925h


9. Aggarwal VK, Richardson J. Chem. Comm. 2003; 2644–2651.
DOI: 10.1039/b304625g


10. Aggarwal VK, Fuentes D, Harvey JN, Hynd G, Ohara D, PicoulW,
Robiette R, Smith C, Vasse JL, Winn CL. J. Am. Chem. Soc. 2006;
128: 2105–2114. DOI: 10.1021/ja0568345


11. Aggarwal VK, Fulton JR, Sheldon CG, de Vicente J. J. Am. Chem.
Soc. 2003; 125: 6034–6035. DOI: 10.1021/ja029573x


12. For reviews on mechanistic aspects of the Wittig reaction,
see (a) Vedejs E, Peterson MJ. Top. Stereochem. 1994; 21:
1–157; (b) Vedejs E, Peterson MJ. In Advances in Carbanion
Chemistry, vol. 2, Snieckus V (ed). JAI Press: Greenwich, CN,
1996.


13. Robiette R, Richardson J, Aggarwal VK, Harvey JN. J. Am. Chem.
Soc. 2005; 127: 13468–13469. DOI 10.1021/ja0539589. Robiette
R, Richardson J, Aggarwal VK, Harvey JN. J. Am. Chem. Soc.
2006; 128: 2394–2409. DOI: 10.1021/ja056650q


14. Karig G, Moon MT, Thasana N, Gallagher T. Org. Lett. 2002; 4:
3115–3118. DOI: 10.1021/ol026426v


15. Satoh T, Jones WD. Organometallics 2001; 20: 2916–
2919.


16. Holzmann N, Carreon-Macedo JL, Harvey JN, Gallagher T. To be
submitted.


17. For a review, see Meunier B, de Visser SP, Shaik S. Chem. Rev.
2004; 104: 3947–3980. DOI: 10.1021/cr020443g


18. (a) Bathelt C, Ridder L, Mulholland AJ, Harvey JN. J. Am.
Chem. Soc. 2003; 125: 15004–15005. DOI: 10.1021/ja035590q;
(b) Bathelt C, Ridder L, Mulholland AJ, Harvey JN. Org.
Biomol. Chem. 2004; 2: 2998–3005. DOI: 10.1039/b410729b


19. Mancy A, Antignac M, Minoletti C, Dijols S, Mouries V, Duong
NTH, Battioni P, Dansette PM, Mansuy D. Biochemistry 1999; 38:
14264–14270. DOI: 10.1021/bi991195u


20. Warshel A, Levitt M. J. Mol. Biol. 1976; 103: 227–249. DOI:
10.1016/0022-2836(76)90311-9


21. Claeyssens F, Ranaghan KE, Manby FR, Harvey JN, Mulholland
AJ. Chem. Commun. 2005; 5068–5070. DOI: 10.1039/b508181e


22. Ridder L, Mulholland AJ, Rietjens IMCM, Vervoort J. J. Am.
Chem. Soc. 2000; 122: 8728–8738. DOI: 10.1021/ja0007814
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ABSTRACT: The relative free energy changes for the reaction MLþ¼MþþL (M¼Cuþ and Liþ) were determined
in the gas phase for a series of dimethoxyalkanes (MeO(CH2)nOMe, n¼ 2–9) by measuring the equilibrium constants
of ligand-transfer reactions using a FT-ICR mass spectrometry. Stable 1:1 Cuþ-complexes (CuLþ) were observed
when the chain is longer than n¼ 4 while the 1:2 complexes (CuLþ2 ) were formed for smaller compounds as stable
ions. The dissociation free energy for CuLþ significantly increases with increasing chain length, by 10 kcal mol�1


from n¼ 4 to 9. This increase is attributed to the release of constrain involved in the cyclic conformation of the Cuþ-
complexes. This is consistent with the geometrical and energetic features of the complexes obtained by the DFT
calculations at B3LYP/6-311G level of theory. On the contrary, the corresponding dissociation free energy for LiLþ


increases only 3 kcal mol�1 from n¼ 2 to 9, although the structures of the 1:1 Liþ-complexes are also considered to be
cyclic. From these results it is concluded that the Cu[MeO(CH2)nOMe]þ requires linear alignment for O—Cu—O,
indicating the importance of sds hybridization of Cuþ in the first two ligands binding energy, while the stability of the
Liþ complex is less sensitive to binding geometries except for the system forming a small ring such as n¼ 1 and 2.
Copyright # 2006 John Wiley & Sons, Ltd.

þ þ

KEYWORDS: Cu complexes; Li complexes; dimethoxyalkanes; ligand-transfer equilibria; FT-ICR

INTRODUCTION


Quantitative characterization of noncovalent interactions
between metal ions and neutral molecules are attracting
continuous attention from a wide field of chemical and
biological disciplines.1–3 Experimental techniques devel-
oped for study of the thermochemistry of the metal ion–
organic ligand complexes in the gas phase have provided
a growing data that is particularly useful for exploring
the details of such noncovalent interactions, because the
measurements on the thermodynamic stability of the
isolated ion–molecule complexes allow separation of
intrinsic properties of the interaction from effects due to
solvation and solvent induced phenomena.4–13 These
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studies shed light on the interesting nature of the
interactions in the complexes containing more than one
ligand bound to a metal ion. For example, experimental
data on transition metal ions bound to neutral molecules
such as H2O and dimethylether in the gas phase indicate
that the first two ligands binding energies are comparable
and much larger than the nearly equal third and fourth
ligand binding energies, while the binding energies with
alkali metal ions progressively decrease as each ligand is
added.14–18 Thus, relative ligand binding energies for
transition metal ions differ substantially from those for
the alkali metal ions. This unique feature of the transition
metal ions has been considered to be due to sds
hybridization of Cuþ.3,19 The sds hybridization reduces
the charge density along the s axis and both ligands
benefit from reduced repulsion while sharing the
energetic cost of hybridization, resulting in the larger
second ligand binding energy than the first. Taking
account of sds hybridization in the second ligand for the
transition metal complexes, if a ligand with two basic
functional groups is flexible, two basic sites can
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Figure 1. Time-profile of a ligand-transfer reaction for a
binary mixture of MeO(CH2)6OMe andMeO(CH2)9OMewith
Liþ. Partial pressures; 1.1�10�7 and 1.0� 10�7 Torr for
MeO(CH2)6OMe and MeO(CH2)9OMe, respectively. Relative
intensity gives K¼1.67 and DG0¼�0.4 kcalmol�1 at 343K
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simultaneously interact with the metal ion, resulting in
cyclic complexes linked by metal ions. In such a case the
binding energy should significantly depend on the
geometrical feature of a ligand, that is, the size of
the formed ring. Indeed, it was found that triglyme,
tetraglyme, 15-crown-5, and 18-crown-6 with multi-
binding sites form exclusively 1:1 complexes with
Coþ, Cuþ, and Niþ (MLþ, L¼ ligand) while monoglyme
gives only 1:2 complexes (MLþ2 ), and diglyme gives a
mixture of both complexes.20 Similar additional stabil-
ization through intramolecular interactions was fre-
quently observed for acidity, basicity, and lithium
cation affinity flexible and difunctional compounds in
the gas phase.4b,21–25


It is important to study quantitatively the geometrical
requirements in the first two ligand-binding energies for
understanding of geometrical features of the metal ion–
ligand complexes. Ligand exchange reactions used for
making an estimate of the relative metal binding energies
with organic ligands will be extended to multi-liganded
metal ions.6,26–28 In the present work we describe
determinations of the relative free energy changes for
the reaction (Eqn (1)) in the gas phase for a series of
dimethoxyalkanes (MeO(CH2)nOMe, n¼ 2–9) by
measuring the equilibrium constants of ligand-transfer
reactions using a FT-ICR mass spectrometry.


MLþ ¼ Mþ þ L M ¼ Cuþ and Liþð Þ (1)


In addition, theoretical calculations were conducted at
B3LYP/6-311G level of theory to obtain the geometrical
properties and cyclization energies of these complexes in
the gas phase.


EXPERIMENTAL


ICR measurements


Equilibrium-constant measurements were performed on
an Extrel FTMS 2001 spectrometer equipped with a dual-
cell system. An IonSpec Data Station was also used for
several measurements. Details of the experimental
techniques used for measuring the equilibrium constants
for the ligand transfer reaction were similar to those used
for the previously described proton-transfer measure-
ments.29 Only significant changes and/or additional
procedures are given here. All measurements were
performed at 50–708C at a constant magnetic field
strength of 3.0 T. The pressures of the neutral reactants
were measured by means of a Bayard–Alpert type
ionization gauge with appropriate correction factors
being applied to correct the gauge readings for the
different ionization cross sections of various com-
pounds.30 The overall pressures of the reagents were
maintained at 2–4� 10�7 Torr by controlled flow rates
through leak valves (Anelva) from a parallel inlet
manifold into the ICR cell in the vacuum chamber.

Copyright # 2006 John Wiley & Sons, Ltd.

Metal ions, Cuþ and Liþ, were generated by a laser
irradiation of an Nd:YAG (Continuum, Minilite II) at
532 nm (10 mJ) to the pure metal pieces mounted at the
end-face of the solid probe rod (Eqn (2)).


Mþ laser irradiation! Mþ (2)


Mþ þ L1 ! MþL1 (3)


Mþ þ L2 ! MþL2 (4)


MþL1 þ L2 ! MþL2 þ L1 (5)


K5 ¼
IðMþL2Þ PðL1Þ
IðMþL1ÞPðL2Þ


(6)


dDG0ðMþÞ ¼ �RT ln K5 (7)


When there are two compounds (L1 and L2) in the ICR
cell, the corresponding metal adduct ions, MþL1 and
MþL2, were formed (Eqn (3) and Eqn (4)). After an
appropriate reaction period of 5–20 sec, depending upon
the reactant and pressures, the ligand-transfer equilibrium
(Eqn (5)) was attained as shown in Fig. 1 and the
equilibrium constants were calculated by Eqn (6), where
I(MþL1) and I(MþL2) are the equilibrium abundances
(mass spectrometric integrated intensities) of MþL1 and
MþL2 complexes and P(L1) and P(L2) are partial
pressures of the neutral compounds L1 and L2. For
cooling excited metal ions helium or argon gas was added
by using a pulsed valve but significant differences were
not observed in the ligand-transfer equilibrium. There-
fore, most of measurements were carried out without
buffer gas. Each experiment was performed at several
ratios of partial pressures and at different overall
pressures. The arithmetic mean values of equilibrium
constants (K5) were used to calculate dDG0 (Eqn (7)) at
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343 K with an average uncertainty of �0.3 kcal mol�1 in
most of these cases. The occurrence of the ligand-transfer
reaction was examined by an ion-eject experiment using
the SWIFT technique.31

Chemicals


Most of the compounds used in this study were prepared
by methylation of the corresponding diols according to a
general procedure.32 Dimethoxyethane was purchased
from Tokyo Kasei Ltd.


General procedure of preparation of dimethox-
yalkanes (MeO(CH2)nOMe, n¼ 2–9). In a 200 mL
three-necked round-bottomed flask were placed
0.02 mol of alkanediol, 1.44 g (0.06 mol) of sodium
hydride washed by dry benzene, and 50 mL of THF.
The resulting mixtures were stirred at reflux overnight.
To the reaction mixture 17.0 g (0.12 mol) of methyl
iodide was added at room temperature and the reaction
mixture was stirred at reflux for 8 h and then solvent
was removed roughly. To the reaction solution 25 mL
of water was added. The product was extracted by
ether and was dried over anhydrous magnesium sulfate.
The crude product was purified by preparative VPC and
was characterized by 1H-NMR (500 MHz, CDCl3) as
follows. 1,3-dimethoxypropane: d¼ 1.843 (q, J¼ 6.3 Hz,
2H), 3.454 (t, 4H, J¼ 6.4 Hz), 3.336 (s, 6H). 1,4-
dimethoxybutane: d¼ 1.621–1.646 (m, 4H), 3.331
(s, 6H), 3.393 (t, J¼ 6.25 Hz, 4H). 1,5-dimethoxybutane:
d¼ 1.375–1.419 (m, 2H), 1.566–1.624 (m, 4H), 3.327
(s, 6H), 3.374 (t, J¼ 6.5 Hz, 4H). 1,6-dimethoxyhexane:
d¼ 1.350–1.380 (m, 4H), 1.564–1.591 (m, 4H), 3.328
(s, 6H), 3.368 (t, J¼ 6.5 Hz, 4H). 1,7-dimethoxyheptane:
d¼ 1.330–1.361 (m, 6H), 1.540–1.582(m, 4H), 3.327
(s, 6H), 3.361 (t, J¼ 6.75 Hz, 4H). 1,8-dimethoxyoctane:
d¼ 1.315–1.589 (m, 12H), 3.327 (s, 6H), 3.360 (t,
J¼ 6.5 Hz, 4H). 1,9-dimethoxynonane: d¼ 1.300–1.574
(m, 14H), 3.328 (s, 6H), 3.360 (t, J¼ 6.75 Hz, 4H).


All the materials were degassed prior to use by several
freeze-pump-thaw cycles on the sample-inlet system of
the ICR. Their purities were checked on mass spectra of
the FT-ICR mass spectrometer in an electron-impact
ionization mode.


DFT calculations


Conformational searches were carried out using Spartan
‘04 program (Wavefunction, Inc.) and several con-
formers having the low energy were further optimized
at RHF/6–31G� level of theory to search the lowest
energy conformer (global minimum). Finally, the
geometries were fully optimized at the B3LYP/
6–311G level of theory with normal convergence using
the Gaussian 98 program.33 Vibrational normal mode
analyses were performed at the same level to ensure
that each optimized structure was a true minimum

Copyright # 2006 John Wiley & Sons, Ltd.

on the potential energy surface. Relative thermochemi-
cal values were obtained from isodesmic reactions of
each ligand transfer reaction with the reference
compound.

RESULTS AND DISCUSSION


Figure 2 shows that the reaction of the generated metal
ions with the MeO(CH2)7OMe produces exclusively the
corresponding 1:1 complexes M[MeO(CH2)7OMe]þ.
This indicates that there is no side reaction such as
fragmentation meditated by transition metal ions under
the present conditions.34,35 In the case of the reaction
between Cuþ and MeO(CH2)nOMe with n¼ 2 and 3, the
1:1 complexes formed in a short reaction time rapidly
decreased with time and their dimer ions, CuLþ2 , appeared
as major ions after several seconds as shown in Fig. 3. The
1:2 Cuþ-complexes were generally observed as stable
adduct ions for ligands having a single binding site.6c,9


The present result suggests that the stable 1:1 Cuþ-
complexes observed for larger compounds with n� 4
have cyclic structures in which Cuþ binds with two
oxygen atoms in MeO(CH2)nOMe. In the case of Liþ, the
1:1 complexes were observed for MeO(CH2)nOMe
(n¼ 2–9) as stable ions under relatively low pressure
of neutrals at 2–4� 10�7 Torr. The structures of the 1:1
Liþ-complexes are also assumed to be cyclic. This is
supported by the fact that the lithium cation affinity of
MeO(CH2)2OMe is significantly 15.4 kcal mol�1


(1 kcal mol�1¼ 4.184 kJ mol�1) higher than Me2O with
a single binding site.28 This additional stabilization in
the complex of Liþ with MeO(CH2)2OMe suggests
bidentate cyclic structure because the polar effect of the
X¼MeOCH2 on the lithium cation affinity of the
XCH2OMe system should be comparable to the methyl
group or less than the latter.36 Similar additional
stabilization compared with parent alcohols and mono-
ethers having a single binding site was observed for
compounds with difunctional groups such as methoxy-,
halogen-, and phenyl-substituted alcohols.28 These results
have been attributed to the intramolecular interaction in
their cyclic conformations. The present system,
MeO(CH2)nOMe, is also the case.


The free energy changes, dDG0, obtained for ligand-
transfer equilibria are given in Fig. 4 and the ladders of
free energy changes for the respective systems provide a
scale of the relative dissociation free energies, DG0(Mþ),
for M[MeO(CH2)nOMe]þ. For the Liþ complex the
relative free energies were converted into the absolute
scale by adding each of the relative experimental values to
the known value of MeO(CH2)2OMe as an anchor.28


Since such a reference absolute dissociation free energy
for Cuþ-complex is not available for the present range,
the DG0(Mþ) values are given in Fig. 4 as the relative
values to that for n¼ 9. The absolute dissociation
free energy for Cu(Et2O)þ2 was evaluated to be
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Figure 2. Mass spectra of a reaction of MeO(CH2)7OMe with Liþ (a) and Cuþ (b). Pressure; 2.5� 10�7 Torr, a reaction time;
10 sec
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77.5 kcal mol�1 by Deng and Kebarle.9 Considering the
similarity of the structure of the Cuþ complex, the cyclic
Cuþ-complex with a larger MeO(CH2)nOMe may be
assumed to have a similar dissociation free energy,
indicating that Cuþ binds strongly with a ligand
compared with Liþ. The relative free energy values will
be enough for the present discussion because our aim of
this work is to clarify the effect of a chain length on the
dissociation free energy for M[MeO(CH2)nOMe]þ.


Figure 5 shows a plot of the relative dissociation free
energies of CuLþ and LiLþ against the chain length in

Copyright # 2006 John Wiley & Sons, Ltd.

MeO(CH2)nOMe. The DG0(Cuþ) value significantly
increases with the chain length from n¼ 4 to 6 and
reaches the plateau at n¼ 7. In contrast to this result,
the DG0(Liþ) value gradually increases only
3 kcal mol�1 regardless of a large change in chain
length from n¼ 2 to 9. These results indicate clearly
that the thermodynamic stability of the 1:1 Cuþ-
complexes is severely dependent on the chain length,
that is, the ring size, and that the stability of the Liþ-
complexes is less sensitive to their geometrical
conformations.
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M[MeO(CH2)nOMe]þ vs. the chain length (n)
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Figure 3. Time-profile of a reaction of Cuþ and
MeO(CH2)3OMe, pressure of the neutral¼2.5�10�7 Torr.
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Cu[MeO (CH2)3OMe]þ2
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In order to obtain geometrical information on these
metal ions complexes we optimized the structures of the
complexes at B3LYP/6-311G level of theory. The
calculated geometries and energetics of the metal ion-
bound complexes are summarized in Tables 1 and 2. The
calculated relative dissociation free energies for the metal
ion complexes were obtained from a following isodesmic
reaction (Eqn (8)),


MeO CH2ð ÞnOMe


þM MeO CH2ð Þ9OMe
� �þ


¼ M MeO CH2ð ÞnOMe
� �þþMeO CH2ð Þ9OMe (8)


Both cyclic and open conformations were calculated
for the metal ion complexes. The cyclization free energies

MeO(CH2)nOMe
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(DG0
cyc) that are defined by differences between the cyclic


and the open conformations indicate that the cyclic
conformations of Cuþ- and Liþ-complexes are more
stable than their open structures. The most stable
structures of neutral molecules were found to be linear.
The calculated DG0(Cuþ) values are in good agreement
with the observed values, DG0(Cuþ)calcd¼ 0.3þ
1.11DG0(Cuþ)obs (R¼ 0.989). Although the agreement
for DG0(Liþ) value is not satisfactory, the calculated
DG0(Liþ) value varies with the chain length in a similar
manner to that for the experimental results as shown in
Fig. 6.


The cyclization free energies for the Cuþ-complexes
also increase with increasing chain length in a similar
manner to the change in the dissociation free energy.
Indeed, the cyclization free energies are correlated with
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Table 1. Calculated cyclization energies, selected geometries, and relative bond dissociation free energies for Copper (I)-
complexes, Cu[MeO(CH2)nOMe]þ


n DG0
cyc


a (kcal mol�1) OCu distanceb (Å) OCuO bondb angle (deg) DG0
calcd


b,c (kcal mol�1)


1 15.1 2.079 63.9 �44.4
2 17.7 2.003 88.6 �40.0
3 29.0 1.889 126.4 �24.3
4 42.7 1.864 150.5 �11.7
5 49.1 1.868 168.3 �4.0
6 50.4 1.877 178.0 �2.1
7 53.1 1.880 175.7 0.5
8 53.1 1.878 173.7 0.3
9 52.2 1.883 169.6 0.0


a Free energy differences between the cyclic and the open conformations.
b These values are for cyclic conformations.
c Relative dissociation free energies.


Table 2. Calculated cyclization selected geometries, and relative bond dissociation free energies for Lithium Cation-complexes,
Li[MeO(CH2)nOMe]þ


n DG0
cyc


a (kcal mol�1) OLi distanceb (Å) OLiO bondb angle (deg) DG0
calcd


b,c (kcal mol�1)


1 20.9 1.872 72.3 �13.1
2 27.1 1.838 92.3 �7.5
3 28.4 1.815 110.3 �2.0
4 29.6 1.823 135.4 �1.6
5 28.0 1.833 148.3 �2.6
6 30.3 1.829 162.5 0.0
7 30.8 1.836 165.2 1.2
8 29.1 1.826 164.6 �1.0
9 29.3 1.834 138.6 0.0


a Free energy differences between the cyclic and the open conformations.
b These values are for cyclic conformations.
c Relative dissociation free energies.
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the calculated and observed DG0(Cuþ) values, giving a
linear relationship with a slope of near unity as shown in
Fig. 7.


DG0ðCu
þÞcalcd ¼ 1:06 DG0


cyclðCu
þÞ � 56:0


R ¼ 0:997
(9)


DG0ðCu
þÞobs ¼ 0:87 DG0


cyclðCu
þÞ � 46:6


R ¼ 0:983
(10)


The cyclization free energies must be influenced by the
steric constrain of the cyclic conformation. The maxi-
mum cyclization free energies for n¼ 7–9 suggest that
these complexes have the least steric constrain. In
addition, since the bond distance of O—Cu in the
complex is almost constant except of n¼ 1 and 2, the
steric constrain involved in the cyclic conformation
would also be reflected in the bond angles. Indeed, the
angle of OCuO increases with the chain length and
reaches the plateau at 1708–1808 for n� 5. There is a
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good linear relationship between angles of OCuO and the
calculated DG0(Cuþ) as shown in Fig. 8.


DG0ðCuþÞcalcd ¼ �74:7þ 0:42ffOCuO


R ¼ 0:990
(11)


In addition, a closer examination of the angles shows
that the angles of OCuO for n¼ 8 and 9 are somewhat
smaller than that for n¼ 6 and 7, suggesting that these
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Li[MeO(CH2)nOMe]þ
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cyclic structures have some constrain. This may be
consistent with the result that the observed and calculated
DG0(Cuþ) values for n¼ 8 and 9 are somewhat smaller
than that of n¼ 7. These results suggest that the release of
the steric constrain of the cyclic conformation is mostly
responsible for the increase in the dissociation free energy
changes for the Cuþ-complexes.


On the other hand, the calculated relative dissociation
energies for the Liþ-complexes, DG0(Liþ)calcd, are almost
constant at �1� 2 kcal mol�1 except for n¼ 1 and 2
when the conformations of the complexes are cyclic,
being qualitatively consistent with the trend in exper-
imental values. In addition, the cyclization free energies
for the Liþ-complexes are also constant at
28� 2 kcal mol�1 except for n¼ 1. Although the bond
distance of O—Li and the angle of OLiO change with the
variation of the chain length in a similar manner to those
for the Cuþ-complex, there is no linear relationship
between the angles and the calculated DG0(Liþ) values.
These geometrical and energetic features of the Liþ-
complexes suggest that the change in geometry is less
important to determine the stability of the Liþ-complex
except for small compounds (n¼ 1 and 2) although there
is a repulsive ligand–ligand interaction as the second
ligand binds with Liþ.

CONCLUSIONS


It has been shown that the stable 1:1 Cuþ-complexes
observed for dimethoxyalkanes (MeO(CH2)nOMe) with
n� 4 have cyclic conformations. The Cuþ dissociation
free energy significantly increases with increasing chain
length and reaches the plateau at n¼ 7. The large increase

f OCuO / degree
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4


6
5


9 7


8


180160140120


cles)DG0(Cuþ) vs. angles of OCuO. The numbers indicate n in
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is attributed to the release of constrain involved in the
cyclic conformations. On the contrary, the corresponding
dissociation energy for the Liþ-complex increases only
3 kcal mol�1 from n¼ 2 to 9 although the stable
conformations of LiLþ complexes are also cyclic. These
results indicate that the Cu[MeO(CH2)nOMe]þ com-
plexes require linear alignment for O—Cu—O, indicating
the importance of sds hybridization of Cuþ in the first two
ligands binding energy, while the stability of the Liþ


complex is less sensitive to such specific binding
geometries. This geometrical requirement in the Cuþ-
complex would be an important factor to determine the
conformations of flexible molecules containing transition
metal ions.
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ABSTRACT: Various tert-butyl perbenzoates were prepared according to the known methods. The mixtures of tert-
butyl perbenzoate and dimethyl sulfide underwent thermolysis at several temperatures (T 8C: 80, 90, 100, and 110).
The rates of consumption of the peresters (kobs) were obtained from ln C0/Ct¼ kobs� t where C0 and Ct are the
concentration of the perester at time 0 and t, respectively. For example: The decrease of the perester satisfied pseudo
first order kinetics, and kobswere determined. kHom. and kET were obtained from kobs¼ kHom.þ kET[CH3SCH3] where
[CH3SCH3]/[perester]> 10. kET and its relative rates are produced from plot of kobs against [CH3SCH3]. Hammett
correlation are plotted against s and sþ in which s is better correlated than sþ. Hammett r could be considered
selectivity which stays constant irrespective of temperature. The phenomenon is not consistent with reactivity/
selectivity principle. The differential activation entropies linearly increase with substituent constant s to give slope of
2.63 while the similar slope for differential enthalpies shows much lower value of 0.892. The dominance of differential
entropic terms clearly indicates the entropy control of the rates. Copyright # 2006 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894–3230/supplmat/


KEYWORDS: tert-butyl perbenzoates; dimethyl sulfide; entropy control of the rates


INTRODUCTION


Hydrogen atom abstractions from toluenes1 and
cumenes2 by bromine atoms, b-scissions of the carbiny-
loxy radicals,3 and thermolysis of tert-butyl phenylper-
acetates4 proceed through polar transition state (TS) and
reveal entropy control of rates. The relative rates at
several temperatures provide differential activation terms
(DDHz


Y�H and DDSzY�H) derived from Eyring equation.5


The sign and magnitude of differential activation
entropies (DDSzY�H) outweighs those of differential
enthalpies (DDHz


Y�H).
1� 4 When the substituent


approaches electron-donating character, that is, the value
of sþ maintains larger negative value, DDSzY�H becomes
much bigger positive magnitudes than DDHz


Y�H. The
activation parameters for abstraction of phenolic hydro-
gen from p-methoxyphenol by tert-butoxyl radical6


shows dominance of entropic term over enthalpy. Triplet
d-hydrogen abstraction by o-tert-butyl benzophenones7


shows an entropy-controlled inductive effect. Recently
the rate of hydrogen abstractions by tert-butoxyl
radicals6–8 are suggested to involve entropy-controlled
process.9tert-Butyl peroxybenzoate (TBP) underwent
electron transfer reaction (ETR) with dimethyl sulfide
through reactions 1� 4.10 The kinetic isotope effect
suggests that dimethyl sulfide-TBP system involves ET
while dimethylaniline-benzoylperoxide system proceeds
through SN2 mechanism.


The three intermediates occur in Eqn (1) which then
react via Eqn (2), Eqn (3) to give the intermediates I
which rearranges to give benzoyloxy dimethyl sulfide. A
similar ET mechanism between TBP and thiophenol has
also been reported by us.11 We would like to herein show
that the rate of ETR is controlled by entropy.
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RESULTS AND DISCUSSION


Preparation and thermolysis of the peresters
and relevant kinetic data


Various YC6H4CO2Bu
t [Y: p-OCH3, p-CH3, p-Cl, m-Cl,


and p-NO2] (TBP) were prepared according to the known
method.10 TBP (0.05M), CH3SCH3 (0.5� 2.0M), a-
methoxycumene (0.02M, internal standard) and trans-
stilbene (0.2M)12were dissolved in CDCl3 and divided
into Pyrex ampoules. Potassium fluoride (KF) was added
to each ampoule which was then degassed and underwent
thermolysis at several temperatures. KF is to neutralize
HCl which is slightly contained in the solvent CDCl3. In
the presence of HCl reactions (5) and (6) occur to reduce
the yield of benzoyloxy dimethyl sulfide and tert-butyl
alcohol. Product analysis in absence and presence of KF
are shown in Table 1. That clearly shows that reaction (5)
is effectively inhibited by scavenging HCl with KF.


The rates of consumption of TBP (kobs) were obtained
by measuring the disappearing NMR peak of tert-butyl
group of TBP. Equation (7) has been utilized to
calculate kobs at various temperatures and with different
substituent (Y).


ln
C0


Ct


¼ kobs � t (7)


where C0 is the initial concentration of the perester,
Ct is the concentration of the perester at time t. kobs
is obtained from Eqn (7) that could be dissected into
the rate constants caused by homolysis of the perester


and by ET between the perester and dimethyl sulfide
to give


kobs ¼ kHom: þ kET½CH3SCH3� (8)


kHom. and kET can be obtained from the linear relation
between kobs and concentration of dimethyl sulfide. In
the case of a large excess of dimethyl sulfide (CMeSMe/
CPerester> 10), Eqn (8) follows a pseudo-first order
reaction. kHom. corresponds to the intercept and kET
becomes the slope of the linear line. Utilizing this
method, kobs and kET are obtained for numerous TBP
(refer to Supporting Information).


(2)


(3)


(4)


(5)


(6)


Table 1. Product analysis of thermolysis of tert-Butyl
p-nitroperbenzoate and dimethyl sulfide in absence and
presence of KF


Products


Mole of Product/Mole of
Perester before Reaction


Without KF With KF


0.44 0.96


tert-BuOH 0.42 0.97


p-NO2C6H4COOH 0.56 —


(CH3)2C––CH2 0.53 —


0.58 —
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Absolute and relative rates of ETR at various
temperatures (T 8C: 80, 90, 100, and 110 8C) were
obtained. Hammett correlations at each temperature are
also studied (Table 2). Hammett correlations are positive
and better correlated with s rather than sþ. This indicates
that negative charge resides on benzoyloxy group without
conjugation with the phenyl ring (refer to II). This is well
compared with the previous entropy-controlled reac-
tions1–4 where the positive charge is delocalized into
phenyl ring for rþsþ correlations.


The relative rates of ETR, kYET/k
H
ET remains nearly


invariable irrespective of temperature. This means that
substituent effect is constant at various temperatures in
order to give the identical Hammett r value
(r¼ 1.06� 0.02) (refer to Table 2). The constant rþ


with temperature (not r in those cases) had already been
observed with photobromination of cumenes2 and
homolytic fragmentation of carbinyloxy radicals.3 The
Hammett reaction constant either r or rþ can be
considered selectivity and the invariance with tempera-
ture apparently inconsistent with reactivity/selectivity
principle (RSP).13 The activation parameters and their
differential values are tabulated in Table 3. The isokinetic
relationship is observed to give the straight line
indicating isokinetic temperature T¼�146 8C (Fig. 1).
The magnitudes of differential activation parameters also
suggest that cleavage of —O—O— in II is systematically
controlled by the substituents for the linearity.


Translational entropy responsible for the rates


Benzoyloxy group attains partial negative charge and tert-
butoxy becomes radical type in II. The extent of
heterolytic (into radical and anion) bond cleavage of
—O—O— is variable depending upon the substituent
(Y). The values of differential activation terms (Table 3)
indicate that electron-withdrawing groups (Y) boost more
bond cleavage than hydrogen H. The substituent effect
may weakly influence the magnitude of DHz


Y to give
relatively smaller values of DDHz


Y�H. The plot
of DDHz


Y�H versus s is shown in Fig. 2 with slop of
0.891. Absolute rate theory 5 suggests that the vibration of
—O—O—bond in TBP should be replaced by translation
during the activation process. The transition from
vibration to translation should accompany dramatic
entropic increase since vibration is of one dimension
while translation occurs with three dimensions. There-
fore, the increase (decrease) in differential activation
entropy multiplied by the absolute temperature T
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(TDDSzY�H) should be much higher than that correspond-
ing to differential activation enthalpy to control the
magnitude of DDGz


Y�H (TDDSzY�H �DDHz
Y�H). The plot


of TDDSzY�H versus s gives a straight line with
slope¼ 2.63 (Fig. 3). The polarity of II is opposite to


that of TS’s involved with the previous entropy
dominating reactions.1–4 The negative charge is localized
on benzoyloxy group (refer to II) to give rs correlation
while the positive charge is dispersed into the benzene
ring for rþsþ relationship.1–4


The selectivity S of a species with competing peresters
harboring substituents Y and H, respectively could be
defined as S¼ ln kYET/k


H
ET ¼� (DGz


Y �DGz
H)/


RT¼�DDGz
Y�H with k andDGz being the corresponding


rate constant and free energy of activation of ETR.
S¼�DDGz


Y�H/RT can be subdivided into two parts:
�DDGz


Y�H/RT¼DDSzY�H/R�DDHz
Y�H/RT. The present


ETR involve DDHz
Y�H/RT close to zero. Therefore, S is


mainly controlled by DDSzY�H/R which is temperature-
independent and takes almost constant figures with the
substituent (refer to values of kYET/k


H
ET of Table 2).


CONCLUSION


The ETR proceeds through TS II in which —O—O—
bond is cleaved. Comparison of magnitude of DDHz


Y�H


and DDSzY�H tells that the relative rates are controlled by
TDDSzY�H. The entropic dominance is derived from the


Figure 2. Plot of DDH6¼
Y�H vs. s


Figure 1. Plot of isokinetic relationship


Table 3. Activation parameters and their differential values


p-OMe p-Me H p-Cl m-Cl p-NO2


D H
z
Y
a 18.9� 0.1 18.9� 0.4 19.0� 0.1 19.4� 0.2 19.7� 0.3 19.7� 0.2


D S
z
Y
b �28.7� 0.1 �28.3� 1.3 �27.4� 0.3 �24.8� 0.8 �23.6� 0.8 �21.4� 0.7


DD H
z
Y�H
a,c �0.1 �0.1 0 0.4 0.7 0.7


DD S
z
Y�H
b,d �1.3 �0.9 0 2.6 3.8 6.0


TDDSzY�H
a T¼ 373K �0.47 �0.33 0 0.94 1.38 2.18


a unit: kcal/mol.
b unit: cal/mol, K.
cDDHz


Y�H ¼DHz
Y-DH


z
H where the subscript Y and H indicate the substituents Y and H in the perester.


dDDSzY�H ¼DSzY-DS
z
H where the subscript Y and H indicate the substituents Y and H in the perester.


Figure 3. Plot of TDDS 6¼Y�H vs. s
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translational degree of freedom occurring in breakage of
—O—O— bond. Entropy-controlled rates may not be
uncommon for the ETR and the homolysis reactions take
place via polar TS.


EXPERIMENTAL SECTION


Materials and methods


Substituted benzoic acids, tert-butyl hydroperoxide and
other chemicals were purchased from the major suppliers.
Liquids were distilled with center-cut collection and
solids were purified according to standard procedures if
necessary.14 An NMR spectrometer was used for the
analysis of the peresters.


Preparation of various tert-butyl
perbenzoates


All the peresters were prepared according to the known
method.15 IR C——O stretchings are shown between
1747� 1757 cm�1. p-CH3O, p-CH3 and H peresters are
liquid while p-Cl (48 8C), m-Cl (46 8C), and p-NO2


(79 8C) peresters are solid with melting point indicated in
the parenthesis. The melting points are exactly match the
reported values.151H NMR spectra various YC6H4CO2-


But are as follows: p-OCH3: 6.8� 8.0 (m, 4H), 3.86 (s,
3H), 1.40 (s, 9H); p-CH3: 7.2� 7.8 (m, 4H), 2.41 (s, 3H),
1.41 (s, 9H); H: 7.2� 7.9 (m, 5H), 1.42 (s, 9H); p-Cl:
7.4� 7.9 (m, 4H), 1.40 (s, 9H); m-Cl: 7.3� 7.8 (m, 4H),
1.38 (s, 9H); p-NO2: 8.1� 8.3 (m, 4H), 1.42 (s, 9H).


ETR of tert-butyl perbenzoates with dimethyl
sulfide


tert-Butyl perbenzoate (0.05M), dimethyl sulfide
(0.5� 2.0M), a-methoxy cumene (0.02M: internal
standard), trans-stilbene (0.2M: inhibitor) and KF
(30mg) were dissolved in CDCl3 (0.4mL) in a tube.
This mixture was freezed, degassed three times and
sealed. The ampoule (lid. 4mm, length 3 cm, 2/3 full) was
immersed in a constant temperature bath for more than
200 sec for the thermolysis. Less than 20 sec were
required for complete thermal equilibration, which was
measured by a Copper-Constantan thermo couple. At
various intervals, the tubes were removed from the bath,
quenched in ice water and opened for NMR analysis.


Concentration of the perester at time t can be obtained
by measuring the magnitude of proton peaks of tert-butyl
group of perester and of methyl of a-methoxy cumene
utilizing Eqn (9).


Iper;t


Ist;t
¼ 9


6
� Cper;t


Cst;t
¼ aCper;t (9)


� Iper,t: Magnitude of proton peak of tert-butyl group of
the perester at time t.


� Ist,t: Magnitude of proton peak of methyl group of a-
methoxy cumene.


Accordingly kobs is obtained from Eqn (10).
kHom. and kET are thus acquired by plotting kobs against


concentration of dimethyl sulfide.


ln
Iper;0=Ist;0
Iper;t=Ist;t


¼ ln
Cper;0


Cper;t
¼ kobst (10)


kobs ¼ kHom: þ kET½CH3SCH3� (11)
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f two calixresorcinarene (RES) derivatives with nucleophilic
upper rims in the hydrolysis of carboxylate and sulfonate esters of


4-nitrophenol and 2,4-dinitrophenol have been investigated. Rate constants obey the complexation equation:


kobs ¼
kb � KS þ kc½Host�


KS þ ½Host�


Values of the dissociation constant (Ks) of the complexes are within the range exhibited by other systems such as
cyclodextrins–ester complexes. The reactions of sulfonate esters only exhibit inhibition by the macrocyclic hosts. The
reactions of the carboxylate esters exhibit catalysis and inhibition depending on the pH of the system. It is proposed
that the dimethylamino function in RES3 and RES5 behaves as a nucleophile to form a reactive acylammonium
species which subsequently decomposes and regenerates the catalytic amine.


In the reaction of substituted phenyl acetates with RES3 the effective charge on the leaving oxygen in the
complexed state (þ0.88) is slightly more positive than that in the free ester (þ0.70). The effective charge on the
leaving oxygen in the transition structure is substantially more positive (þ0.04 units) than in a model intramolecular
reaction of tertiary dimethylamines with aryl esters (�0.53 units). The influence of the host on the reaction in the
complex includes an electronic component which is ascribed to solvation of the transition structure of the rate-limiting
step by water molecules located within the cavity of the host. It is suggested that this solvation is stronger than that
occurring in the transition state for the model intramolecular reaction. Copyright # 2006 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894–3230/supplmat/

KEYWORDS: calixresorcinarenes; molecular receptors; catalysis; esterolysis

INTRODUCTION


The study of concave, macrocyclic molecules as host
analogs of enzymes has enjoyed considerable success,
particularly of those derived from cyclodextrins1 and
calixarenes.2 In this paper we describe the synthesis of
water soluble cyclophane derivatives, that is, calixresor-
cinarenes RES3 and RES5, which possess a concave
region suitable to act as a receptor for substrate
complexation and hold functions which are potential
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ia Dodecaneso, 31,16146 Genova, Italy.
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ent of his PhD thesis.
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nucleophilic catalysts, and their employment in structure-
reactivity investigations. The reason for choosing this
cyclophane structure is that it has the potential of being
modified easily on its rims with a variety of catalytic and
binding groups which could be useful in a future
combinatorial approach. Moreover, it can be cheaply
and easily prepared in large quantity. We believe that
design of highly active and selective artificial enzymes
could in future be assisted by combinatorial studies of
structural libraries of potential catalysts and identification
of the structure giving optimum activity.


The scope of the catalytic activity of RES3 and RES5
(structures are shown in Chart 1 together with those of
their precursors RES1, RES2, and RES4) is measured
against the fission of the carboxylate and sulfonate esters
displayed in Chart 2 (identity of substituted phenyl
acetates is shown in Table 3).

J. Phys. Org. Chem. 2006; 19: 630–636







C O NO2


1


H3C C


O


O


O X


NO2OSO2


2a - n 3


Chart 2.


CH3 CH3


RO


RO


OR


OR


CH3CH3


ORRO
ORRO


RES1 R = H


RES2   R = CH2CO2C2H5


RES3   R = CH2CONH(CH2)3N(CH2)2


RES4   R = (CH2)3CO2C2H5


RES5   R = (CH2)3CONH(CH2)3N(CH3)2


Chart 1.


CATALYSIS AND INHIBITION OF ESTER HYDROLYSIS 631

RESULTS AND DISCUSSION


The kinetics of the reactions of the esters 1–3 (S in
Scheme 1) at ca 0.01 mM in aqueous buffered solutions
containing an excess of the potential host molecule (Host,
i.e., RES3 and RES5) exhibited good pseudo first order
rate dependencies in the concentration of ester over at
least 90% of the total reaction. Generally the kinetics
obeyed a rate law (Eqn (1)) which is consistent with the
mechanism shown in Scheme 1.


kobs ¼
kb � KS þ kc½Host�


KS þ ½Host� (1)

S  +  Host Host S
Ks


PRODUCTS


kb kc


Scheme 1.


Figure 1. Reaction of RES3 and 4-nitrophenyl benzoate 1with in
at 25 8C and 0.1 M ionic strength (made up with KCl)


Copyright # 2006 John Wiley & Sons, Ltd.

In some instances, however, (when [Host] �KS, where
KS is the dissociation constant of the host-guest complex)
the rate constant, kobs, was linear in host concentration.


In the case of the 4-nitrophenyl carboxylate esters,
lowering the pH changed the effect from inhibition
(Fig. 1A) to catalysis (Fig. 1B), due to the background
hydrolysis (kb) becoming slower than the RES3 catalyzed
hydrolysis as the hydroxide ion concentration decreased,
as shown in Fig. 2.


The observed effect implies that the kinetic studies at
the pH where inhibition changes to catalysis are subject to
substantial error in measuring KS because Eqn (1)
predicts that changing [Host] has no effect on the
observed rate constant (when kb¼ kc). On the contrary, in
the hydrolysis of 4-nitrophenyl benzenesulfonate the
effect of RES3 was only inhibition. Although exper-
iments were carried out in a reduced pH range (11.70–
13.01), it may be predicted that, in this latter case, rate
inhibition will prevail also at lower pHs, owing to the
slope of the linear dependence of log kOH versus pH being
unit.


Previous work has shown that the values of KS for
dissociation of the 4-nitrophenyl ester complexes with
RES3 depend on the nature of the acyl function.3


However, the values of KS for RES hosts measured in this

creasing concentrations of RES3 at pH 12.7 (A) or pH 9.6 (B),
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Figure 2. pH-Dependence of the RES3-catalyzed (log kc)
and uncatalyzed (log kb) hydrolyses of esters 1, 2a, and 3.
Identification is as follows. Colors, lines and symbols: red, ester
1; black, ester 2a; blue, ester 3; solid lines refer to log kc
(circles); dashed lines refer to log kb (stars). Open symbols refer
to data from present work, closed ones to data from Ref. 3.
Line for the acetate/RES3 reaction is from Eqn (2) with kmax


c
from Table 3 and pKa¼8.49. kb values for all three esters
agree nicely with values for the hydroxide ion catalyzed fission
of the corresponding esters (ester 1: kOH¼ 3.95M�1 s�1, this
work, see Table 1; ester 2a: kOH¼9.5M�1 s�1, from Ref. 4;
ester 3: kOH¼1.6� 10�2M�1 s�1, from Ref. 5) [This figure is
available in colour online at www.interscience.wiley.com]
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work (shown in Table 1) indicate that in general fairly
strong binding takes place in ester complexes.


The pH-dependences of the kc term for the RES3-
catalysed fission of 4-nitrophenyl benzoate and acetate
should fit Eqn (2), corresponding to a simple ionization
taking place within the pH range explored (potentiometric
titration of RES3, and RES5 as well, gave good values of
the ionization constants Ka, suggesting that no significant
interaction occurred among the dimethylamino groups,
see Supplementary Material). The results for the 4-
nitrophenyl acetate and RES3 appear to fit Eqn (2) nicely,
but the kinetics of the benzoate seem to follow a flattened
sigmoid pH dependence with a relatively low slope (0.47)
over


kc ¼
kmax


c


10�pH=Ka þ 1
(2)


the entire range studied, at variance with 4-nitrophenyl
benzenesulfonate, whose dependence has unit slope. At
this stage, it is not possible to advance any simple
explanation about this fact; it seems reasonable, however,
that in the benzoate reaction specific host-guest inter-
action take place, most likely involving the dimethyla-
mino groups as nucleophiles. A tentative explanation
could be that, upon ionization, the RES3/benzoate
complex has a different behavior than the free RES3,
involving interaction between the ionizing functions. As
for 4-nitrophenyl benzenesulfonate, results are consistent

Copyright # 2006 John Wiley & Sons, Ltd.

with its ‘simple’ encapsulation into RES3 cavity,
followed by slower reaction of the host-guest complex
with hydroxide ion. This result is in line with the
moderate reactivity of aryl sulfonates toward amines.6


The pH-dependences of kc for the acetate and benzoate
esters are consistent with the neutral dimethylamino
functions being involved in the catalysis. It is likely that
the dimethylamino function in RES3 and RES5 behaves
as a nucleophile to form a reactive acylammonium
species which subsequently decomposes and regenerates
the catalytic amine (Scheme 2).

Comparison of macrocycle reactivity with that
of a model nucleophile


The catalytic activity of the hosts can be measured by the
ratio kc/KS which registers the difference in free energy
between the transition structure of the rate-limiting step
and the reactant state where host and ester substrate are
free.1 This ratio therefore could be compared with kNuc,
the second order rate constant for the model catalyst
CH3CONH(CH2)3N(CH3)2 (1-acetylamino-3-dimethyla-
minopropane, compound 4), which also measures the free
energy difference between reactants (free ester and
catalyst) and the transition state. The reactivities kNuc of
the model 4 against esters 1 and 2a are shown in Table 2.
In a previous report,3 the reactivity of trimethylamine was
employed as a model, suggesting that in the hydrolysis of
ester 2a the reaction flux taken by the intramolecular,
RES3-catalyzed route (as compared to the intermolecular
one) is some 99% of the total. For the dimethylamino
group of 4, pKa was estimated to be 9.137 (a pKa value of
9.23 has been reported for N-(3-dimethylaminopropyl)-
acrylamide.8) A further refinement of the model was
carried out as follows: for the intermolecular reactions of
a hypothetical dimethylamino group with a pKa of 8.49
(the same as that of RES3) with ester 2a the bimolecular
rate constant of 6.5� 10�3 can be calculated from that
of 4, assuming a bNuc of 0.9,9 and the respective pKa


values. Supposing that the same bNuc value holds also for
the aminolysis of aryl benzoates (Um et al.10 report a bNuc


of 0.85 for the reaction of 4-nitrophenyl benzoate and
secondary alicyclic amines), a rate constant of
1.1� 10�3 M�1 s�1 can be reckoned for ester 1 analo-
gously. Table 2 also shows the kNuc(calc) values
calculated for a dimethylamino nucleophile with
pKa¼ 8.94, model for the intermolecular reaction of
RES5, as well as the kc(corr) values (kc(corr)¼ kc/8, see
footnote e in Table 2). The comparison of model with host
reactivity is included in Table 2 and the ratio [(kc(corr)/
KS)/kNuc(calc)] shows that there are significant rate
enhancements in the ester hydrolysis catalyzed by RES3
andRES5 as compared with the model nucleophile (in the
less favorable case, i.e., the RES3 catalyzed hydrolysis of
4-nitrophenyl acetate 2a, the reaction flux taken by the
intramolecular route is some 97%).
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Table 1. Rate parameters for the hydrolysis of 4-nitrophenyl esters in the presence of calixresorcinarene hosts. Solvent water
ionic strength maintained at 0.1 M with KCl, 25 8Ca


[Host]/mM
b Host/ester pH kb (s�1) kc (s�1) Ks (mM


�1) Effectc kc/KS (M
�1 s�1)


RES3
0–60 1d 6.97 (3.30� 0.03)� 10�5 —e C
0–60 7.44 (5.37� 0.02)� 10�5 —e C
0–60 7.97 (5.89� 0.01)� 10�5 —e C
0–60 8.64 (1.76� 0.19)� 10�4 —e C
0–60 9.08 (2.95� 0.01)� 10�4 —e C
0–60 9.57 (4.40� 0.02)� 10�4 —e C
5–20 9.60 (1.41� 0.03)� 10�4 (4.41� 0.08)� 10�4 1.09� 0.13 C 0.40
2.5–20 10.51 (1.32� 0.02)� 10�3 (1.39� 0.01)� 10�3 —f —f


2.5–20 11.52 (1.39� 0.01)� 10�2 (3.89� 0.26)� 10�3 3.60� 0.30 I 1.08
2.5–20 12.69 (1.91� 0.02)� 10�2 (1.53� 1.14)� 10�2 6.24� 1.08 I 2.45
2.5–20 2a 8.57 (6.21� 0.01)� 10�5 (3.48� 0.78)� 10�3 43� 15 C 0.081
2.5–20 9.60 (4.72� 0.01)� 10�4 (9.30� 1.40)� 10�3 28� 7 C 0.33
2.5–20 10.60 (3.34� 0.01)� 10�3 (1.08� 0.13)� 10�2 15� 6 C 0.69
2.5–20 10.95 (1.30� 0.02)� 10�2 (7.19� 0.15)� 10�3 2.5� 1.2 I 2.90
2.5–20 11.34 (3.02� 0.01)� 10�2 (1.07� 0.06)� 10�2 5.8� 1.1 I 1.84
5–20 3e 11.70 (6.91� 0.04)� 10�5 (1.04� 0.01)� 10�5 4.06� 0.01 I 0.00256
5–20 12.00 (1.38� 0.01)� 10�4 (3.47� 0.12)� 10�5 3.06� 0.15 I 0.0113
5–20 12.69 (7.79� 0.03)� 10�4 (1.87� 0.09)� 10�4 2.56� 0.19 I 0.073
5–20 13.01 (1.38� 0.01)� 10�4 (3.54� 0.22)� 10�4 3.62� 0.25 I 0.098


RES5
5–20 1 10.51 (1.40� 0.01)� 10�3 (5.21� 1.43)� 10�4 9.7� 3.6 I 0.053
2.5–20 11.48 (1.39� 0.01)� 10�2 (8.51� 1.7)� 10�4 4.8� 1.4 I 0.177
2.5–20 12.03 (4.05� 0.02)� 10�2 (3.19� 1.85)� 10�3 3.5� 0.6 I 0.091
2.5–20 12.69 (1.90� 0.01)� 10�1 (1.12� 0.48)� 10�2 3.7� 0.3 I 3.02
5–20 2a 10.51 (4.18� 0.01)� 10�3 (1.39� 0.60)� 10�2 34� 30 C 0.41
2.5–20 11.48 (4.16� 0.02)� 10�2 (3.09� 0.05)� 10�2 2.5� 0.4 I 12.4
2.5–20 12.03 (1.29� 0.01)� 10�1 (9.28� 0.94)� 10�2 1.9� 2 I 48.8
2.5–20 12.69 (5.16� 0.02)� 10�2 (3.30� 0.20)� 10�1 13� 3 I 25.6


a Concentration of esters ca 0.01 mM.
b Each determination from at least four data points.
c C¼ catalysis; I¼ inhibition.
d Second order rate constant for hydroxide ion attack on the benzoate ester measured in the range of [KOH] 0.05–0.1 M is (3.95� 0.04) M


�1s�1 at 0.1 M ionic
strength maintained with KCl, 25 8C.
e The rate constants kobs� kb at [RES3]¼ 60 mM were normalized to the value kc¼ 4.4� 10�4 s�1 for pH 9.60. It is assumed that KS << [RES3] under these
conditions.
f No effect of host concentration in the range studied.


Scheme 2. Proposed mechanism for catalysis by RES3 and
RES5
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Effective charges during reactions in the
presence of RES3


The values of KS, kmax
c and kmax


c /KS for reaction of
substituted phenyl acetates corresponding to the plateau

Copyright # 2006 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2006; 19: 630–636

,


region of the pH-dependence of the reaction of RES3
are recorded in Table 3 together with kOH for the non-
catalyzed reaction.


KS, kmax
c and kmax


c /KS obey Brønsted Eqns (3)–(6):


log kOH ¼ �0:34 � 0:10 pKArOH
a þ 3:63 � 0:67 (3)


logKS ¼ �0:18 � 0:10 pKArOH
a þ 0:73 � 0:69 (4)


log kmax
c ¼ �0:84 � 0:11 pKArOH


a þ 4:25 � 0:80 (5)


log
kmax


c


KS


� �
¼ �0:67 � 0:16 pKArOH


a þ 4:97 � 1:16


(6)


The effective charge maps11 of the reaction of RES3
and hydroxide ion with substituted phenyl acetates may
be derived from Eqns (3)–(6) and are illustrated in
Scheme 3. The effective charges for the hydroxide ion
reaction with free acetate esters are similar to those
determined from previous measurements.12 The com-
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plexation step exhibits only a small beq corresponding
to only a slight increase in positive effective charge on
the phenolic oxygen; this implies that only a small
component of the driving force of the complexation
process involves an electrophilic interaction with the
complexed ester.


The effective charge measured for the transition
structure of the rate limiting step (þ0.04) is substantially
more positive than that found in the intramolecular attack
by the dimethylamino group on the ester in substitu-
ted phenyl 4-N,N-dimethylaminobutyrates and 5-N,N-
dimethylaminovalerates and the intermolecular reaction
between phenyl acetates and trimethylamine.13 The
difference in effective charge of 0.57 units between
RES3 (þ0.04) catalysis and that of the intramolecular
reaction (�0.53) corresponds to 34% of the total charge
change on the phenolic oxygen (1.7 units) from reactant
to product states.


The increased positive charge in the transition structure
of catalysis by the RES3 could be due to an electrophilic
component providing a stronger interaction than that in
the transition state in the non-host reaction. It is possible
that the negative charge developing in the oxyanion-like
transition structure (Scheme 4) interacts with electro-
philes (E) in the host-guest complex causing a net
reduction of observed negative charge. The reduced
negative charge on the departing ether oxygen in the
transition structure of the intramolecular reaction has
precedence in the proteinase catalyzed hydrolysis of
esters which are proposed to arise from electrophilic
interactions between peptide NH groups in the protein
architecture and the oxyanion-like transition structure.14


The identity of the electrophilic interacting group (E)
could be the NH of the amido function of RES3 but it
could equally well be non-bulk water molecules
accompanying the ester in the host-guest complex. In
either case the results suggest that such interaction is
more effective at withdrawing electrons than in the
transition structure of the reaction in free solution.


Positive increases in charge are observed in transition
structures during hydrolysis of esters in the presence of
xanthines (þ0.54 compared with þ0.3 in the non-
catalyzed reaction).15 This smaller positive increase in
charge is probably due to the xanthines not possessing
suitable structure to accept water molecules and thus not
providing a significant solvation difference from that in
the non-catalyzed reaction. There is even less difference
in solvation between the transition state of the reaction in
water and that of the reaction of ester complexed with
micelle16 where the ester function reacts in a water-like
region of the micelle.


It is interesting to compare results for RES3 with those
for the other poly-dimethylamino substituted resorcinar-
ene (RES5) investigated here. In principle, the overall
length of the chains bearing the catalytic dimethylamino
groups (which is reflected in their distance from the
hydrophobic cavity of the host) could influence their
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Table 3. Rate and equilibrium parameters for the hydrolysis of substituted phenyl acetates in the presence of RES3 hosta


Ester pKa pH lb kb
c Ks


d kmax
c


c kmax
c /Ks


e Effectf kOH
g


4-NO2(2a) 7.11 —i 400 — 28� 7 11.0� 0.4 0.33 C 9.53j


2,4-(NO2)2(2b) 4.11 7.01 356 0.0635� 0.0072 71� 22 (1.2� 0.3)� 104 199 C 620
2-Cl-4-NO2(2c) 5.45 10.58 396 9.26� 1.20 12.4� 0.9 1980� 6 160 C 24.4
2,3,5-Cl3(2d) 6.43 11.00 305 11.2� 0.3 —h —h —h Ch 11.4
4-Cl-2-NO2(2e) 6.46 9.58 428 0.565� 0.069 11.9� 0.5 19.3� 0.33 1.62 C 172
2,4,5-Cl3(2f) 6.72 11.00 312 10.8� 0.2 3.4� 1.3 8.17� 0.29 2.38 I 10.8
2,5-Cl2(2g) 7.51 10.52 300 17.8� 0.3 11.7� 3.2 7.77� 1.3 0.667 I 53.8
4-CHO (2h) 7.66 10.58 327 3.35� 0.05 —h —h —h Ih 6.58
2,3-Cl2(2i) 7.70 10.52 300 13.5� 0.2 12.5� 3.3 4.56� 1.1 0.365 I 40.7
4-Cl-3-NO2(2j) 7.75 9.58 400 0.30� 0.17 12.7� 9.4 3.22� 1 0.254 C 8.00
3,4,5-Cl3(2k) 7.68 11.00 310 11.4� 0.3 4.6� 1.4 5.15� 0.59 1.13 I 11.4
3-CHO (2l) 8.00 11.52 351 13.2� 0.2 2.1� 0.7 7.66� 0.44 3.74 I 4.0
4-CH3CO (2m) 8.05 10.58 321 2.50� 0.02 38� 19 0.953� 0.5 0.0247 I 6.6
2,3,4-Cl3(2n) 7.63 11.00 312 8.58� 0.09 5.1� 0.6 4.01� 0.18 0.782 I 8.6


a Ester concentration¼ 2.5� 10�5
M, temperature 25 8C, ionic strength 0.1 M (KCl), [RES3]¼ 0–20 mM. For each substrate at least seven data points were


obtained.
b Monitoring wavelength of reaction in nm.
c� 103 s�1; except for 4-NO2-phenyl acetate, kmax


c values were calculated from kc values assessed at the indicated pHs through the relationship kmax
c ¼ kc/FB,


where FB is the fraction of host present in its free base form calculated on the basis that pKa¼ 8.49, on the assumption that only the unprotonated form of RES3
is catalytically active (see footnote i).
d� 103


M
�1.


e
M
�1 s�1.


f C¼ catalysis; I¼ inhibition.
g


M
�1 s�1. Second order rate constant for attack of hydroxide ion on free ester (kb/[OH�]).


h Very little change in kobs with increase in [RES3] (kbi kc).
i Data from Table 1 for a range of pHs. kc fitted to log kc¼ log kmax


c � log(1þ 108.49-pH) from which kmax
c was obtained.


j Literature value:3 570 M
�1 min�1, that is, 9.5 M


�1 s�1 at 25 8C.
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Scheme 4. Cartoon of the transition structure in the reac-
tion of RES3with acetate esters; ‘E’ could be either NH of the
component amide or the proton from water molecules
present in the cavity
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complexing and/or catalytic ability. Comparison of kc and
Ks values for RES3 and RES5 displayed in Table 1
suggests that catalytic and complexing properties are
similar for both. A possible explanation is that the
aliphatic chains are flexible enough to allow the
dimethylamino groups to approach the ester function
of the guest molecule in a similar way; moreover, the
difference in length is also comparatively unimportant as
far as their complexing ability is involved. In any case,
values of the dissociation constants (Ks) of the complexes
are within the range exhibited by other systems such as
cyclodextrin-ester complexes.1

EXPERIMENTAL


The macrocycles described here possess, in general, very
high melting points and in some cases the temperature
characteristics were determined by differential scanning
calorimetry (DSC).


Kinetics were followed spectroscopically by using host
solution at a series of concentrations and constant pH and
ionic strength prepared by dilution of a stock solution of
host in buffer with an identical solution of buffer without
added host. Buffer reagents were of analytical grade. In a
number of instances, pH was maintained constant by
mechanical buffering achieved with a Radiometer pH-
Stat. Water was double distilled from glass and degassed
in vacuo. The reactions were initiated by adding a stock
solution of the ester (25mL) to host solution (2.5 mL) in a
silica cuvette in the thermostatted cell holder of a UV–
VIS spectrometer. The progress of the reaction was
monitored at constant wavelength and the change in
absorbance with time was fitted to a pseudo-first order rate
law by use of standard fitting techniques.


Calix-4-resorcinarene RES1 in the cone conformation
was prepared according to Hogberg’s method.17 Derived
calixarenes (RES2–5) were prepared as described in the
supplementary material, available in Wiley Interscience.

Copyright # 2006 John Wiley & Sons, Ltd.

Substituted esters (1–3, Chart 1) were obtained from
previous work from these laboratories.
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ABSTRACT: The zero field splitting parameters of two 2,6-dinitrenopyridines were estimated to be jD/hcj ¼� 0.19–
0.20 cm�1 and jE/hcj ¼� 0.064–0.066 cm�1 by lineshape simulation of frozen solution X-band ESR spectra. This large
ratio of jE/Dj is consistent with a dominating dipolar interaction between the two nitrene units having a relative
interaction vector angle of about 1148–1168. UB3LYP/6-31G� computations of 2,6-dinitrenopyridine predict a very
similar interaction vector angle. These results are quite different from analogous results observed for meta-
dinitrenobenzenes. The experimental zero-field splitting (zfs) and computational results indicate that the ESR
spectroscopy of 2,6-dinitrenopyridines are dominated by the one-center interactions between unpaired electrons
on the nitrene units (the triplet mononitrene zfs), and the relative geometry of interaction between the mononitrenes
caused by the molecular geometry of the dinitrenopyridine (the interaction vector angle). Copyright # 2006 John
Wiley & Sons, Ltd.
Supplementary electronic materials for this paper is available in Wiley Interscience at http://www.interscience.wiley.
com/jpages/0894-3230/suppmat/


KEYWORDS: nitrene; dinitrene; zero field splitting; electron spin resonance; electron paramagnetic resonance; dipolar


splitting; open shell molecules


INTRODUCTION


Interest in modeling electron–electron exchange inter-
actions in organic magnetic materials1,2, has led to much
effort3 to examine the electronic properties of high-spin
dinitrenes, especially by electron spin resonance (ESR)
spectroscopy. Quintet dinitrenes 1 and 2 with interaction
vector angles u between two nitrene C—N bonds of about
0 or 1808 display rather simple ESR spectra that indicate
formation of quintet spin-states with zero-field splitting
(zfs) parameters of jD/hcj ¼ 0.24–0.29 cm�1 and jE/
hcj ¼ 0.001–0.009 cm�1.4,5 Another type of ESR spec-
trum has been observed for numerous quintet dinitrenes
with fixed meta-orientation of two nitrene units in the
aromatic ring (meta-dinitrenes such as 3) and vector
angles u¼� 1208.6–14 These spectra typically show two
signals of medium intensity at 800–1200 and 1300–


1600G, a major signal at 2800–3100G and various weak
signals in the region from 3400 to 10 000G. Quintet spin-
states of this type have been reported to have jD/hcj
¼ 0.18–0.21 cm�1 and jE/hcj ¼ 0.030–0.042 cm�1,6–14


with more recent estimates being based11,12,14 on spectral
lineshape simulations.


In this work, we describe simulation and analysis of
ESR spectra of quintet dinitrenes produced during the
photolysis of diazides 4a,b in cryogenic matrices, which
incorporate heteroaromatic 2,6-pyridindiyl as an
exchange linker between the nitrene units. The ESR
spectra from these experiments appear to be characteristic
of quintet 2,6-dinitrenopyridine systems.14 The present
analysis indicates that the zfs parameters of such systems
are consistent with effective interaction vector angles of
u¼� 1148–1158, based on application of the inter-nitrene
dipolar interaction model that has been successfully
applied4,5,11 to systems 1–3.
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RESULTS


The syntheses of diazides 4a15 and 4b16 have been
described elsewhere. The photolysis of diazide 4a in a
degassed frozen 2-methyltetrahydrofuran (2MTHF)
solution for 5min with a xenon lamp (Pyrex filtered,
>300 nm) at 77K gave an X-band ESR spectrum
displaying signals at 390, 3320, 3420, 3700, 6740,
7001, and 9500G (Fig. 1a). A similar ESR spectrum
showing signals at 320, 3390, 3470, 3760, 7000, 7340,
and 9890G was obtained after the photolysis of diazide
4b under the same conditions (Fig. 2a). We previously
reported the spectra derived from 4a,b without detailed
zfs analysis.14 Notably, the 0–4000G regions differ


significantly from ESR spectra for numerous previously
studied quintet dinitrenes,4–14 although comparison to
previous spectra supports peak assignments at about
7000G to triplet azidonitrenes 5a,b with other peaks
attributable to quintet dinitrenes 6a,b.


DISCUSSION


According to theory17 for ESR spectra of quintet states,
five energy sublevels W�2, Wþ2, W�1, Wþ1, W0 (Fig. 3a)
and up to 12 lines can be present, 4 X-, 4 Y-, and 4 Z-
transitions. Figure 3b shows a generic, first order
spectrum having modest linewidths where jE/
hcj> 0 cm�1. For quintets with jE/hcj ¼ 0 cm�1, the
theoretical number of lines will decrease from 12 to 8 due
to the lack of splitting between the X- and Y-transitions,
as shown in Fig. 3c. Moreover, when the zfs is large
enough, some of these lines will not appear11 in the
experimentally accessible 0–10 000G magnetic field
range of standard X-band ESR spectrometers. For


Figure 1. (a) ESR spectrum from the photolysis of diazide 4a
(n0¼ 9.562GHz) at 77K in 2-methyltetrahydrofuran glass.
(b) Simulated ESR spectrum for a randomly oriented quintet
spin-state with g¼ 2.0023, jD/hcj ¼0.191 cm�1 and jE/
hcj ¼0.0625 cm�1. N shows the signal of triplet 5a, peaks
labeled with X, Y, Z are assigned to quintet 6a


Figure 2. (a) ESR spectrum from the photolysis of diazide
4b (n0¼9.607GHz) at 77K in 2-methyltetrahydrofuran
glass. (b) Simulated ESR spectrum for a randomly oriented
quintet spin-state with g¼2.0023, jD/hcj ¼0.2020 cm�1


and jE/hcj ¼ 0.0664 cm�1. N shows the signal of triplet
5b, peaks labeled with X, Y, Z are assigned to quintet 6b
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instance, the experimental ESR spectrum of quintet
dinitrene 2 with jD/hcj ¼ 0.260 cm�1 and jE/hcj ¼
0.0005 cm�1 shows only six quintet-assignable signals
at 650 (Z), 965 (X,Y), 2640 (X,Y), 3770 (Z), 5680 (off-
resonance peak), and 7600G (X,Y).5 By comparison, the
fixed geometry meta-connectivity quintet phenylenedini-
trenes can all readily be recognized by two indicative6–15


ESR spectral features: (i) a small number of strong signals
and (ii) a major signal at �2400–3000G. But, if a
dinitrene has Eq� 1/3Dq, the X- and Y-transitions in Fig.
3 can overlap with Z-transitions, reducing the resolved
number of signals in the ESR spectrum.


As mentioned above, lineshape simulation of dinitrene
spectra has been very important to assist estimation of
their zfs parameters. The simulated zfs of fixed geometry


meta-connectivity quintet dinitrenes is best understood11


in terms of the dipolar interaction model first described by
Wasserman6 and Itoh,18 whereby the quintet zfsDq andEq


values are determined primarily by the vector angle u and
by the zfs Dt values of the nitrene units that yield the
quintet state. This relationship is given by Eqns (1) and
(2), where a¼ (u/2); these equations assume that
jDtj� jEtj and that the dipolar exchange interaction
between nitrene units is much smaller than analogous
exchange between unpaired spin density regions upon
each nitrene unit.


Dq ¼ Dtð3 sin2 a� 1Þ
6


(1)


Eq ¼ Dtðcos2 aÞ
6


(2)


Dt of the nitrene components of quintet dinitrenes should
be essentially that of the corresponding triplet azidoar-
ylnitrenes, typically20 about 1.00 cm�1. Where Dt is
known, u can be compared to reasonable dinitrene
geometric values by simulating the quintet lineshape from
zfs parameters using Eqns (1) and (2). Figures 1b and 2b
show lineshape simulations obtained using the SIM
program of Weihe for simulation of electron spin
resonance spectra.19 The program uses iterative diag-
onalization of exact spin Hamiltonians to locate
resonance magnetic fields, and is described elsewhere.19


The estimated quintet zfs parameters for 6a are jDq/
hcj ¼ 0.191 cm�1, jEq/hcj ¼ 0.0625 cm�1, and for 6b are
jDq/hcj ¼ 0.202 cm�1, jEq/hcj ¼ 0.0664 cm�1. Using the
same methodology for the triplet azidonitrenes: 5a has
jDt/hcj ¼ 1.029 cm�1, jEt/hcj< 0.003 cm�1, and 5b has
jDt/hcj ¼ 1.068 cm�1, jEt/hcj< 0.002 cm�1. The mono-
nitrene zfs are in good accord with literature precedents.20


In order to help further assign the signals in the quintet
dinitrene ESR spectra for 6a,b, calculations of separate
W�1/W0 (Fig. 4a) and W�2/W�1 transitions (Fig. 4b)
were carried out. These assignments can be useful for
spectral identification of quintet dinitrenes, since it is very
difficult to assign zfs precisely for these species without
higher field spectral acquisition, given the small number
of intense spectral bands. Both W�2/W�1 and W�1/W0


calculations give three transitions. For the W�2/W�1


transitions, the central line at 3700G is attributable to
overlapping Y1 and Y4 transitions, while two outer lines
at 400 and 9500G result from overlapping of Z1/X1 and
Z4/X4 transitions. Due to considerable deviation of the
spectrum from first-order behavior, the signals are not
symmetrical about the central frequency. For theW�1/W0


transitions, the central lines at �3400G are slightly split
into separate Y2 and Y3 transitions, the X2-transition
overlaps with the Z1-, Z2-, and X1-transitions at 400G,
and the X3 transition overlaps with the Z3 transition at
6740G.


Using the experimental triplet zfs for 5a,b to provideDt


for Eqns (1) and (2), the zfs parameters derived for the


Figure 3. (a) Energy sublevels for quintet spin-states. (b) A
first-order ESR spectrum for a randomly oriented quintet
spin-state with jD/Ej ¼ 20. (c) A first-order ESR spectrum for a
randomly oriented quintet spin-state with jE/hcj ¼ 0
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corresponding quintet dinitrenes from the SIM ESR
simulations can be well-rationalized by appropriate
choice of the geometric parameter a¼ (u/2). Using
u¼ 1148 and jDt/hcj ¼ 1.029 cm�1 for 6a then Dq/
hc¼ 0.191 cm�1 and Eq/hc¼ (–)0.0514 cm�1; using
u¼ 1168 and jDt/hcj ¼ 1.068 cm�1 for 6b then Dq/
hc¼ 0.206 cm�1 and Eq/hc¼ (�)0.0506 cm�1. UB3LYP/
6-31G� calculations for quintet dinitrenes 6a,b were
carried out using the Gaussian program.21 They support
the argument that the zfs parameters are explained by u
being several degrees smaller than 1208; the vector angles
u in quintet dinitrenes 6a,b are computed to be 114.78 and
114.58, respectively. The computations and experimental
zfs assignments both imply a smaller vector angle u in
quintets 6a,b than the nominalmeta-connectivity angle of
1208. The computed u are also somewhat smaller for 6a,b
than the 1178 angles computed14 for 2,6-dinitrenopyr-
idine itself at the same level of theory, showing how
substituent effects can influence both u and the overall zfs.
The UB3LYP/6-31G� calculations also showed that
nitrenes 5a, 5b, 6a, and 6b have Mulliken spin
populations on their nitrene nitrogens of 1.596, 1.608,
1.644, and 1.658, respectively. The higher spin popu-
lations on the nitrenes of 5b and 6b by comparison with


5a and 6a should give somewhat larger D-values in the
former species; this is the experimentally observed
trend.


It is not necessary to presume major electronic
perturbation of the individual nitrene units in these 2,6-
dinitrenopyridines due to heteroatom spin polarization
effects, which was earlier suggested14 as one possible
cause of the unusual ESR line positions by comparison to
meta-phenylenedinitrenes. If the unusual line positions in
2,6-dinitrenopyridines indicated unusually large zfs D-
values,14 this would not agree well with dipolar model
estimates. This present study provides more precise zfs
estimation with lineshape simulations, and shows a
reasonable agreement of experimental quintet state zfs
with expectations of dipolar interaction between mono-
nitrene sites. The primary cause of the ESR peak shifts
relative to 3 thus seems to be geometric perturbation of
the nominally 1208 meta zfs tensor interaction vector
angle between the mononitrene units, due to the linkage
of the nitrene units by a heterocyclic pyridine ring instead
of a phenylene ring, and to effects of exocyclic
substituents.


CONCLUSION


The zfs and computational analyses of two typical 2,6-
dinitrenopyridine X-band ESR spectra support the dipolar
model for interpreting quintet zfs based upon the vector
angle formed between interacting triplet mononitrene
units. The unusual quintet zfs by comparison to
structurally related meta-phenylenedinitrenes are most
reasonably attributed to geometric perturbation away
from the ideal 1208 meta vector angle, due to electronic
effects of the pyridine ring and attached exocyclic
substituents. It is not necessary to suppose major spin
density perturbations in the component mononitrene units
to explain the zfs trends. This is an important verification
of the applicability of the dipolar model of zfs for a
system that is subject to heteroatom perturbation of p-
spin density, especially with regard to possible increases
in the effects of inter-nitrene zfs tensor interaction (these
are typically18b assumed to be much smaller than one-
center mononitrene zfs terms in application of the model).
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ABSTRACT: Photoelectron and electron transmission (ET) spectroscopy were used to determine the ionization
potentials and vertical electron attachment energies, respectively, of the 6þ6 dimer of tropone. These measurements
are combined with electronic structure calculations to provide insight into the extent of the coupling between the two
cycloheptadienone ring systems. The ground state anion is predicted to be slightly stable as a consequence of the
interaction between the p� orbitals of the C——O and butadiene groups. Copyright # 2006 John Wiley & Sons, Ltd.
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INTRODUCTION


Dimers of aromatic compounds and cycloadducts with
quinones are important intermediates in photochemical
processes.1 Their electronic structures are therefore of
interest to synthetic as well as physical organic chemists.
We present here studies on a simple system that
incorporates several features of interest.


The 6þ6 dimer of tropone (1) was first characterized in
1966.2 Surprisingly little is known, however, about the
electronic structure of this molecule. Of interest is the
possibility that 1 might have an especially high-lying highest
occupied molecular orbital (HOMO) or low-lying lowest
unoccupied molecular orbital (LUMO) as a result of
coupling3 between the p or the p� orbitals, respectively, of
the two cycloheptadienone ring systems, perhaps mediated by
through-space coupling with the carbonyl orbitals or through-
bond coupling with the s bonds joining the rings. To
investigate this possibility, 1 was prepared and characterized
by means of photoelectron and electron transmission (ET)
spectroscopy. In addition, molecular orbital (MO) calcu-
lations were carried out to aid in the analysis of the spectra.


PREPARATION AND X-RAY STRUCTURE


Tropone was prepared4 and irradiated in a thin film
reactor as reported by Reingold et al.5 The 6þ 6 dimer

to: I. D. Reingold, Juniata College, Department of
oore St, Huntingdon, PA 16652, Pennsylvania, USA.
juniata.edu


ss: Department of Physics, Fort Hays State Univer-
601-4099.
onsor: National Science Foundation.


6 John Wiley & Sons, Ltd.

was obtained in about 2–4% yield, and was identical to
that reported by Mukai et al.2


The structure of 1 was determined by X-ray diffraction of
a crystal sample. The crystal is found to belong to the
monoclinic P21/c space group with two molecules in the
unit cell, and accordingly the molecules are constrained to
occupy inversion centers. The C——O bonds were of
normal length (1.214(7) Å) as were the inter-ring bonds
(1.557(8) Å). This result is of interest with respect to
earlier discussions6–9 concerning the lengthening of a
C—C bond by through-bond interaction. Our results
clearly demonstrate that bond lengthening by through-
bond effects is not significant and confirm recent
calculations.9 The non-bonded distances between the
carbonyl atoms and the diene ‘ribbons’ within and
between units are summarized in Table 1.10

PHOTOELECTRON AND ELECTRON
TRANSMISSION SPECTRA


The He(I) photoelectron (PE) spectrum of 1 was obtained
using a PS18 Perkin Elmer spectrometer. The spectrum,
which is reproduced in Fig. 1, displays nine bands, listed

J. Phys. Org. Chem. 2006; 19: 642–646







Table 1. Non-bonded distances (Å) for tropone dimer 1


Atoms
In same


tropone unit
Between


tropone unitsa


C1-C3 2.479 (8) 3.191 (8)
C1-C4 2.976 (8) 3.563 (8)
C1-C5 2.968 (8) 3.546 (8)
C1-C6 2.477 (8) 3.160 (8)
O1-C3 3.284 (7) 3.880 (7)
O1-C4 3.798 (7) 4.079 (7)
O1-C5 3.795 (7) 4.061 (7)
O1-C6 3.293 (7) 3.845 (7)


a Atoms are numbered to maintain a center of inversion, that is, C3 on the
bottom tropone unit refers to the other side of the pseudo-mirror plane as C3
on top.
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Figure 2. The derivative with respect to the energy of the
transmitted electron beam current as a function of electron
impact energy in the 6þ6 dimer of tropone. The vertical lines
locate the energies of the temporary anion states. The
feature at 4.9 eV has been enlarged by a factor of 2.5
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in Table 2, below 12.3 eV. Some of the bands, particularly
the lowest energy band at 8.15 eV, are quite broad, and, a
priori, it is not clear whether this is due to unresolved
vibrational structure or to overlapping electronic states.


The temporary anion states of the tropone dimer were
investigated using ET spectroscopy11 to locate the sharp
structure in the total electron scattering cross section. The
application of this technique to hydrocarbon molecules
has been reviewed elsewhere.12–14 Energy scale cali-

Table 2. Comparison of the measured vertical ionization
energies, Iv, and the calculated (6-31G(d) basis set) occupied
orbital energies, �e, of the tropone dimer


Banda Assignment Exp. Iv (eV) Theory �e (eV)


1 (au) pþ
2


8.15 8.60
2 (bg) p�


2 9.09 9.27
3 (bg) n� 9.33 10.84
4 (au) nþ 9.72 11.41
5 (ag) pþ


1
10.8 11.73


6 (bu) p�
1 11.3 12.26


8 (ag) pþ
CO


11.9 12.69
9 (au) p�


CO 12.3 13.55


a In assigning the spectrum, it has been assumed that the weak band 7 (at
11.6 eV) is due to a vibrationally excited level associated with the 11.3 eV band.


Figure 1. Photoelectron spectrum of the 6þ6 dimer of
tropone. The labels correspond to the entries in Table 2


Copyright # 2006 John Wiley & Sons, Ltd.

bration was carried out in an admixture of N2 by reference
to well-known structure in the 2 eV region.


The derivative with respect to energy of the electron
current transmitted through vapor of the tropone dimer is
shown in Fig. 2. Structures due to temporary anion
formation are observed at 0.66, 1.12, 2.70, and 4.9 eV.
The highest resonance is shown at enhanced gain (2.5�)
to make it more apparent. Between 3 and 4 eV, there may
also be evidence for a broad, weak resonance, the lower
portion of which is obscured by the 2.7 eV structure. The
uncertainties in the locations of the narrow features
ascertained from the ET spectra are estimated to be
�0.05 eV.

QUALITATIVE ANALYSIS


In analyzing the PE and ET spectra, we first make use of a
reference compound approach. This is followed by a more
detailed analysis using MO calculations. The two
reference compounds are chosen to be 1,3-cyclohepta-
diene and cyclohexanone. The former has p ionization
energies15 of p1¼ 10.63 eV and p2¼ 8.31 eV; the latter16


has an oxygen 2p lone-pair ionization energy of 9.14 eV
and a broad peak near 11.4 eV which is thought to be due
to ionization of the C——O p orbital.17 Qualitatively, we
expect that in 1 each of the bands will be split into a
doublet as a result of the interactions between the ring
systems. The splitting should be a bit less than 1 eV, as
was observed in the related compound anti-tricy-
clo[6.4.0.02,7]dodecatriene.18 Therefore, one expects that
the first two bands (at 8.15 and 9.09 eV) in the PE
spectrum of 1 are assigned to the butadiene pþ


2 and p�
2


linear combinations. The p-ionization energies are the net
result of three effects: the opposing through-space (TS)
and through-bond (TB) interactions and the stabilizing
inductive effect of the carbonyl group. Bands 3 and 4 (at
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Figure 3. Molecular orbital plots of the two highest occu-
pied molecular orbitals and two lowest normally unoccupied
molecular orbitals


Table 3. Comparison of the calculated KT VOEs, scaled
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9.33 and 9.72 eV) are assigned to ionization to the two
combinations of the oxygen lone-pair orbitals, and bands
5 and 6 (at 10.80 and 11.30 eV) to ionization from the
MOs derived from the butadiene pþ


1 and p�
1 orbitals. At


still higher energies the photoelectron spectrum of 1 has
structure at 11.6, 11.9, and 12.3 eV. Based on comparison
with the photoelectron spectrum of 1,4-cyclohexane-
dione,17 we propose that the two bands at 11.9 and
12.3 eVare due to ionization from the C——O p MOs, with
the feature at 11.6 eV likely due to an excited vibrational
level of the 11.3 eV band. These proposed assignments,
along with the results of the MO calculations discussed
below, are listed in Table 2.


The p� anion states of 1,3-cycloheptadiene are
located19 at 0.75 (p3


�) and 3.49 eV (p4
�), and the CO


p� anion state of cyclohexanone at 1.30 eV.20 (These are
vertical attachment energies (VAEs) and are the negatives
of the vertical electron affinities with the standard sign
definitions.) In a similar manner to the filled p energies,
the p� anion states of 1,3-cycloheptadiene are stabilized
by the inductive effect of the carbonyl group. In 1, the
butadiene-like p3


� and the CO p� orbitals are expected to
give rise to a total of four anion states lying below about
2 eV, but the ET spectrum displays only two distinct
features. There are two possible interpretations of this
result: (1) the interactions between the p� orbitals on the
two cycloheptadienone rings are negligible, with the
result that each of the 0.66 and 1.12 eV features in the ET
spectrum of 1 actually corresponds to two nearly
degenerate anion states, or (2) the interactions are
sufficiently large that one, or possibly two, of the anion
states expected in this energy range are ‘pushed’ to such
low energies that they cannot be observed in ETS.
Formation of a stable anion state cannot occur with a free
electron. Unstable anion states lying below approxi-
mately 0.3 eV may also be difficult to observe with ETS
because of the sharply falling background owing to the
wing of the electron beam energy distribution. Two
additional anion states, derived from the butadiene p4


�


orbitals, are anticipated near 3.5 eV, based on the results
in 1,3-cycloheptadiene.20 Above this energy, anion states
in which electron attachment is accompanied by
promotion of an outer valence electron, that is, core-
excited resonances, are likely, as well as states derived
from empty s�(C—H) orbitals. The latter are generally
too broad to be individually distinguished.

VOEs, and measured VAEs of the tropone dimer in eV


Assignment KT VOEs Scaled VOEsa Expt. VAEs


p��
3 (bu) 2.4844 0.039 Not observed


pþ�
3 (ag) 3.1701 0.474 Not observed


p��
CO(bu) 3.8314 0.893 0.66


pþ�
3 (au) 4.7266 1.461 1.12


p��
4 (bg) 6.7838 2.765 2.7


pþ�
4 (au) 7.4178 3.167 2.7


Core-excit 4.9


a VAE¼ 0.634 VOE� 1.536.

ANALYSIS OF THE PE AND ET SPECTRA
WITH THE AID OF MO CALCULATIONS


To quantify the analysis presented above, we have carried
out ab initio electronic structure calculations on 1, as well
as on related model compounds. The calculations were
carried out using GAMESS21 and employed 6-31G(d)
basis sets for geometry optimization of the neutral
molecule and for the electron structure.

Copyright # 2006 John Wiley & Sons, Ltd.

Table 2 summarizes the experimental IPs of 1 and the
filled orbital energies obtained at the Koopmans’ theorem
(KT)22 level. In the KT approximation, the IPs are
associated with the negatives of the energies of the filled
MOs. This approximation is a frozen-orbital model and
thus neglects relaxation and correlation effects.


As expected, the two highest occupied MOs of 1 are
derived from the p2 orbitals localized on the butadiene
fragments. These are followed by the two CO lone-pair
orbitals, and then by the two MOs derived from the p1


orbitals of the butadiene fragments. The seventh and
eighth highest occupied MOs are associated with the CO
p orbitals. Each of these pairs of orbitals is appreciably
split (by 0.53–0.86 eV), indicating sizable interactions.
Moreover, for each of the three pairs of p MOs, the ‘�’
combination is predicted to be more stable than the ‘þ’
combination, as expected where TB coupling is more
important than TS interaction. Orbital pictures of the
HOMO and HOMO-1 filled orbitals are shown in the
upper half of Fig. 3.


As shown in Table 3, the trends in the calculated virtual
orbital energies (VOEs), associated with the anion states
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of 1 by KT, are qualitatively in line with the expectations
based on the reference molecule approach. Specifically,
the two lowest energy p� MOs are predicted to be
associated with the butadiene p3


� MOs, the middle two
with the C——O p� MOs and the highest two with the
butadiene p4


� MOs. The various pairs of p� orbitals are
split by 0.63–0.89 eV, indicating sizable interactions as
found in the filled orbital manifold. Again, the p� MOs
derived from the butadiene p3


� and p4
� MOs have


inverted (i.e., ‘�’ below ‘þ’) orderings, indicating TB
interactions. Pictures of the LUMO and LUMOþ1 are
given in the lower half of Fig. 3.


It is well known that KT VOEs tend to be too high23–29


relative to measured VAEs, with the error growing with
increasing orbital energy. This is a consequence of the
neglect of relaxation and correlation effects, as well as the
missing interaction of the valence VO with the wave
function of the continuum electron. However, plots of
VOEs as a function of measured resonance energies in
unsaturated molecules show good correlations for the
low-lying p� resonances. By shifting and scaling the
VOEs semi-empirically, one may use such correlations to
predict resonance energies in other compounds. Not
surprisingly, the closer the structure of the molecules in
the correlation are to those being studied, the better the
predictive ability. The scaling parameters are, of course, a
function of the basis sets employed. A variety of scaling
expressions for different basis sets have been examined,28


however the correlations have generally been determined
‘globally’ over a large set of rather different families of
unsaturated molecules. For the present work, we have
generated a scaling using compounds that are closer in
structure to the moieties contained in the tropone dimer.
Using the p� anion states of butadiene,30 formaldehyde,31


1,3-cycloheptadiene19 and cyclohexanone20 we find the
following expression,


VAE ¼ 0:634 VOE � 1:536 ðin eVÞ (1)


where VOE is the calculated energy of the unoccupied
MO. The standard deviation of the fit is 0.2 eV.


The scaled KT results are compared with the energies
of the features observed in the ET spectrum in Table 3.
The anion states associated with the p� carbonyl orbitals
are predicted to lie at 0.89 and 1.46 eV, in reasonable
agreement with the states observed at 0.66 and 1.12 eV,
considering the scatter in the scaling expression. The
predicted and experimental splittings agree to within
0.11 eVand support the assignment of these resonances to
the p� carbonyl groups.


The predicted energies of the resonances associated
with the p4


� butadiene MOs fall at 2.77 and 3.17 eV. The
prominent feature observed at 2.70 eV is likely to be an
unresolved composite of these two resonances. The
leading term in a partial wave expansion of the wave
function of the 2Bg resonance has angular momentum
l¼ 2, suggesting a relatively long-lived temporary anion,

Copyright # 2006 John Wiley & Sons, Ltd.

whereas the 2Au companion has l¼ 1 and thus may be
shorter lived and broader.


The resonance deriving from the pþ�
3 combination of


the butadiene moieties is predicted at 0.47 eV. Unfortu-
nately no evidence for resonance structure lying below
the feature at 0.66 eV was observed. We note that if the
predicted energies are shifted downward by 0.2–0.3 eV to
agree with experiment at the p� carbonyl resonances, then
this resonance could lie at or below 0.25 eV, making it
difficult to observe against the rising background.
Although the ground state anion (resulting from
occupation of the p��


3 LUMO) is predicted to lie at
0.039 eV, this shift suggests that the ground state anion, in
the geometry of the neutral, is stable with respect to the
ground state of the neutral molecule.


CONCLUSIONS


Photoelectron and ET spectra have been obtained for the
6þ 6 dimer of tropone. As the frontier orbitals pictured in
Fig. 3 indicate, the HOMO displays a considerable TB
coupling between the two ‘butadiene’ groups relayed
through the saturated bridge. The LUMO, on the other
hand, displays amplitude on the CO groups that indicates
a stabilizing coupling between the carbonyl and butadiene
localized p� orbitals. Scaling of the KT VOEs suggests
that the ground state anion is slightly stable with respect to
the neutral molecule.
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ABSTRACT: A kinetic study of the aminolysis of substituted (methylthio)benzylidene Meldrum’s acids, 2-SMe-Z
with the aliphatic primary amines, n-butylamine, glycinamide, methoxyethylamine, and aminoacetonitrile, in aqueous
DMSO at 20 8C is reported. With all amines the reaction is strictly second-order, that is, first-order in 2-SMe-Z and
first-order in the amine. A three steps mechanism has been proposed. The first step is a rate-limiting attachment of the
amine to form the tetrahedral intermediate (TW


A ), and the subsequent steps are a fast acid–base equilibrium followed
by a fast R000CH2NH


þ
3 or H2O catalyzed expulsion of the leaving group. The Brönsted plot for k1 for the reaction of


2-SMe-H with four primary amines showed a good correlation between log k1 and pKAH
a with bnuc¼ 0.32� 0.02, a


slightly lower value than that for the reactions of secondary amines (bnuc ¼ 0:41� 0:01). The Hammett plot for n-
butylamine yields r(k1)¼ 0.40� 0.05 which is smaller than that for the reaction of piperidine with the same substrates
(r(k1)¼ 0.72� 0.07) and also for the reactions of HOCH2CH2S


� (r(k1)¼ 1.18), CF3CH2O
� (r(k1)¼ 1.14) and OH�


(r(k1)¼ 1.11) addition to 2-H-H (r(k1)¼ 1.11). All these observations are consistent with the suggested mechanism.
Copyright # 2006 John Wiley & Sons, Ltd.
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INTRODUCTION


Studies of substituent effects on rates and equilibrium
constants of reactions lie at the heart of understanding
structure-reactivity relationships and probing transition
state structures. It is well understood that the addition-
elimination nucleophilic vinylic substitution (SNV)
reactions with anionic nucleophiles (Nu�) on substrates
activated by electron-withdrawing groups proceeds in
two steps as in Eqn (1), where, LG� is the leaving group
and X and Y are the activating substituents.1


A number of studies have been reported where the
intermediates (TS


Nu) accumulate to detectable levels
and allow the determination of rate constants (k1, k�1,
and k2) as functions of the nucleophile, the leaving
group, the activating substituents X and Y, the R
group and the solvent polarity.2–5 These studies
provide the opportunity to understand the structure-
reactivity relationships in SNV reactions. Accumulation
of the intermediate to detectable levels during
the reaction depends on two conditions which must
be met: (i) thermodynamic or equilibrium condition:
K1[Nu


�]> 1, K1¼ (k1/k�1) and (ii) kinetic condition:
k1[Nu


�]> k2. The former requires a combination of
strong nucleophile and strongly electron-withdrawing
groups (X, Y) while the latter requires a combination of
strong nucleophile and relatively sluggish leaving
group. The reactions of some alkoxide and thiolate
ions with 1-OMe,3,41-SMe,3,42-OMe,52-SMe,5


3-SMe2, and 4-OMe2 were shown to easily meet the
above requirements.
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On the other hand, for the reactions with amine
nucleophiles, the mechanism is more complex. Compared
with their reactions with anionic species like MeO�, RS�


etc, it includes a proton transfer as an additional step (Eqn
(2), and it is difficult to find conditions where an
intermediate may be directly detectable.6


(2)


Whereas it is easy to meet the equilibrium condition
(K1K


�
a [R0R00NH])/[Hþ]> 1,7 the kinetic condition


k1[R
0R00NH]> k3 is rather difficult to meet, as the leaving


group departure (k3) is much more enhanced by the
electronic push of the nitrogen lone pair than from the
oxygen or sulfur lone pairs in TS


Nu. This extra stabilization


of the transition state results from the developing higher
product (P) resonance.


In fact, reducing this push by choosing a weakly basic
amine as nucleophile was the key in making TS


A


detectable in the reactions of 1-OMe with methoxya-
mine6 (pKa 4.70). On the other hand, despite the higher
nucleophilicity of the more basic amines, for example, n-
butylamine (pKa¼ 10.65), piperidine (pKa¼ 11.02) or
morpholine (pKa¼ 8.70), the intermediate could not be
observed8 as the effect of increased nucleophilicity is
more than offset by the increased push.6a Thus the three-
step mechanism has generated particular interest because
of possible changes in the rate-limiting step with
changing reaction conditions.


In the reaction of 2-SMe-Z with a series of secondary
amines9 (Scheme 1) it was shown that general acid
catalyzed MeS� departure (kAH3 , k


H2O
3 ) is rate limiting, at


least for piperidine, while for piperazine, 1-(2-hydro-
xyethylpiperazine) and morpholine deprotonation of TW


A


to TS
A is rate-limiting at low amine concentrations and


relatively low pH. At high amine concentrations or high
pH nucleophilic addition (k1) is rate limiting.9


It was observed that the order of the reaction in the
amine was dependent on the substrate 2-SMe-Z and also
on the solvent.10 In C2H5OH only 2-SMe-OMe having
the least electron withdrawing aryl group displayed a
second-order reaction in the amine while for other
substrates the order in the amine was between 1 and 2 and
base catalysis was extensive. In the reaction of 2-SMe-
(CF3)2with piperidine the kobs (sec


�1) versus [piperidine]
plot was a first-order limiting curve with leveling off at
higher amine concentrations.10a On the other hand, the


Scheme 1
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reactions of 2-SMe-Zwith four secondary amines in 50%
DMSO-50%water displayed an order in amine between 1
and 2 with significant base catalysis.10


We present here the reactions of 2-SMe-Z with a
series of primary aliphatic amines in 50% DMSO-50%
H2O at 20 8C in order to examine how the change from
secondary amines to primary amines as nucleophiles
may affect what step(s) is (are) rate limiting and how the
overall reactivity may change. The interesting finding is
that these reactions involve rate limiting nucleophilic
attack of the amines on the electrophilic a-carbon
followed by rapid leaving group expulsion, resulting in
an overall second-order:first-order in both substrate and
amine concentration and found to be the first report on
such substituted benzylidene Meldru’s acid systems.


EXPERIMENTAL SECTION


Materials and reagents


The substituted (methylthio)benzylidene Meldrum’s
acids were available from a previous study.9 DMSO
was refluxed over CaH2 and distilled under vacuum.
Reagent grade amines were from Aldrich chemicals and
solid amines were recrystallized from water–ethanol
solution and the liquid amines were distilled over CaH2


before use.


Synthesis of (n-Butylamino)benzylidene
Meldrum’s acid


This compound was prepared by following the procedure
reported earlier on the synthesis of 2,2-dimethyl-5-
[piperidino(p-methoxyphenyl)methylene-1,3-dioxane-4,
6-dione.10 In a typical method a CaCl2- protected 15mL
MeCN solution containing 1mmol 2-SMe-H and
1mmol n-butylamine was stirred at room temperature
for 48 h. The solvent was evaporated and the solid mass
was recrystallized from EtOH to give (n-butylamino)-
benzylidene Meldrum’s acid. It was characterized by 1H
NMR and GC-MS as follows: 1H NMR (300MHz, d,
CDCl3): 7.26, 7.19, and 7.47 (5H, m, Ph), 0.91 (6H, m,
(CH2)3), 2.67 (3H, t, CH3), 1.72 (6H, s, CMe2), 2.06
(1H, t, NH); MS (m/z, electrospray):304 (MHþ),
246 (MHþ—OCMe2), 115 (MHþ—CMe2—2CO2—
CH3(CH2)2CH3), 58 (OCMe2).


Kinetics and pH measurements


Most reactions were followed by monitoring the
disappearance of the substrates at around 330 nm using
Hewlett-Packard 8453 Agilent UV–Vis spectropho-


tometer. The pH in 50% DMSO-50% H2O (v/v) at an
ionic strength 0.50M (KCl) at 20 8C (maintained by using
water jacketed container and flowing water through it
from a thermostatic water bath) was determined by a
digital pH-meter (Systronics-335, India) equipped with a
glass electrode and a reference electrode calibrated with
standard aqueous buffers in 50% DMSO-50% H2O (v/v)
before use. Stock solutions of the substrates were
prepared in anhydrous acetonitrile. The pseudo-first-
order rate constants (kobs, sec


�1) were obtained by fitting
the kinetic traces with suitable computer-fit program and
the results were found to fall within the error limit of
�5%.


RESULTS AND DISCUSSION


General features


All reactions were conducted in 50% DMSO-50% H2O
(v/v) at 20 8C, at an ionic strength of 0.5M maintained
with KCl. Pseudo-first-order conditions were applied
throughout, with the substrate as the minor component.
Rates were measured for the reactions of 2-SMe-Z
with Z¼OMe, Me, H, Br, and CF3 with n-butylamine
(Table 1) and of 2-SMe-H with n-butylamine, glycina-
mide, 2-methoxyethylamine and aminoacetonitrile
(Table 2). Figure 1, which is representative, shows
time-resolved spectra of the reaction of aminoacetonitrile
with 2-SMe-H. The presence of an isosbestic point
indicates that the reaction is quite clean. The conversion


Table 1. Second-order rate constants for the reaction of 2-
SMe-Z with n-butylamine in 50% DMSO-50% water at
20 8C


Z sa k1 (M
�1sec�1)


OMe �0.27 4.05
Me �0.17 4.76
H 0.00 5.37
Br 0.23 6.4
CF3 0.54 8.86


a Ref. [9].


Table 2. Second-order rate constants for the reaction of 2-
SMe-H with primary amines in 50% DMSO-50% water at
20 8C


Amine pKBH
a


,a k1 (M
�1sec�1)


n-Butylamine 10.61 5.36
2-Methoxyethylamine 9.63 2.63
Glycinamide 8.28 1.30
Aminoacetonitrile 5.39 0.115


a Ref. [11].
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of 2-SMe-H to 7 produces a blue shift in the UV region,
which is typical for the reaction of amines with 2-OMe
and 2-SMe. Formation of the amine-substituted product
(7) was confirmed from the GC-MS and 1H NMR
spectrum of the product and also by comparing the
spectrum of a reaction solution at infinite time to that
obtained synthetically.


The reactions of 2-SMe-Z with the primary aliphatic
amines (data are listed in Table S1–S8 and corresponding
plots are given in Figure S1–S8), all showed strictly
overall second-order kinetics, that is, kobs is given by Eqn
(3), with kA being the second-order rate constant for
aminolysis. Plots of kobs versus [R000CH2NH2] are all
linear with no positive intercept on the kobs axis.


kobs ¼ kA½R000CH2NH2� (3)


Figure 2 shows plots of kobs versus [R
000CH2NH2] for


the reaction of 2-SMe-H with four primary aliphatic
amines at pH� pKa of the amines, where
[R000CH2NH2]:[R


000CH2NH
þ
3 ]¼ 1:1 is prevailing. Reac-


tions were carried out in few cases at pH where
[R000CH2NH2]: [R000CH2NH


þ
3 ]� 9:1 and no significant


change in the slope (kA) values was observed.
Consequently, it can be concluded that kA remains


constant at different pH values showing no general base
catalysis. It is expected that there should be no major


change in mechanism on moving from the reaction of
secondary amines to that of primary aliphatic amines.
Hence, as for the reactions of secondary alicyclic amines
with 2-SMe-Z9 the discussion will be based on the
mechanism of Scheme 1. Since no intermediate was
observed in most aminolysis reactions,9 TW


A and TS
A may


be treated by the steady-state approximation which leads
to Eqn (4) for kA, where KAH


a and K±
a are the acid


dissociation constants of R000CH2NH
þ
3 and TW


A, respecti-
vely and Kw is the ionic product of the solvent.


kA ¼
k1


kAH
3


K�
a


k�1K
AH
a


½R000CH2NH2� þ k
H2O


3
K�
a


k�1Kw
½OH��


� �


1þ kAH
3


K�
a


k�1K
AH
a


½R000CH2NH2� þ k
H2O


3
K�
a


k�1Kw
½OH��


� � (4)


Analysis of Eqn (4) shows that three special cases may
arise:


1) Formation ofTW
A is rate limiting, that is, the conversion


of TW
A via TS


A to products is much faster than return of
TW
A back to reactants (k�1). This is expressed here by


Eqn (5) and Eqn (4) simplifies to Eqn (6).


kAH3 K�
a


k�1KAH
a


½R000CH2NH2� þ kH2O
3 K�


a


k�1Kw


½OH�� � 1 (5Þ


kA ¼ k1 (6Þ


2) Concurrent ammonium ion catalyzed (kAH3 ) and sol-
vent assisted (k


H2O
3 ) loss of MeS� from TS


A is rate
limiting, with the first two steps of Scheme 1 being


Figure 1. Time resolved spectra for 2-SMe-HþNCCH2NH2


reaction in 50% DMSO-50% water at 20 8C. First spectrum
was generated within 5 sec of mixing and subsequent
spectra at a time interval of 15 sec


Figure 2. Plots of kobs (sec�1) vs. [n-BuNH2] for 2-SMe-
Zþ n-BuNH2 reactions in 50% DMSO-50% water at 20 8C
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preequilibria, that is, Eqn (7) holds, and kA is given by
Eqn (8).


kAH3 K�
a


k�1KAH
a


½R000CH2NH2� þ kH2O
3 K�


a


k�1Kw


½OH�� � 1 (7Þ


kA ¼ k1
kAH3 K�


a


k�1KAH
a


½R000CH2NH2� þ kH2O
3 K�


a


k�1Kw


½OH��
� �


(8Þ
Here, kA should increase linearly on increasing
[R000CH2NH2] and [OH�], particularly at lower
concentrations of these bases.


3) This is a special casewhere only OH� catalysis but not
amine catalysis would occur. This situation applies if
both the relationships of Eqns (9) and (10) hold
throughout the concentration ranges used and if,
(k


H2O
3 K±


a /k�1KW) [OH
�] changes from <1 to >1 as


[OH�] is increased.


kAH3 K�
a


k�1KAH
a


½R000CH2NH2� � 1 (9)


kAH3 K�
a


k�1KAH
a


½R000CH2NH2� � kH2O
3 K�


a


k�1Kw


½OH�� (10)


In the present investigation, the absence of amine
and OH� catalysis implies that (kAH3 K±


a /k�1K
AH
a ) and/or


(k
H2O
3 K±


a /k�1KW) ratios are larger than those for the
reactions with secondary amines and become (kAH3 K±


a /
k�1K


AH
a )[R000CH2NH2]> 1 and (k


H2O
3 K±


a /k�1KW)[OH
�]


> 1 under all reaction conditions, which means that k1
is rate limiting.


Factors responsible for the absence of
base catalysis


As mentioned in the Introduction, for the reactions of 2-
SMe-Zwith a series of secondary amines in 50%DMSO-
50%water a general acid catalyzed leaving group (MeS�)
departure was found to be the rate-limiting step. On the
other hand, for the reactions of a series of primary amines
with the same substrates under identical conditions, as
observed in this study, the nucleophilic attack on the a-
carbon is found to be rate-limiting followed by a rapid
leaving group departure.


In these reactions both the substrate (2-SMe-Z)
and the solvent (50% DMSO-50% water) are
identical and the only variable parameter is the
steric effect in the transition state, which is
much more pronounced in the reactions of secondary
amines. This effect would increase k�1, decrease k1,
and enhance both k


H2O
3 and kAH3 . Consequently,


{(kAH
3 K±


a /k�1K
AH
a )[R 0 0 0CH2NH2] þ (k


H2O
3 K±


a /k�1KW)
[OH�]} < 1 at low [R 0 0 0CH2NH2] and [OH�] and
{(kAH


3 K±
a /k�1K


AH
a ) [R 0 0 0CH2NH2] þ (k


H2O
3 K±


a /k�1KW)
[OH�]}> 1 at high [R000CH2NH2] and high [OH�], and
Eqn (4) accounts for the observed dependence. The
steric effect in the transition state for the reactions with
primary amines is less pronounced than in the case of
secondary amines with a consequent slight enhancement
of k1 and decrease in k�1, k


H2O
3 and kAH3 . The effect on k�1


and on k
H2O
3 or kAH3 tends to offset each other. The effect


on k�1 is likely to be stronger, and as a consequence the
combined effects lead to the increase in kAH3 K±


a /k�1K
AH
a


and k
H2O
3 K±


a /k�1KW ratios and {(kAH3 K±
a /k�1K


AH
a )


[R000CH2NH2]þ (k
H2O
3 K±


a /k�1KW) [OH�]} becomes
always �1, which accounts for the observed depen-
dence on the amine (Eqn (5)).


The nucleophilic attack step (k1)


A Bronsted plot for k1 for the reaction of 2-SMe-H with
four primary aliphatic amines (Fig. 3) displays a good
correlation between log k1 and pKAH


a with bnuc¼
0.32� 0.02. The bnuc (k1) value for the reactions of
secondary amines with 2-SMe-H is 0.41� 0.019 which is
slightly higher than that for the primary amine reactions.


This slight difference in bnuc(k1) between the
secondary alicyclic amines and the primary amines
indicates that:


1) At the transition state, C—N bond formation is more
advanced for the reaction with secondary amines. This
mainly represents a Hammond effect12,13 resulting
from a thermodynamically less favorable TW


A for-
mation in the reaction of the secondary amines due
to increased steric crowding in TW


A.


12.010.08.06.0


1.00


0.50


0.00


-0.50


-1.00


-1.50


pKa
BH+log(p/q)


lo
g(


k 1/
q)


Figure 3. Bronsted plot for the nucleophilic attachment of
primary amines for 2-SMe-HþR000CH2NH2 reactions
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2) In the addition reaction of piperidine/morpholine to
2-H-H (Eqn (11) bnuc(k1)¼ 0.1414 indicating that in
this reaction the C—N bond is less advanced than in
the reaction of 2-SMe-H with both primary and
secondary amines. This is again consistent with the
Hammond12–Leffler principle,13 because 2-H-H is
much more reactive than 2-SMe-H. For example,
for (2-H-Hþmorpholine) reaction k1 (3.19�
105M�1 sec�1) is much higher than for the addition
step of morpholine to 2-SMe-H (k1¼ 0.49M�1


sec�1), K1 for the same reaction is also higher for
8-H-H15 (7.76� 104M�1) than for 2-SMe-H which
is approximated to be 1.9� 10�8M�1.9 The inverse
correlation between bnuc and the reactivity of acti-
vated PhCH——CXY systems appears to be quite
general and has been observed before.16


Substituent effects


The change in the substituents Z on 2-SMe-Z covers a
wide range from the resonative electron donating MeO to
the strong electron withdrawing CF3 groups. Electron
withdrawal increases the rate of nucleophilic attack (k1)
on the electrophiles due to the increased electrophilicity
of Ca as shown by the k1 values for reaction of n-
butylamine with 2-MeS-Z (Z¼CF3, Br, H, Me, and
OMe) (Table 1). A Hammett plot (Fig. 4) yields a slope
r(k1)¼ 0.40� 0.05. This value is smaller than that
(r(k1)¼ 0.72� 0.07)9 for the reaction of piperidine,
and for the reactions of HOCH2CH2S


� (r(k1)¼ 1.18),
CF3CH2O


� (r(k1)¼ 1.14), and OH� (r(k1)¼ 1.11)
reaction with the same substrates.5d The smaller r(k1)
for the additions of the amines compared to the r(k1) for
the additions of the anionic nucleophiles is most likely the


result of the developing positive charge on the amine
nitrogen, that is, the stabilizing substituent effect on
the developing negative charge is partially offset by the
destabilizing effect on the developing positive charge.
The lower r value for primary than for secondary amines
is in line with the lower bnuc¼ 0.32� 0.02 for primary
amines cited above, manifesting an earlier transition state
for secondary amines, which is partly stabilized by the
electron-withdrawing phenyl substituents.


In the absence of extraneous factors, such as a p-donor
group, one would expect the substituent effect on a reaction
that leads to a zwitterionic transition state to be small as
long as the distances of the substituent from the sites of
positive and negative charges are about the same. These
conditions are met with the transition states of the reactions
of amines with 2-H-H (Eqn (11)14 and 8-H-H (Eqn (12).15


ð11Þ


ð12Þ


0.600.400.200.00-0.20


0.90


0.60


0.30


0.00


σσ


lo
g(


k 1)


Figure 4. Hammett plot for the nucleophilic attachment of
primary amines for 2-SMe-Hþ R000CH2NH2 reactions
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The comparatively higher r(k1) values for the reactions
of 2-MeS-Z with secondary (0.35) and primary (0.27)
amines than those for their reactions with 2-H-H and 8-H-
H is ascribed to be a p-donor effect of the MeS group (cf.
9) which partly offsets the destabilizing effect of positive
charge by the electron withdrawing substituents.


CONCLUSIONS


(1) In the reactions of 2-SMe-Z with four primary
aliphatic amines no base catalysis was observed, implying
that the k1 step is rate limiting. (2) The k1 values for the
reactions with secondary amines are smaller than those
for the reactions with primary amines of comparable
basicity. These results suggest the presence of strong
steric effect that mainly reduces the reactivity of bulkier
secondary amines. (3) The higher bnuc¼ 0.41� 0.01 for
secondary amines than bnuc¼ 0.32� 0.02 for primary
amines indicates an earlier transition state in the reaction
of primary amines with 2-SMe-Z. (4) The smaller r(k1)
(0.40) value for the reaction of 2-SMe-Z with n-
butylamine than that for piperidine with the same
substrates (r(k1)¼ 0.72� 0.07) point out that the early
transition state is comparatively less stabilized by the
electron withdrawing substituents.


Supporting information available


Tables S1–S8 (kinetic data). This material is available
free of charge via the Internet at http://pubs.acs.org.
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ABSTRACT: Infrared spectra of 25 substituted phenyl esters of benzoic acid C6H5CO2C6H4-X (X——H, 3-Cl, 3-F, 3-
CN, 3-NO2, 3-CH3, 3-OH, 3-NH2, 4-Cl, 4-F, 4-NO2, 4-CN, 4-OCH3, 4-CH3, 4-NH2, 2-Cl, 2-F, 2-I, 2-NO2, 2-CF3, 2-
CN, 2-CH3, 2-OCH3, 2-N(CH3)2, 2-C(CH3)3), 8 alkyl benzoates C6H5CO2R (X——CH3, CH2CH3, CH2Cl, CH2CN,
CH2C———CH, CH2CH2Cl, CH2CH2OCH3, CH2C6H5), and 22 phenyl esters of substituted benzoic acids X-C6H4CO2C6H5


(X——3-Cl, 3-NO2, 3-CH3, 3-N(CH3)2, 4-F, 4-Cl, 4-Br, 4-NO2, 4-CH3, 4-C(CH3)3, 4-OCH3, 4-NH2, 2-Cl, 2-F, 2-Br, 2-I,
2-NO2, 2-CN, 2-CF3, 2-CH3, 2-OCH3, 2-NH2) were recorded in tetrachloromethane in the region of 400–4000 cm�1.
Carbonyl stretching frequencies nCO for meta- and para-substituted phenyl esters of benzoic acid and phenyl esters of
meta-substituted benzoic acids were shown to correlate with the substituent constants so. The influence of the through
resonance effect on nCO was found to be important in the case of þR para substituents in the benzoyl part of phenyl
benzoates as well. The carbonyl stretching frequencies of ortho derivatives in phenoxy part were shown to correlate
with the inductive substituent constant sI only. In the benzoyl part of the esters the carbonyl stretching frequencies of
cis and trans conformers (relative to the carbonyl group) of ortho derivatives were nicely described by dual parameter
equations: (nCO)cis¼ (nCO)oþ c1sIþ c3E


B
s and (nCO)trans¼ (nCO)oþ c1sp


þþ c3E
B
s (R¼ 0.99). The trans isomers of


phenyl esters of ortho-substituted benzoic acids showed direct resonance similar to that for para derivatives. The
positive steric term found for both the cis and trans conformers could be considered as measure of the steric inhibition
of resonance between the phenyl ring and the carboxy-group caused by bulky ortho substituents. The existence of cis/
trans conformations was supported by frequency calculations with Density Functional Theory (DFT) method at
B3LYP/6-311þG�� level for the ortho-substituted benzoates. In the case of alkyl benzoates good correlations of nCO
values were obtained when both the Taft s� and the steric EB


s constants were used. For meta- and para-substituted
phenyl benzoates s-trans conformation where the plane of the benzene ring in the benzoyl part of the ester is coplanar
with the carbonyl bond plane and the plane of the benzene ring in the phenoxy part is twisted nearly perpendicular
relative to the carbonyl bond plane was supported. Copyright # 2006 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http//www.interscience.wi-
ley.com/jpages/0894-3230/suppmat/


KEYWORDS: phenyl benzoates; alkyl benzoates; infrared spectra; substituent effects; DFT calculations


INTRODUCTION


In our previous papers1–5 the influence of the substituent
effects on the kinetics of the alkaline hydrolysis of
meta-, para-, and ortho-substituted phenyl benzoates,
C6H5CO2C6H4-X, alkyl benzoates, C6H5CO2R, in var-
ious media and phenyl esters of meta-, para-, and ortho-


substituted benzoic acids, X-C6H4CO2C6H5, in pure
water has been studied. In the present paper we extended
the study of substituent effects to the infrared absorption
of these esters. To check up which of the substituent
descriptors could be used to correlate the infrared
carbonyl stretching frequencies nCO in ortho-, meta-,
and para-substituted phenyl esters of benzoic acid,
C6H5CO2C6H4-X, phenyl esters of substituted benzoic
acids, X-C6H4CO2C6H5, and alkyl-substituted esters of
benzoic acid, C6H5CO2R, in the present work the infrared
spectra for 55 esters were recorded in tetrachloromethane
solution.


The influence of substituents on the infrared carbonyl-
stretching frequencies nC——O of esters RCO2R
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a variable substituent has been studied for methyl
benzoates,6–10 ethyl benzoates,11–13t-butyl benzoates,9


phenyl acetates,14–18 phenyl and alkyl esters of hydro-
cinnamic acid,19–20 and phenyl dichloroacetates.21


We could find only a few publications providing data
on the infrared carbonyl stretching frequencies of
substituted phenyl benzoates including data for ortho-,
meta-, and para-substituted derivatives in the same
series17,22 and for alkyl benzoates, C6H5CO2R, with
electronegative substituents.23


Freedman14 observed that the carbonyl-stretching
frequencies of phenyl acetates failed to correlate with
s or s� for the para-substituents and suggested that
the frequency nC——O is dependent only on the inductive
component of s. Cohen and Takahashi20 obtained
the excellent correlation using s8 constants to correlate
the infrared carbonyl stretching frequencies for 48 mono-
and polysubstituted phenyl hydrocinnamates for the meta
and para benzene ring substituents. In the case of ortho
substituents, the same authors20 used substituent con-
stants s0


o ¼ s0
p þ 0.39s� (RCH2), assuming that the induc-


tive effect from ortho position exceeds that of para
substituents. In the case of the alkyl substituted esters of
3-phenylpropionic acids it was demonstrated20 that
excellent correlations exist between carbonyl stretching
frequencies and s� constants for a large number of esters.


Methyl esters of ortho-halogeno and ortho-methoxy
substituted benzoic acids and esters of a-substituted
acetic acids exhibit a split of carbonyl bands which was
attributed to the presence of two different cis and trans
(gauche) conformations.6,18,24–26 In the case of carbonyl
compounds, a strong non-bonding interaction is con-
sidered to operate across the space between two nearly
parallel oriented dipoles of the C——O and another polar
bond situated in a mutually vicinal position. Pre-
viously6,24–26 the lower wave number band was assigned
to the less polar trans (gauche) conformation and the
higher wave number to more polar cis conformation
exhibiting the dipole field effect known as Corey effect.27


To the best of our knowledge, there are no sufficient
data on IR absorption of carbonyl bond for ortho-, meta-,
and para-substituted phenyl benzoates and alkyl benzo-
ates in literature enabling a thorough study of the
influence of substituent effects on IR carbonyl stretching
frequencies nC——O. Therefore in the present work the
infrared spectra were recorded for the following
substituted phenyl benzoates in tetrachloromethane
solution: C6H5CO2C6H4-X (X——H, 3-Cl, 3-F, 3-CN,
3-NO2, 3-CH3, 3-OH, 3-NH2, 4-Cl, 4-F, 4-NO2, 4-CN,
4-OCH3, 4-CH3, 4-NH2, 2-Cl, 2-F, 2-I, 2-NO2, 2-CF3,
2-CN, 2-CH3, 2-OCH3, 2-N(CH3)2, 2-C(CH3)3), alkyl
benzoates, C6H5CO2R (R——CH3, CH2CH3, CH2Cl,
CH2CN, CH2C———CH, CH2C6H5, CH2CH2Cl,
CH2CH2OCH3), and X-C6H4CO2C6H5 (X——3-Cl, 3-
NO2, 3-CH3, 3-N(CH3)2, 4-F, 4-Cl, 4-Br, 4-NO2, 4-
CH3, 4-C(CH3)3, 4-OCH3, 4-NH2, 2-Cl, 2-F, 2-Br, 2-I, 2-
NO2, 2-CN, 2-CF3, 2-CH3, 2-OCH3, 2-NH2).


One of the purposes of the current studywas to check the
influence of substituent effects on IR carbonyl stretching
frequencies nC——O of ortho-, meta-, and para-substituted
phenyl and alkyl benzoates, and propose conformations for
the esters studied on the grounds of correlation analysis. To
confirm the conclusions derived from the correlation
analysis the DFT calculations were also employed.


The accent of our work was mainly on ortho
substituents. It is known that Hammett type relationships
are mostly applied to meta- and para-substituted
derivatives while ortho derivatives usually do not obey
Hammett type equations very well and the problem ismore
complicated. In the very beginning of the study of ‘the
ortho effect,’ the infrared frequencies often used to
calculate so-called polar substituent constants for ortho
substituents as the infrared frequencies of ortho derivatives
were found to be independent of steric effects.28 Nowadays
it is accepted that the polar influence of ortho substituents
is only very seldom equal to that of para substituents (i.e.,
the absence of ‘ortho effect’) and the inductive and
resonance components for ortho substituents usually vary
depending on the processes and conditions.


EXPERIMENTAL


The spectra of 25 substituted phenyl benzoates,
C6H5CO2C6H4-X, 8 alkyl benzoates, C6H5CO2R, and
22 phenyl esters of substituted benzoic acids, X-
C6H4CO2C6H5, were recorded in the region 400–
4000 cm�1 on Interspectrum PFS 2020 FT-IR spec-
trometer in approximately 0.013M solution of tetra-
chloromethane (Fluka, for IR-spectroscopy). A KrS5 cell
with path length 1.02mmwas used. The wavelength scale
of the spectrometer was calibrated using polystyrene film
(0.013mm thick). The day-to-day reproducibility of the
absorption maxima was �0.3 cm�1.


The preparation procedure and characteristics of sub-
stituted phenyl and alkyl benzoates (Refs 1–5, 29–33 and
references cited therein) as well as the 1H and 13C NMR
spectra for phenyl 4-tert-butylbenzoate, phenyl 3-dimethy-
laminobenzoate, 3-fluorophenyl benzoate, and 3-cyanophe-
nyl benzoate are available in the supplementary material.
The purity of some of the compounds, X-C6H4CO2C6H5


(X——2-F, 2-Cl, 2-Br, 2-I, 2-OCH3, 2-CF3, H), first of all
those that showed two peaks in the carbonyl stretching
region of the IR spectra—was additionally checked using
GC-MS method. The mass spectrum of the non-substituted
phenyl benzoate34 served as the reference spectrum in the
interpretation of the mass spectra of the substituted phenyl
benzoates (see supplementary material).


CALCULATIONS


Energies, the absorption frequencies of the C——O group,
nCO, and the dipole moments, m, for 12 trans and cis
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conformers of ortho-substituted phenyl benzoates, 2-X-
C6H4CO2C6H5, (H, CH3, NH2, CN, NO2, OCH3, Cl, F, Br,
CF3, C(CH3)3, 2,6-(CH3)2) and meta- and para-sub-
stituted phenyl benzoates, X-C6H5CO2C6H5 (X——4-NO2,
4-NH2, 4-OCH3, 3-Cl) were calculated by the DFT
method at the B3LYP/6-311þG�� level (Table S1). The
geometry optimizations, and frequency calculations and
rotational barrier calculations for 10 trans and cis
conformers of ortho-substituted methyl benzoates, 2-X-
C6H4CO2CH3 (X——H, Cl, F, Br, NO2, CN, CF3, CH3,
OCH3, NH2) were performed by the DFT method at the
B3LYP/6-31þG�� level (Table S2). The Gaussian 03
program35 was used. The smaller 6-31þG�� basis set was
chosen for the more computation-intensive rotational
barrier calculations. It gives good agreement with the
experimental results for unsubstituted phenyl benzoate,
and the results obtained with the larger 6-311þG�� basis
set are not significantly different (See also reference 36.)
Since methyl and phenyl esters of substituted benzoic
acid show very similar behavior in the correlation
analysis, the smaller system (methyl benzoate) was
chosen instead of bulky phenyl benzoate for the
calculations of rotational barriers in the ortho-substituted
esters. This approach is valid because the barrier height is
mainly determined by the steric interaction of the ortho
substituent and the O——C—O moiety. The influence of
the alkyl part of the ester is small. The rotational barriers
were calculated by constrained optimizations of the
dihedral angle (O——C—C——C) at 158 increments from 0
to 1808. This was done in such a way that all remaining
geometry parameters were allowed to be optimized. The
existence of the hydrogen bond in the cis-2-NH2-benzoate
was checked with the Atoms In Molecules (AIM)
approach at the same level of theory. Geometry
optimizations were also performed for unsubstituted and
2-Cl-phenyl hydrocinnamate and 2-Cl-phenyl benzoate.


RESULTS


C——O stretching frequencies


The infrared carbonyl stretching frequencies nCO for
meta-, para-, and ortho-substituted phenyl benzoates,
C6H5CO2C6H4-X, X-C6H4CO2C6H5 and alkyl benzoates,
C6H5CO2R, recorded in tetrachloromethane, are listed in
Tables S3 and S4.


The splitting of the carbonyl band was observed for the
following esters: C6H5CO2C6H4-X (X——3-OH) and X-
C6H4CO2C6H5 (X——2-OCH3, 2-F, 2-Cl, 2-Br 2-I, 2-CF3).
In order to get more accurate estimates of the carbonyl
stretching frequencies deconvolution of the carbonyl
bands using Igor Pro37 was performed. (Voigt profiles
showed better fit to the experimental data than the
Gaussian or Lorenzian profiles.) The results are shown in
Table S1. Using the deconvolution approach it was also
possible to obtain the (nCO)max values for the cis and trans


conformers of 2-CN and 2-NO2 phenyl benzoates for
which no splitting of the carbonyl band was observable in
the spectra.


The observed range of the (nCO)max values (Tables S3
and S4) is 1709–1758 cm�1 for ortho-, meta-, and para-
substituted phenyl benzoates and 1724–1748 cm�1 for
alkyl benzoates.


Data analysis


The values of nC——O for substituted phenyl and alkyl
benzoates were treated according to the following
equations:


ðnCOÞm;p;ortho ¼
ðnCOÞo þ c1ðm;pÞso þ c2ðorthoÞsI þ c3ðorthoÞso


R


þ c4ðorthoÞ EB
s


� �
ortho


(1)


ðnCOÞp ¼ ðnCOÞo þ c1s (2)


ðnCOÞp ¼ ðnCOÞo þ c1s
þ
p (3)


ðnCOÞortho ¼ ðnCOÞo þ c1sI þ c2s
þ
R þ c3 EB


s


� �
ortho


(4)


ðnCOÞortho�trans ¼ ðnCOÞo þ c1s
þ
p þ c3 EB


s


� �
ortho


(5)


ðnCOÞR ¼ ðnCOÞo þ c1s
� þ c2 EB


s


� �
Alk


(6)


ðnCOÞR ¼ ðnCOÞo þ c1sI þ c2 EB
s


� �
Alk


(7)


The carbonyl stretching frequencies nCO of meta-,
para-, and ortho-substituted phenyl esters of benzoic
acid, C6H5CO2C6H4-X, and the phenyl esters of meta-
substituted benzoic acids, X-C6H4CO2C6H5, were treated
according to Eqn (1). The nCO values in the phenyl esters
of para-substituted benzoic acids and the phenyl esters of
ortho-substituted benzoic acids were correlated according
to Eqns (2)–(5). The carbonyl stretching frequencies nCO
of substituted alkyl esters of benzoic acid, C6H5CO2R,
were analyzed with Eqns (6) and (7).


The Taft’ s polar s8,38,39 inductive sI,
40 the resonance


so
R ½so


R ¼ (s8)para�sI],
41 and steric (EB


s )ortho scales
1,5 were


used with Eqns (1), (4), and (5). (EB
s )ortho¼ log kX


Hþ�
log kH


Hþ , where kXHþ and kH
Hþ are the rate constants for the


acidic hydrolysis of ortho-substituted and unsubstituted
phenyl benzoates in water at 508C. s and sþ


p in Eqns (2)–
(3) are the Hammett and Brown and Okamoto substituent
constants, respectively.39sþ


R in Eqn (5) is the resonance
substituent constant, characteristic of through-resonance
(sþ


R ¼Rþ).39 The unsubstituted phenyl benzoate (X——H)
was also included in the data treatment of the ortho-
substituted derivatives according to Eqn (1).


To correlate the nCO values of substituted alkyl esters of
benzoic acid, C6H5CO2R, (Eqns (6) and (7)) both the Taft
s� substituent constants42,43 and the induction constants
sI


44 were used as the polar substituent parameter. The sI
scale was chosen in order to compare the influence of the
induction effect of the aliphatic substituents —CH2X and
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that of meta- and para-substituted phenyls —C6H4X.
Steric substituent constants for the variable substituent in
the alkyl component of the ester, (EB


s )Alk were calculated
as follows: (EB


s )Alk¼ (log kR
Hþ�log k


CH3


Hþ ), where kR
Hþ and


k
CH3


Hþ are the rate constants for the acidic hydrolysis of
R-substituted and CH3-substituted alkyl benzoate or
acetate in water.2


The data treatment was carried out using a multiple
parameter linear least squares (LLSQ) procedure.45


Exclusion of significantly deviating points was performed
at confidence level 0.99.


The results of the statistical data treatment according to
Eqns (1)–(7) for the carbonyl stretching frequencies nCO
of the esters C6H5CO2C6H4-X, X-C6H4CO2C6H5, and
C6H5CO2R are listed in Table 1.


For comparison the carbonyl stretching frequencies
nCO taken from the literature for meta-, para-, and ortho-
substituted methyl benzoates,6 3-phenyl propioanates,19


benzoic acids,46–49 alkyl esters of benzoic acid,23


C6H5CO2R and ethyl acetates,24 XCH2CO2CH2CH3,
were correlated via Eqns (1)–(7) as well (Table S5). The
substituent constants used for the correlations are listed in
Table S6 and Table S7.


Figure 1 illustrates the relationship between the nCO
values and so or (sI)ortho constants for substituted phenyl
esters of benzoic and 3-phenylpropionic acids. The
relationships between the nCO�c(EB


s )ortho values and
sþ
p , (sI)ortho-cis and (sþ


p )ortho-trans, for phenyl esters of
para- and ortho-substituted benzoic acid are shown in
Fig. 2.


Computational results


The DFT calculations show the existence of cis- and
trans-conformations (with respect to the carbonyl group)
for nearly all ortho-substituted benzoates as confirmed by
energy minima and absence of imaginary vibrations. The
computed carbonyl absorption frequencies (nCO)calc of cis


Table 1. Results of the treatment of the nCO values for substituted phenyl and alkyl esters of benzoic acid with Eqns (1)–(7)


Ester Eqn (nCO)o c1 c2 c3 n/n0
a R so


C6H5CO2C6H4-X 1 1743.3� 0.2 8.19� 0.40 — — 14/15b 0.984 0.174
1 1742.6� 0.3 18.7� 0.8 0 0 11/11c 0.985 0.173
1 1743.3� 0.2 8.21� 0.40 18.1� 0.5 2.0� 0.7d 23/25 0.991 0.130


X-C6H4CO2C6H5 1 1741.7� 0.2 11.6� 1.1 — — 5/5e 0.983 0.186
2 1740.3� 0.6 10.6� 1.4 — — 8/9f 0.944 0.330
3 1742.3� 0.3 7.41� 0.34 — — 8/9f 0.993 0.122
4 1740.0� 1.5 22.0� 2.5 0 �21.5� 3.3 10/10g 0.971 0.239
4 1741.5� 0.9 18.4� 1.7 0 �23.2� 1.8 8/8g,h 0.991 0.133
4 1740.6� 0.6 0 14.1� 0.7 �8.38� 1.70 7/8i 0.994 0.108
5 1734.0� 0.6 12.6� 0.6 — �11.9� 1.6 7/7i,j 0.995 0.104


C6H5CO2R 6 1725.8� 1.6 25.9� 1.7 30.8� 4.4 — 8/8 0.989 0.150
7 1725.9� 1.8 57.6� 3.9 30.7� 4.7 8/8 0.987 0.160
6 1726.6� 1.5 25.5� 1.3 32.5� 3.7 — 7/7k 0.993 0.133
7 1726.7� 1.7 56.8� 3.6 32.2� 4.4 7/7k 0.993 0.160


a no, the total number of data subjected to the regression data treatment; n, the number of points left after exclusion of significantly deviating points, confidence
level 0.99.
b Only meta- and para-substituted derivatives included.
cOrtho-substituted derivatives included.
d c4¼ 0.
e Only meta-substituted derivatives were included.
f Included para-substituted derivatives. 4-F derivative excluded.
g nCO values for cis isomers (with respect to the carbonyl group) of phenyl esters of 2-substituted benzoic acids calculated by deconvolution of carbonyl bands as
well as unsubstituted derivative and 2-CH3 derivative (X––H, NO2, F, Cl, Br, I, OCH3, CN, CF3, CH3) were included (Table 1).
h 2-CH3 and 2-I derivatives omitted.
i nCO values for trans isomers calculated by deconvolution of carbonyl bands (NO2, F, Cl, Br, I, OCH3, CN, CF3) included (Table 1). 2-NO2 derivative excluded
during data treatment.
j 2-NO2 derivative omitted.
k The CH3CH2 derivative was omitted before data processing.
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Figure 1. Relationship between the nCO values and so or
(sI)ortho constants for substituted phenyl esters of benzoic
acid, C6H5CO2C6H4-X, (A) and 3-phenylpropionic acids,
C6H5(CH2)2CO2C6H4-X, (B). For meta and para substituents
(D) so and for ortho substituents (*) sI were used.
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and trans conformers for phenyl esters of ortho-
substituted benzoic acid, X-C6H4CO2C6H5, are presented
in Table S1. Those for ortho-substituted methyl benzoates
X-C6H4CO2CH3 are presented in Table S2. Both
computed frequencies were found to be linearly
correlated with the corresponding experimental nCO
values for the cis and trans conformers (Tables S3).
For phenyl esters of substituted benzoic acids, X-
C6H4CO2C6H5, we found:


ðnCOÞcalc ¼ ð�0:0005� 0:0080Þ
þ ð1:302� 0:046ÞnCO (8)


R ¼ 0:989; s0 ¼ 0:15; n=n0 ¼ 20=21;


X ¼ trans�2�CN excluded


The same relationship for methyl esters of substituted
benzoic acids, X-C6H4CO2CH3, is expressed as follows:


ðnCOÞcalc ¼ ð�0:0006� 0:0001Þ
þ ð1:357� 0:078ÞnCO (9)


R ¼ 0:982; s0 ¼ 0:188; n=n0 ¼ 11=12;


X ¼ trans�2�Br excluded


In agreement with the experiment, the computed nCO
frequencies for the trans rotamers are lower than those for
the cis rotamers (except 2-NH2 phenyl benzoate). The
wave number difference between the two forms was of 5–
48 cm�1, with the smallest differences in frequency


values for 2-NO2-, 2-CH3-, and 2-CN-rotamers (5, 7, and
23 cm�1, respectively).


The energy calculations by the DFT method confirmed
that trans conformers are more stable than the corre-
sponding cis conformers in both the phenyl and methyl
esters of ortho-substituted benzoic acids for the following
substituents: X——CN, OCH3, F, CF3, NO2, Cl, Br (for
phenyl 2-chloro- and 2-bromobenzoates DGtrans/cis¼ 0),
whereas alkyl substituents X——CH3, C(CH3)3 are
preferably located near to the carbonyl group (Tables
S1 and S2).


Relatively low rotational barriers of the ester group
with respect to the aromatic ring plane found for ortho-
substituted methyl benzoates (Table S2) and the small
energy differences of the cis and trans conformations
indicate that both conformations should be well enough
populated. The calculations reveal a trend of the
rotational barrier to depend on the size of substituents:
the larger substituents tend to decrease the barrier to the
rotation and it is the highest for the unsubstituted methyl
benzoate (�6.6 kcal/mol). The exception is 2-NH2-
benzoate, the cis form of which forms a hydrogen bond
with the carbonyl oxygen. Therefore, this configuration is
significantly stabilized, in comparison to the trans form,
and its rotational barrier (�10.6 kcal/mol) is almost twice
as high as that for the unsubstituted ester.


In both the phenyl and methyl esters of ortho-
substituted benzoic acids (Tables S1 and S2) the carboxyl
groups plane was found to be nearly coplanar with the
benzene ring plane for the smallest substituents CN (the
steric parameter EB


s ortho¼�0.03) and F (EB
s ortho¼�0.15)


in both cis and trans isomers. For the bulkiest ortho
substituents 2-CF3 (EB


s ortho¼�0.593) and 2-C(CH3)3
(EB


s ortho¼�0.604) in both cis and trans isomers the
carboxyl group was out of the aromatic ring plane by
about 388 and 538, respectively. The difference in the
values of dihedral angle O——C—C——C calculated for
phenyl esters and methyl esters of ortho-substituted
benzoic acids is in the range 5–108 in the case of
substituents X——CH3, CN, NH2, Cl, F, OCH3, CF3, NO2


(Tables S1 and S2).
The values of the dihedral angle O——C—C——C for the


phenyl esters of ortho-substituted benzoic acids, X-
C6H4CO2C6H5, and methyl benzoates, X-C6H4CO2CH3


(the values of the dihedral angle are shown in brackets)
for cis and trans forms were: 2-CH3: 4.28, (08), 175.48,
(1808); 2-NH2: 0.48, (08), 175.58, (1808); 2-CN: 2.28, (08),
162.98, (1808); 2-Cl: 26.28, (24.08), 147.78, (153.78); 2-F:
10.88, (08), 172.28, (1808); 2-OCH3: 28.38, (17.88),
153.18, (166.18); 2-CF3: 37.68, (36.48), 140.28, (142.38);
2-NO2: 81.68, 134.88, (137.88), 2-Br: 29.18, (08), 144.68,
(1808); 2-C(CH3)3: 52.88, 125.98.


The dihedral angle (——C—O—C——C—) between the
ester group’s plane and the aromatic ring plane of the
phenoxy part of esters for 2-H-, 2-Cl-phenyl hydro-
cinnamate and 2-H-, 2-Cl-phenyl benzoate was computed
to be 63.38, 86.458, 63.78, and 90.58, respectively.


1715


1720


1725


1730


1735


1740
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σ p
+, (σ I)ortho, (σ +)ortho


ν p, ν ortho – cE s
B


Figure 2. Relationship between the nCO and (nCO–cE
B
s )ortho


values and substituent constants for phenyl (&, *, ~) and
methyl esters (&, *, ~) of para- and ortho-substituted
benzoic acids. For para substituents sþ


P (&, &), ortho cis
derivatives (sI)ortho (*,*) and for ortho trans derivatives (~,
~) (sþ


P )ortho were used.
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The hydrogen bond was proved for methyl ortho-
NH2-benzoate according to criteria given in Ref. [50]
by ——O..H— bond distance, electron density and
Laplacian (1.937 Å, 0.029 and 0.094 au, respectively).
This result is well in line with the high rotational barrier
of the carbonyl bond in respect to the aromatic ring
plane of benzoate in this molecule.


DISCUSSION


Influence of substituents


The nCO frequencies increase with increasing s values of
the corresponding substituent (Tables 1, S3 and S4). It
means that electron-withdrawing substituents increase
and electron-donating substituents decrease nCO values,
which is similar to the findings of previous works in this
field. Since the stretching frequencies are proportional to
the bond force constants, higher wave numbers indicate
higher formal bond orders of the carbonyl bond. The
electron-withdrawing substituents are considered to
suppress the polarization of the C——O bond or diminish
the C——O bond resonance forms stabilization.21,25,25,51


Carbonyl stretching frequencies nCO for meta- and
para-substituted phenyl esters of benzoic and propionic
acids as well as phenyl and methyl esters of meta-
substituted benzoic acids showed good correlation with
the so constants (R> 0.980). The influence of the
through resonance effect to nCO was found to be also
important in the phenyl esters of para-substituted
benzoic acids. It was found that the carbonyl stretching
frequencies nCO of phenyl and methyl benzoates in
the case of þR para substituents in the acyl group
correlated better with the Okamoto and Brown sþ


p


constants in comparison to the Hammett s constants
(Tables 1 and S5).


The polar influence of meta, para, and ortho
substituents in the benzoyl part of the ester on the
carbonyl stretching frequencies nCO was found to be only
about 1.3 times stronger than in the case of substituents in
the aroxy part of the esters. The magnitudes of c1
calculated according to Eqn (1) for meta- and para-
substituted phenyl benzoates in the case of substituents in
the aroxy part and in the case of substituents in the
benzoyl part were found to be 8.19 and 11.6, respectively.
In the case of ortho substituents, the corresponding values
of c1 found from Eqns (1) and (4) appeared to be 18.1 and
22.0 (Table 1) giving the ratios (cI)ortho/(cI)m,p� 2.0 for
both series. The same ratio was nearly 1.5 for the alkaline
hydrolysis of substituted phenyl benzoates in water.1,5


The inductive influence of substituents X in the alkyl
chain CH2X of C6H5CO2CH2X on the carbonyl stretching
frequencies nCO was found to be 6.7 times stronger than
that of substituents in meta and para positions in the
corresponding aromatic series and 3.1 times stronger than
the influence of ortho substituents from aroxy part of the


esters. For the alkaline hydrolysis of the same esters in
water, the inductive effect of substituents X in the alkyl
chain CH2X appeared to be approximately four times
stronger than that in meta and para positions of the
aromatic ring.2


A good correlation of the carbonyl stretching
frequencies nCO with so for para-substituted phenyl
esters of benzoic acid shows the absence of the through-
resonance between the electron-donating substituents and
carbonyl group. This is in agreement with Exner52 and
Cohen19 who proposed s-trans conformation for phenyl
esters where the carbonyl group in the phenyl ester is
nearly perpendicular to the aroxy plane (Structure 1),
which is also confirmed by the calculations. One of the
primary requirements for the resonance interaction
between two groups is mutual coplanarity of these
groups. The carbonyl stretching frequencies nCO for
phenyl and methyl esters of para-substituted benzoic acid
show correlation with sþ


p substituent constants in the case
of electron-donor substituents. Thus, the presence of the
resonance between þR substituents and the carbonyl
group indicates that the benzene ring in the benzoyl
part of the ester is coplanar with the carboxyl group
(Structure 1):


The split of the experimental carbonyl stretching bands
(Table S3) in the case of some phenyl esters of ortho-
substituted benzoic acids can be explained by confor-
mational isomerism, which is supported by the calcu-
lations. At the same time the possibility of a Fermi
resonance cannot be excluded.


In the case of substituents in the aroxy part of the esters,
(C6H5CO2C6H4-X, C6H5CO2R) (except X——3-OH) the
splitting of the carbonyl absorption maximum was not
observed. Due to the rotation of the aromatic plane in the
phenoxy part out of the carbonyl plane by nearly 908,
there is essentially only one conformation for the ortho
derivatives possible.


The carbonyl stretching frequencies, nCO, for ortho-
substituted phenyl esters of benzoic acid, C6H5CO2C6H4-
X (X——H, NO2, CN, CF3, N(CH3)2, F, Cl, I, OCH3, CH3,
C(CH3)3), showed a good correlation only with the
inductive constant sI, while resonance and steric factors
appeared to be insignificant (Fig. 1, Table 1):


ðnCOÞm;p;ortho ¼
ð1743:3� 0:2Þ þ ð8:21� 0:4Þm;ps


o


þ ð18:1� 0:5ÞorthosI þ ð2:0� 0:7Þorthoso
R


(10)


R ¼ 0:991; s0 ¼ 0:130; n=n0 ¼ 23=25
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However, in addition to sI inductive constants,
resonance so


R constants were also required to correlate
the nCO values for ortho-substituted phenyl esters of 3-
phenyl propionic acid (Table S5).


Similar to methyl benzoates7 the lower carbonyl
stretching frequency for meta-hydroxyphenyl benzoate
nCO¼ 1716.2 cm�1 could be ascribed to dimers or
trimers, which are formed by the intermolecular H-bond
between carbonyl oxygen and hydrogen of the meta-
hydroxyl substituent. In the hydroxyl absorption region
the spectrum of the meta-hydroxyphenyl benzoate shows
a band at 3606 cm�1 and also a broad band with the
maximum at nCO¼ 3441cm�1 that could be ascribed to
hydrogen bonded associates.


In the case of the ortho substituents X——Cl, F, Br I,
OCH3, CF3 in the benzoyl part of phenyl benzoates,
2-X-C6H4CO2C6H5, the split of the carbonyl experimen-
tal stretching bands was observed. The experimental
nCO values of phenyl esters of ortho-substituted benzoic
acid show only one carbonyl stretching band in the
carbonyl stretching region in the case of strong electron-
acceptor substituents (–I and –R substituents: NO2, CN),
strong electron repelling substituents (þR substituent:
NH2) and for substituents showingweak substituent effect
(CH3). Two carbonyl bands were found for substituents,
which exhibit both the relatively strong inductive and
resonance effects. According to the frequency calcu-
lations there are two conformations possible in the case of
all ortho substituents (Tables S1 and S2).


Due to the existence of the hydrogen bond for cis-2-
NH2-benzoate, the high rotational barrier and energeti-
cally less favorable trans-configuration may result in a
very poor population of the trans form. Separation of the
experimental carbonyl bands by deconvolution gave two
very close bands for phenyl 2-nitro- and 2-CN-benzoates
as well. There is also a good agreement with the
conformations of the corresponding ortho-substituted
methyl esters and benzoic acids.6,46


On the grounds of the infrared spectra, correlation
analysis and DFT calculations we assume that phenyl
and methyl esters of ortho-substituted benzoic acids
can exist in two conformations: ortho substituents in cis
and trans positions relative to the carbonyl group


(Structures 2 and 3) whereas the lower frequency
component corresponds to the trans rotamer and the
higher frequency component may be attributed to the
cis rotamer.


Correlation analysis using Eqns (4) and (5) showed that
both the inductive and the steric scales were essential to
correlate the nCO values of the cis rotamers in the phenyl
esters of ortho-substituted benzoic acids, 2-X-
C6H4CO2C6H5 (X——H, CH3, NO2, CN, Cl, F, Br, I,
OCH3, CF3), while the resonance term appeared to be
insignificant and was excluded during the data processing
(Fig. 2, Table 1):


ðnCOÞcis�ortho ¼
ð1740:0� 1:5Þ þ ð22:0� 2:5ÞorthosI


� ð21:5� 3:3ÞorthoEB
s


(11)


R ¼ 0:971; s0 ¼ 0:239; n=n0 ¼ 10=10


Correlation becomes better if 2-CH3 and 2-I derivatives
were omitted:


ðnCOÞortho�cis ¼
ð1741:5� 0:9Þ þ ð18:4� 1:7ÞorthosI


� ð23:2� 1:8ÞorthoEB
s


(12)


R ¼ 0:991; s0 ¼ 0:133; n=no ¼ 8=8


The trans conformers in the phenyl esters of ortho-
substituted benzoic acids (X——CN, CF3, OCH3, F, Cl, I,
Br) are very well described by the dual parameter Eqn (5)
(Table 1):


ðnCOÞortho�trans ¼
ð1734:0� 0:6Þ þ ð12:6� 0:6Þorthosþ


p


� ð11:9� 1:6ÞorthoEB
s


(13)


R ¼ 0:995; s0 ¼ 0:104; n=n0 ¼ 7=7


The nCO value for trans conformation of phenyl 2-
nitrobenzoate was omitted as it was excluded during the
data treatment.


The correlations similar to Eqns (12) and (13) were
obtained for cis and trans isomers in ortho-substituted
methyl benzoates and benzoic acids (Table S5).


The strong inductive effect (c1¼ 22.0) of the ortho
substituents in cis position with respect to the carbonyl
group diminishes the C——O bond resonance forms
stabilization thus increasing essentially the carbonyl
stretching frequencies compared to the non-substituted
ester. The trans isomers of phenyl and methyl esters
of ortho-substituted benzoic acids showed direct
polar resonance effect to nearly the same extent as in
the case ofþR para substituents (Tables 1 and S5, Fig. 2).


The positive steric term, found for both the cis and
trans conformers could be considered as measure of the
steric inhibition of resonance between the phenyl ring in
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benzoyl part and the carbonyl group caused by ortho
substituents. It is in accordance with the values of the
corresponding dihedral angles calculated for the phenyl
and methyl esters of ortho-substituted benzoic acids
(Tables S1 and S2) and benzoic acids.46 In the case of
bulky CF3 group in ortho position the carbonyl groups
plane was found to be more twisted out of the benzene
ring plane (by 388) compared to that for the smallest
ones CN and F (in phenyl esters by 28 and 118,
respectively, and in methyl esters by 08 in both cases).
In cis isomers the steric inhibition of resonance between
of phenyl ring and carbonyl group was found to be
about twice larger than in trans isomers (Eqns (12)
and (13)).


The throughþR resonance in the case of para and trans
ortho substituents in acyl part of the esters stabilizes the
resonance form of carbonyl bond Cþ—O� decreasing the
corresponding carbonyl stretching frequencies nCO.
Inductive effect of the electronegative substituents
increases the bond order of the C——O bond and therefore
the carbonyl stretching frequencies nCO become higher
compared to unsubstituted derivative. In Fig. 2 the points
for the trans ortho substituents do not fall on the same
straight linewith para substituents. It has been proposed53


that in the case of trans isomers an additional through
space interaction between the negatively charged
heteroatom of the ortho substituent and the positively
charged C atom of the carbonyl group could stabilize the
resonance form of the carbonyl bond. Furthermore, in the
case of trans rotamers of phenyl esters of ortho-
substituted benzoic acids the additional through space
interaction appeared to surpass the inductive influence of
the ortho substituents from trans position.


In the case of the phenyl ester of ortho-amino benzoic
acid only one carbonyl band was observed
(nCO¼ 1709.8 cm�1). Very low value of nCO shows
strong interaction between the ortho NH2 substituent and
the carbonyl CO group. Similar to acetophenones54 this
could be explained by the intramolecular NH. . .O
hydrogen bond that depresses the nCO value considerably.
This hypothesis is also supported by the DFT calcu-
lations.


As was mentioned above, another alternative expla-
nation for the splitting of the carbonyl band, namely
Fermi resonance, cannot be excluded.25,26 The Aryl–C
stretch appears to be at around 850–870 cm�1. When the
overtone of this vibration happens to be at the similar
frequency to the C——O stretch vibration, the C——O
stretch band splits resulting in the higher and lower
stretching frequency compared to the fundamental
carbonyl stretching bands. At the molecular level, this
interaction is due to an overlapping of the p orbitals. This
overlapping forms an extended system where electrons
are delocalized. The lower stretching frequencies are
considered to be caused by expanded conjugation effects.
The introduction of a C——C bond adjacent to the carbonyl
group results in the electron delocalization in the carbonyl


double bond. Resonance increases the single bond
character of the C——O bond and consequently, lowers
its force constant resulting in the lower frequency of
carbonyl absorption.


We propose that the split of the experimental carbonyl
stretching bands in the phenyl esters of ortho-substituted
benzoic acids (Table S3) could be ascribed to the
conformational isomerism rather than to Fermi reson-
ance. The existence of cis/trans conformations was
supported by frequency calculations with Density
Functional Theory (DFT) method (Table S1). Between
the computed frequencies, (nCO)calc, for cis and trans
rotamers, and the corresponding experimental nCO values
was found an excellent correlation (Eqn (8), R¼ 0.989).
Similarly, earlier6,9 study of the variation of the nCO
values with solvent and temperature proved that in ortho-
substituted methyl and t-butyl benzoates the split of the
split carbonyl stretching bands has been attributed to cis
and trans isomers but not to Fermi resonance.


The carbonyl stretching frequencies nCO for substituted
alkyl benzoates, C6H5CO2R, and for ethyl esters of
substituted acetic acids,24 XCH2CO2C2H5, were found to
be dependent on both the inductive and the steric effects
of substituents (Tables 1 and S5). The stronger electron-
acceptor substituents in alkyl benzoates shift the carbonyl
stretching frequencies nCO towards higher values.
However, due to the steric consequences the influence
of the inductive effect is suppressed and the carbonyl
stretching frequencies of the substituted alkyls appeared
to be lower than expected.


CONCLUSIONS


Substituted phenyl benzoates with ortho, meta, and para
substituents as well as alkyl substituents in the ester part
(C6H5CO2C6H4-X, C6H5CO2R) showed experimentally a
single infrared carbonyl stretching band. In the case of
ortho substituents (X——Cl, Br, I, F, OCH3, CF3) in
benzoyl part in substituted phenyl benzoates, X-
C6H4CO2C6H5, doublet infrared carbonyl stretching
bands were observed. Calculations with the DFT method
and correlation analysis proved for meta- and para-
substituted phenyl benzoates s-trans conformation where
the plane of the benzene ring in the benzoyl part of the
ester is coplanar with the carbonyl bond plane and the
plane of the benzene ring in the phenoxy part is twisted
nearly perpendicular relative to the carboxyl bond plane.
The calculations with DFT method at the B3LYP/6-
311þG�� and 6-31þG� levels and correlation analysis
support the existence of cis and trans conformations with
respect to the carbonyl bond for the phenyl and methyl
esters of ortho-substituted benzoic acids. The ortho
substituent effect on nCO for cis rotamers in benzoyl part
of esters was described by the inducive sI and the steric
EB
s scales. To correlate the substituent effect in trans


isomers both the sþ
p scale characteristic of the direct polar
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resonance and steric EB
s scale were significant. In both cis


and trans conformers the aromatic plane in benzoyl part
of the esters was twisted out of coplanarity with respect to
the carbonyl bond plane due to the steric hindrance of
ortho substituents.


Supplementary material


The following supplementary material is available in
Wiley Interscience:


Table S1, the results of DFT B3LYP/6-311þG��


calculations of electronic energies E, Gibbs energies G
(at 298K), IR frequencies nCO, and dipole moments m for
substituted phenyl benzoates; Table S2, results of DFT
calculations for methyl esters of 2-substituted benzoic
acids; Table S3, infrared carbonyl stretching frequencies
nCO for substituted phenyl esters of benzoic acid and
phenyl esters of substituted benzoic acids in CCl4; Table
S4, infrared carbonyl stretching frequencies nCO for
substituted alkyl benzoates, C6H5CO2R in CCl4; Table
S5, results of the literature nCO values treatment
according to Eqns (1)–(7) for substituted phenyl esters
of 3-phenylpropionic acid, methyl esters of benzoic acids,
benzoic acids, alkyl esters of benzoic acid, and alkyl
esters of acetic acid; Table S6, the substituent constants
for meta-, para-, and ortho-substituents used in corre-
lations; Table S7, the substituent constants for alkyl
substituents used in correlations. The preparation
procedure and analyses of substituted phenyl and alkyl
benzoates; the 1H and 13C NMR spectra for phenyl 4-tert-
butylbenzoate, phenyl 3-dimethylamino benzoate, 3-
fluoro- and 3-cyanophenyl benzoates are available as
supplementary material. This material is available at the
epoc website at http://www.wiley.com/epoc. at Wiley
Interscience.
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Roux M-V, Exner O. Eur. J. org. Chem. 1999; 1589–1594.


49. Laurence C, Berthelot M. J. Chem. Soc., Perkin Trans. II 1979; 98–
102.


50. Dubis AT, Grabowski SJ. J. Phys. Chem. A 2003; 107: 8723–
8729.


51. Neuvonen H, Neuvonen K, Pasanen P. J. Org. Chem. 2004; 69:
3794–3800.


52. Exner O. Filderova Z, Jehlička V. Collect. Czech. Chem. Commun.
1968; 33: 2019–2028.


53. Olivato PR, Yreijo MH, Andrade EM, Rodrigues A, Zukerman-
Schpector J, Distefano G, Dal Colle M. J. Mol. Structure (Theo-
chem) 2002; 618: 245–258.


54. Krueger PJ. Can. J. Chem. 1973; 51: 1363–1367.


Copyright # 2006 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2006; 19: 654–663


DOI: 10.1002/poc


INFLUENCE OF SUBSTITUENTS ON THE IR STRETCHING FREQUENCIES 663








Kinetics and mechanism of the reaction of benzyl
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ABSTRACT: The reaction of metal zinc with various benzyl halides in dimethylformamide has been studied. The low-
temperature ESR-spectroscopy is used to show that reaction of zinc with benzyl bromide and benzyl iodide occurs
to form benzyl radicals. Benzyl chloride reacts with zinc at 77K to form benzyl radicals and ion-radical pairs
RX �� � Zn �þ. Nevertheless these pairs disappear at temperatures higher than 110K. The investigation of the reaction
stereochemistry and the use of a radical trap provide evidence in favor of a radical mechanism. The optical activity has
been proved in the course of the formation of organozinc halide from (þ)-R-1-halogen-1-phenylethane at low
temperature. The kinetic features of the reaction have been studied. Benzyl iodide reacts with zinc at transport-
controlled rate. The reaction of zinc with benzyl chloride and benzyl bromide in DMF occurs according to Langmuir–
Hinshelwood scheme, the adsorption of reagents taking place on similar active centers of metal. The kinetic and
thermodynamic parameters of the reaction have been clarified. The comparison of kinetic parameters with those
reported in literature evidences that the limiting step of reaction is halogen atom transfer (inner sphere electron
transfer). Copyright # 2006 John Wiley & Sons, Ltd.


KEYWORDS: zinc; benzyl halides; dimethylformamide; benzylzinc halides; mechanism; ESR spectra; kinetics;


stereochemistry; halogen atom transfer; inner-sphere electron transfer; benzyl radicals; ion-radical pairs; Langmuir–


Hinshelwood scheme; adsorption


INTRODUCTION


Organozinc halides have been proved to be preparatively
useful for a number of reactions.1,2 However, the
mechanism of their formation is uncertain and the kinetic
and thermodynamic parameters are poorly investigated.3


The experimental conditions normally used in carrying out
the reaction reflect the accumulated experience of synthetic
chemists.1,2 The lack of information prevents wide
application of benzyl zinc halides for industrial purposes.
In this paper the mechanism of benzyl halide reaction with
zinc in dimethylformamide (DMF) has been investigated.
The kinetics of this reaction have been studied in detail.


EXPERIMENTAL


Equipment and analytical measurements


1H-NMR spectra were recorded on a Jeol LTD FX-90 Q
spectrometer using 25–30% solutions in CDCl3. Chemical


shifts are given in ppm relative to tetramethylsilane as
internal standard. The accuracy of chemical shifts was
�0.01 ppm. Elemental analyses were carried out on ‘Carlo
Erba 1100’ instrument according to standard procedure.4


The ESR spectra were recorded at 77K on a Radiopan
radiospectrometer in films of zinc co-condensates with
benzyl halides (1:50) according to literature5,6 at frequency
of 9GHz without saturation and amplitude broadening.
Zinc vapor was prepared by evaporating the purified metal
from corundum crucible at 570–600K 10�5mmHg. The
rate of evaporation of Zn was 0.2mmolmin�1. Benzyl
halideswere evaporated at 273–308K. The IR spectra were
measured on an IMPACT 400d (NICOLET) and Perkin–
Elmer 325 spectrophotometers; the samples were prepared
in KBr and in suspension in mineral (vaseline) oil. Specific
polarized light plane rotation wasmeasured on anA-1 EPO
automatic polarimeter (d¼ 0.018).


The purity of initial substances was monitored and the
quantitative analysis of organic reaction products was
carried out using gas chromatography (GC). The
conditions of GC analysis were described previously.7


The reaction products were isolated by preparative liquid
chromatography (LC) on a Tsvet-304 chromatograph
equipped with a UV detector (l¼ 254 nm) using
steel column (l¼ 250mm, d¼ 4mm). Silasorb 600
(Chemapol, Czech Republic, particle sizes 15–25mm)
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was used as the sorbent; a 5:1 hexane–diethyl ether
mixture was used as the eluent. The reaction products in
gaseous phase were analyzed by GC with Tsvet-800
instrument equipped with a thermal conductivity detector
and a steel column (l¼ 2m, d¼ 3mm), packed with
molecular sieves 4A (0.25mm fraction). The column
temperature was 50 8C; argon was used as the carrier gas
(the flow rate was 100mLmin�1).


Organic reaction products were analyzed on a Hewlett–
Packard GC MS instrument (HP 5972 mass-selective
detector, HP 5890 chromatograph) using a capillary
column (l¼ 30m, d¼ 0.25mm) with a diphenyl (5%)
stationary phase supported on polydimethylsiloxane. The
column temperature was 40–250 8C; the heating rate was
308/min. Helium was a carrier gas (the carrier-gas flow
rate was 1mLmin�1). The injector temperature was
250 8C, and the detector temperature was 280 8C.


Inorganic reaction products (Zn(I) and Zn(II) cations)
were determined by ion chromatography on a Tsvet-3006
chromatograph by using Diacat-3 columns (Elsiko,
Moscow; l¼ 150mm, d¼ 3mm). An aqueous 4mM
ethylenediamine, 5mM citric acid, and 5mM tartaric acid
solution was used as an eluent. The rate of elution was
15mLmin�1. The sample volume was 100mL (after
1:1000 dilution with water). The anions were analyzed on
a steel column (l¼ 2m, d¼ 4mm). Khiks-1 (Institute of
Chemistry of the Academy of Sciences of Estonia,
particle size 15mm) was used as the sorbent. A 0.03M
Na2CO3 solution in water was used as the eluent (flow rate
was 2mLmin�1). The volume of sample was 10mL. Zinc
sample purities were verified by atomic absorption
spectrometry on a GBC-908 AA (Australia) equipment
according to standard procedure.


Reagents


Zinc powder (Aldrich Chemicals Co Ltd. of >99.998%
purity, 100 mesh) was commercially obtained. In order to
investigate low temperature reaction of benzyl halides
with atomic zinc, the metal was purified by a sevenfold
sublimation in vacuo (10�3mmHg) at 920–930K.


A zinc wire (Goodfellow Corporation, ZN005090 zinc,
d¼ 0.05mm, Zn content of 99.0% and ZN005115 zinc,
d¼ 0.25mm, Zn content of 99.99%) was exposed to
concentrated nitric acid for 5–10 sec, and washed with
water, acetone, and then DMF. The entire operation was
carried out in oxygen-free argon.


All organic compounds were commercially obtained.
The purity of commercial samples (Aldrich Chemicals
Co. Ltd.) of benzyl chloride and benzyl bromide was
checked by GC compounds which contained toluene or
were less than 99% pure were purified by low-
temperature fractional recrystallization or by fractional
distillation.


Benzyl iodide was prepared according to a known
procedure,8 the yield was 90%. B.p. 61–628/3mmHg (lit8


b.p. 60–62 8C/3mmHg). 1H NMR d (ppm): 4.19 (s, 2H,
CH2), 7.03 (m, 5H, Ph).


Synthesis of (þ)-R-1-chloro-1-phenylethane was car-
ried out by interaction of (�)-S-1-phenylethanol with
POCl3 in the presence of pyridine in pentane.


9 Yield 76%.
B.p.¼ 80–81 8C/17mmHg, a25


D þ 94.18 (l¼ 1). Lit. data:
b.p.¼ 78–82 8C/17mmHg, a25


D þ 125.48 (l¼ 1, 100%).
91H NMR (CDCl3):1.68 (d, 3H, CH3), 4.86 (dd, 1H, CH),
7.14 (m, 5H, Ph).


Synthesis of (þ)-R-1-bromo-phenylethane was carried
out by interaction of (�)-S-1-phenylethanol with POBr3
in the presence of pyridine in pentane.10 Yield 74%.
B.p.¼ 86–87 8C/11mmHg, [a]25D þ 73.38 (l¼ 1) (From
Ref. 10, b.p.¼ 86–87 8C/11mmHg, [a]25D þ 96.38 (l¼ 1,
100%)). 1H NMR (CDCl3): 1.68 (d, 3H, CH3), 4.86 (dd,
1H,CH), 7.14 (m, 5H, Ph).


Synthesis of (�)-S-1-phenylethanol was carried out
as described in literature.11,12 Yield 55%. B.p.¼ 94–95 8C/
14mmHg, [a]25D � 37.658 (l¼ 1). Lit. data: b.p.¼ 94–95 8C/
14mmHg, [a]25D � 44.28 (l¼ 1).121H NMR (CDCl3):1.21 (d,
3H, CH3), 3.78 (q, 1H,CH), 7.06 (m, 5H, Ph).


Synthesis of gaseous DCl was carried out by
interaction of sulfuric acid-d2 (Aldrich Chemicals Co.
Ltd., 98%) with NaCl in the presence of DCl (37%
solution in D2O, Aldrich Chemicals Co. Ltd.).


All solvents were purified according to standard pro-
cedures.13 All organic compounds were freed from
dissolved gases by repeatedly freezing and thawing at re-
duced pressure and stored in ampoules in the absence of air.


Reaction of benzyl halides with zinc,
general procedure


A solution of 21.5mmol PhCH2Hal (Hal¼Br, I) in
11mL DMF was slowly added (1/each 5 sec) to 1.7 g
(26mmol) of zinc powder at 0 8C, which had been
activated according to procedure.14 After 2 h of stirring at
5 8C the mixture was filtered. The filtrate was treated with
50mL benzene. Precipitated white crystals were filtered
off, washed by hexane and then evacuated. The reaction
of zinc with PhCH2Cl in DMFwas carried out by a similar
procedure, except that the reaction mixture was stirred at
40 8C for 12 h.


[Zn(DMF)2Cl2]. Yield 48%, m.p. 117–118 8C (lit15


m.p.¼ 118 8C). Analysis: C6H14N2ZnCl2O2 calculated: C
25.51, H 5.00, Cl 25.10, N 9.92, O 11.33, Zn 23.15%.
Found: C 25.53, H 5.02, Cl 25.07, N 9.98, O 11.29, Zn
23.11%. IR (KBr), n¼ 1670 (C——O), 1510 (C—N), 1430
(CH3), 1255 (C—N), 1122 (C—N), 695 (OCN) cm�1. IR
(mineral oil), n¼ 384 (Zn—O), 335 (Zn—Cl), 299 (Zn—
Cl) cm�1.


[Zn(DMF)2Br2]. Yield 47%, m.p. 119–120 8C (lit15


m.p.¼ 120 8C). Analysis: C6H14N2ZnBr2O2 calculated: C
19.41, H 3.80, Br 43.03, N 7.54, O 8.62, Zn 17.60%. Found:
C 19.43, H 3.77, Br 43.05, N 7.51, O 8.60, Zn 17.64%. IR
(KBr), n¼ 1670 (C——O), 1500 (C—N), 1430 (CH3), 1255
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(C—N), 1123 (C—N), 698 (OCN) cm�1. IR (mineral oil),
n¼ 384 (Zn—O), 258 (Zn—Br), 299 (Zn—Br) cm�1.


The residue was poured into a 20% solution of HCl.
Organic products of reaction were extracted with benzene
(50mL). Toluene, 1,2-diphenylethane and 4,40-dimethyl-
biphenyl were found as products and benzyl halides and
DMF were found as remaining starting materials. The
yields of resulting compounds are recorded in Table 1.


Toluene. b.p.¼ 109–110 8C, n20D ¼ 1.4969. (lit13 m.p.¼
110 8C, n20D ¼ 1.4969). MS (EI, 70 eV): calculated m/z¼
92.06 (M), found m/z¼ 92 [M]þ (71.8), 91 [M—H]þ


(100), 90 [M—2H]þ (5.1), 65 [M—C2H3]
þ (12.8), 63


[M—C2H4]
þ (10.3).


1,2-Diphenylethane. m.p.¼ 51–52 8C (lit16 m.p.¼
51–52 8C). 1H NMR (CDCl3): d¼ 2.82 (s, 4H, —
CH2—), 7.02 (m, 10H, -Ph.) ppm. MS (EI, 70 eV):
calculated m/z¼ 182.11 (M), found m/z¼ 182 [M]þ (23),
91 [M/2]þ (100).


4,40-Dimethylbiphenyl. MS (EI, 70 eV): calculated
m/z¼ 182.11 (M), found m/z¼ 182 [M]þ (100), 167
[M—CH3]


þ (56), 152 [M—2CH3]
þ (15).


Identification of radical species in solution


The reaction in a fivefold excess of a radical trap was
studied similarly to the general procedure. Dicyclohexyl
deuterophosphine (DCPD) was used as the radical
trap.17,18 The residues of benzyl chloride and DMF, as
well as 1,2-diphenylethane and a-deuterotoluene, were
detected in the benzene solutions. Table 1 summarizes the
yields of organic reaction products.


a-Deuterotoluene. 1H NMR (CDCl3): d¼ 2.32 (m,
2H, —CH2—), 7.15 (m, 5H, -Ph.) ppm. MS (EI, 70 eV):
calculated m/z¼ 93.07 (M), found m/z¼ 93 [M]þ (100),
92 [M—H]þ (93), 91 [M—D]þ (46), 66 [M—H—C2H2]


þ


(9), 65 [M—C2H2D]
þ (11).


Study of the reaction kinetics


The reactions of zinc with benzyl halides in DMF were
studied by the resistometric method19 according to
the published procedure20 in a water- and oxygen-free
atmosphere of argon. The kinetics of the reaction were
studied by monitoring the electrical resistance of species
during experiments. Species were zinc wire (diameters
were 0.25 and 0.05mm and lengths were 100 and
6.25mm). Consequently, an increase in species electrical
resistance reflects a decrease in the thickness of the wire.


To obtain kinetic and thermodynamic parameters of the
process, three series of experiments were carried out. The
first one was carried out at initial CRHal¼ 0.5mol L�1 and
initial CDMF was changed from 0.2 to 7mol L�1 (Fig. 1,
curve 1). The second series was realized at initial
CDMF¼ 0.5mol L�1 and initial CRHal was changed also
from 0.2 to 7mol L�1 (Fig. 1, curve 2). We made the third
series at initial CDMF¼ 2mol L�1. In this case the initial
CRHal was changed from 0.2 to 7mol L�1 (Fig. 1, curve
3). Benzene was used as a neutral solvent for
determination of the kinetic characteristics of the reaction
of zinc with benzyl chloride in the presence of DMF.18


The reaction was studied in the kinetic mode, as
evidenced by the independence of the rate of zinc
dissolution in the test medium from the rate of stirring.
Benzyl iodide reacts with zinc at a transport-controlled
rate. Tables 2 and 3 summarize the results of this study.


Studies of the reaction of atomic zinc with
benzyl halides at low temperature


Co-condensation of zinc with benzyl halides.
Studies of the low-temperature reaction of zinc with
benzyl halides were carried out in a vacuum apparatus
similar to that reported previously.21 The reagents were
evaporated in an evacuated (10�4mmHg) reactor
(V¼ 10L) and condensed on the reactor surface cooled
with liquid N2. Atomic zinc was prepared by evaporating


Table 1. Product composition in the oxidative dissolution of zinc in benzyl chloride-DMF systems in the presence (and in the
absence) of radical trap


N RHal DCPD/RHala T (K) Time (h)


Yield, %


R–H R–Db R–Rc


1 RCl 0:1 313 12 96 — 4
2 5:1 313 12 44 56 —
3 5:1 313 15 44 56 —
4 RBr 0:1 278 2 95 — 5
5 0:1 313 0.5 78 — 22
6 5:1 313 0.5 32 68 —
7 RId 0:1 278 2 85 — 15


a impurity of dicyclohexyl phospine 1%.
b impurity of toluene 1%.
c impurity of 4,40-dimethylbiphenyl< 0.1%.
d Benzyl iodide decomposes at higher temperature to form iodine.
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the purified metal from a corundum crucible at 570–
600K.22 The rate of evaporation of Zn was
0.2mmolmin�1. Benzyl halides were evaporated at
273–308K (PhCH2Hal:Zn¼ 50–100:1). The duration
of co-condensation was 2–4 h.


Acidolysis of reaction products at 160K. After
completion of the co-condensation of zinc with benzyl
halides, the samples were heated to 160K, kept at this
temperature for 20min, and then cooled down to 77K.
DCl (50 g) was condensed on their surfaces. After the end
of the evacuation, the reactor was filled with dry and pure
Ar (760mmHg). The samples were heated to 160K (at
this temperature the film melted and decolorized) and


kept at this temperature for 20min. The excess of DCl
was removed at 190–200K (100mmHg). The reaction
mixtures were heated to 298K. The liquid (298K) and
gaseous (160K) phases were analyzed by GC. Reaction
products were isolated by preparative LC. Yields are
shown in Table 4.


Acidolysis of reaction products at 298K. Once co-
condensation of zinc with benzyl chloride and DMF was
completed and evacuation terminated, the reactor was
filled with dry pure Ar (760mmHg). The samples were
heated to 298K. At this temperature the film melted and
decolorized. The reaction mixtures were treated with 20%
solution of DCl in D2O (99.5 atom. % D, Aldrich) at
298K in pure, dry Ar. The liquid and gaseous phases were
analyzed by GC. The reaction products were isolated by
preparative LC. The results are given in Table 4.


Detection of benzylpolyzinc hydrides. After com-
pletion of co-condensation of zinc with benzyl halides, the
samples were heated to 160K, kept at this temperature
for 20min, and then cooled down to 77K. CCl4 was con-
densed on their surfaces. The CCl4-containing samples were
kept at 160K for 1 h. Acidolysis of the samples was carried
out at 160 and 298K. The liquid and gaseous phases were
analyzed by GC. Reaction products were isolated by
preparative LC. Yields are shown in Table 4.


Chloroform. MS (EI, 70 eV): calculated m/z¼ 117.91
(M), found m/z¼ 118 [M]þ (1), 117 [M—H]þ (0.7), 83
[M—Cl]þ (100), 82 [M—H—Cl]þ (4), 70 [Cl2]


þ (1), 47
[M—H—2Cl]þ (36), 36 [HCl]þ (1).


Study of stereochemistry


A solution of 50mmol (þ)-R-1-bromo-1-phenylethane in
50mL DMF was slowly added at �15 8C to 100mmol
zinc powder, which had been activated according to the


Table 2. Kinetic and thermodynamic parameters of the oxidative dissolution of zinc in the benzyl chloride–DMF system
calculated using the Langmuir–Hinshelwood mechanism with adsorption of the reagent and the solvent at identical active
centers of the metal


Parameter k � 103 (g cm�2min�1) K1 (Lmol�1) K2 (Lmol�1)


T (K)
283 0.413� 0.004 1.20� 0.01 0.273� 0.002
293 1.13� 0.01 0.864� 0.008 0.195� 0.002
303 2.55� 0.02 0.639� 0.005 0.138� 0.001
313 6.02� 0.05 0.471� 0.004 0.0979� 0.0008
323 12.2� 0.1 0.369� 0.002 0.0715� 0.0006
333 27.4� 0.2 0.274� 0.002 0.0548� 0.0005


ra 0.999 0.999 0.999
EA (kJmol�1) 64.9� 2.0
DH8


RHal (kJmol�1) �22.9� 0.8


DH8
DMF (kJmol�1) �25.5� 0.8


DS8RHal (Jmol�1K�1) �79� 4


DS8DMF (Jmol�1K�1) �101� 7


a Sample correlation coefficient.
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Figure 1. Rates (w) of the zinc reaction with benzyl
chloride in DMF as a function of initial concentrations (C)
of mixture components in benzene at 283K. W-dependence
on: (1) CDMF, CRHal¼0.5mol L�1 (the initial CDMF was ranged
from 0 to 7mol L�1, the initial CRHal is kept constant); (2)
CRHal, CDMF¼0.5mol L�1 (the initial CRHal was ranged from 0
to 7mol L�1, the initial CDMF is kept constant); (3) CRHal,
CDMF¼ 2mol L�1 (the initial CRHal was ranged from 0 to
7mol L�1, the initial CDMF is kept constant)
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procedure described in Ref. 14. After 3.5 h of stirring at
�15 8C the mixture was filtered. The filtrate was treated
with 50mL benzene. Precipitated white crystals were
filtered off, washed by hexane and then evacuated. The
reaction of zinc with (þ)-R-1-chloro-1-phenylethane in
DMF was carried out by a similar procedure, except that
the reaction mixture was stirred at 30 8C for 10 h. The
residue was poured into 20% solution DCl in D2O (99.5%
D). Organic products of reaction were extracted with
benzene (50mL). Yields are shown in Table 5. The
reaction products were as follows:


Mixtures of RS-1-phenylethane-1D and pheny-
lethane (1 and 4). 1H NMR (CDCl3): d¼ 1.20 (d, 3H,
CH3) (1), 1.24 (t, 3H, CH3) (4), 2.62 (q, 1H, CH) (4), 2.66
(m, 2H, CH2) (1), 7.19 (m, 5H, -Ph.) ppm.


RR,SS-2,3-Diphenylbutane (2). B.p. 130–132 8C/
7mmHg, n20D ¼ 1.5557. 1H NMR (CDCl3): d¼ 1.17 (d,
6H, 2CH3), 2.76 (m, 2H, CH—CH), 7.24 (m, 10H, 2Ph.)


ppm (From Refs. 23 and 24 data: b.p. 130–132 8C/
7mmHg, n20D ¼ 1.5557.).


RS,RS-2,3-Diphenylbutane (3). B.p. 144–149 8C/
12mmHg, m.p. 126–127 8C. 1H NMR (CDCl3):
d¼ 1.03 (d, 6H, 2CH3), 2.75 (m, 2H, CH—CH), 7.24
(m, 10H, 2Ph.) ppm (From Refs. 23 and 24, b.p. 144–
149 8C/12mmHg, m.p. 126–127 8C.).


Styrene (6). 1H NMR (CDCl3): d¼ 5.20 (m. 1H,
CH2


——), 5.70 (m. 1H, CH2
——), 6.69 (m. 1H, —CH——),


6.90 (m. 5H, Ph). MS,m/z (%): 104 [M]þ (100), 103 [M—
H]þ (40), 102 [M—H]þ (12), 78 [M—C2H2]


þ (32), 77
[M—C2H3]


þ (24), 51 [M—C4H5]
þ (28).


The co-condensation of (þ)-R-1-halogen-1-pheny-
lethane with zinc (10:1) was carried out according to
co-condensation of zinc with benzyl halides. Acidolyses
of products at 160 and 298K were similar to those of
products in the case of unsubstituted benzyl halides.


Table 3. Kinetic and thermodynamic parameters of the oxidative dissolution of zinc in the benzyl bromide–DMF system
calculated using the Langmuir–Hinshelwood mechanism with adsorption of the reagent and the solvent at identical active
centers of the metal


Parameter k � 102 (g cm�2min�1) K1 (Lmol�1) K2 (Lmol�1)


T (K)
283 1.05� 0.01 1.85� 0.01 0.272� 0.002
293 1.90� 0.01 1.21� 0.01 0.194� 0.002
303 3.72� 0.02 0.893� 0.007 0.132� 0.001
313 6.41� 0.05 0.646� 0.006 0.0986� 0.0008
323 11.5� 0.1 0.477� 0.003 0.0719� 0.0007
333 18.8� 0.1 0.355� 0.003 0.0548� 0.0004


ra 0.999 0.999 0.999
EA (kJmol�1) 45.6� 1.4
DH8


RHal (kJmol�1) �25.5� 1.0


DH8
DMF (kJmol�1) �25.3� 0.8


DS8RHal (Jmol�1K�1) �85� 6


DS8DMF (Jmol�1K�1) �100� 7


a Sample correlation coefficient.


Table 4. Composition of reaction products obtained by acidolyses of zinc co-condensates with benzyl halides


RHal RHal/Zn T (K)a


Yield, % mol


Zn/RD Zn/D2 ncR–R R–D D2
b CHCl3


RCl 50 160 16.7 75.7 7.6 0.05 1.10 11 1.10
50 298 35.6 64.4 — — 1.00 — 1.00


100 160 34.5 62.4 3.1 0.01 1.05 21 1.05
100 298 44.2 55.8 — — 1.00 — 1.00


RBr 50 160 32.7 67.3 — 0.001 1.00 — 1.00
50 298 40.0 60.0 — — 1.00 — 1.00


100 160 44.4 55.6 — — 1.00 — 1.00
100 298 49.0 51.0 — — 1.00 — 1.00


RI 50 160 58.8 41.2 — — 1.00 — 1.00
50 298 73.5 26.5 — — 1.00 — 1.00


a The acidolysis was carried out at temperatures listed.
bD2 contains trace amounts HD.
c n is the amount of Zn atoms in PhCH2ZnnCl �DMF.
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RR,SS-, RS,RS-diphenylbutanes, styrene, (þ)-S-1-phe-
nylethane-1-D were found as products.


(þ)-S-1-Phenylethane-1D (1). B.p. 135–136 8C, n20D ¼
1.4954, [a]20D þ 0.06 (l¼ 0.1). 1H NMR (CDCl3): d¼ 1.23
(d, 3H, CH3), 2.62 (q, 1H, CH), 7.20 (m, 5H, -Ph.) ppm
(From Refs. 23 and 24, b.p. 135–136 8C, n20D ¼ 1.4919,
[a]20D þ 0.81 (l¼ 0.1).).


Studies of the low-temperature reactions of compact
zinc with (þ)-R-1-halogen-1-phenylethane were carried
out in an apparatus similar to that reported previously.21


Zinc was evaporated in an evacuated (10�4mmHg)
reactor (10 L) from corundum crucible at 570–600K and
condensed on the reactor surface cooled with liquid N2.
(þ)-R-1-Halogen-1-phenylethane was condensed on the


zinc film surfaces (RHal:Zn¼ 1:1). Acidolysis of
products at 160 and 298K were similar to those of the
products in the case of unsubstituted benzyl halides.
RR,SS-, RS,RS-diphenylbutanes, styrene, (þ)-S-1-phe-
nylethane-1-D were found as products.


(þ)-S-1-Phenylethane-1D (1). [a]20D þ 0.15 and [a]20D þ
0.03 (l¼ 0.1) (FromRefs. 23 and 24 [a]20D þ 0.81 (l¼ 0.1)).


RESULTS AND DISCUSSION


The reaction of zinc with benzyl halides and DMF is
outlined in Scheme 1.


While benzene is added to the reaction mixture, white
crystals of [Zn(DMF)2Hal2] (47–48%) are formed:


The residues are treated with 20% solution HCl in H2O.
Thus the yield of toluene reflects that of benzylzinc
halides. Hydrogen was not observed in the gaseous
phase.


The analysis of water solutions demonstrated that the
samples contained Zn2þ cations and halide anions, whose
ratio corresponded to the formula ZnHal2 (Hal¼Cl, Br,
or I). Zn (I) was not found. The evaporation of solvents in
vacuo gives colorless crystals of ZnHal2 � 2H2O. Organic


Table 5. Yields of products 1–5 (%) in the stereochemical study of the Zn-benzyl halide reaction


RHal T (K) Solvent


Yields of products, % (optical purity, %)


1 2 3 4 5


Cl 303 DMF 90.4 4.1 4.0 1 0.5
160a — 52.8 (18.5) 23.8 23.1 0.3 —
298a — 34.8 (7.4) 31.0 30.0 2.2 2.0
160 — 40.5 29.5 28.6 0.8 0.6
298 — 15.8 40.4 39.1 2.4 2.3


Br 258 DMF 78.3 10.3 10.0 0.9 0.5
160a — 35.7 (3.7) 32.5 31.2 0.4 0.2
298a — 22.0 37.2 36.1 2.4 2.3
160 — 28.9 35.1 34.1 1 0.9
298 — 7.4 44.4 43.1 2.6 2.5


a Benzyl halide was condensed on zinc film surfaces.


Hal¼Cl, Br, I


Scheme 1. Hal¼Cl, Br, I
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products yields are given in Table 1. The total amount of
organic products corresponds to 100%. As expected, the
order of decreasing halide reactivity is I, Br, Cl. The
reaction of zinc with benzyl iodide is facile at low
temperature. However, benzyl iodide provides lower
yield of organozinc compounds (Table 1) than benzyl
bromide and benzyl chloride do. As illustrated in entries 4
and 5, the yield of benzylzinc halides is temperature
dependent. Significant amounts of organozinc com-
pounds are found in entries 1 and 4. 1,2-Diphenylethane
and 4,40-dimethylbiphenyl were found as side products
and 4-benzyl-1-methylbenzene was not detected. It may
be reasonable to assume that the reaction proceeds
according to the radical mechanism. In this case
isomerization of benzyl radical occurs only in the radical
pair.25


The paramagnetic particles that formed in the reaction
of zinc with benzyl halides were studied by ESR-
spectroscopy. The ESR spectrum of the co-condensate of
zinc with benzyl bromide at 77K shows a triplet of
quartets with width of about 50G and g factor of
2.002� 0.002, aHCH2


of 16.6� 1.0G, aHo of 5.5� 0.6G, aHp
of 5.5� 0.6G. The ESR spectrum of the co-condensate of
zinc with benzyl iodide is analogous to that of the co-
condensate of zinc with benzyl bromide. However, the
former is more poorly resolved. The comparison of the
parameters of the typical ESR spectrum obtained in this
research with those of benzyl radicals in solid matrices
allows the assignment of the signals of this spectrum to
benzyl radical.7,18,26


The ESR spectrum of the co-condensate of zinc with
benzyl chloride is a superposition of the triplet quartets
(which is similar to the spectrum of zinc co-condensate
with benzyl bromide and benzyl iodide) and a singlet with
a half-width of 8� 2G. The ESR spectra are similar for
reactions of benzyl chloride with magnesium7 and zinc.
We may conclude that the singlet with a half-width of
8� 2G corresponds to the ion-radical pair of the
RX �� � Zn �þ type and the absence of hyperfine structure
is related to exchange processes.7 According to ESR
spectra, the total fraction of paramagnetic species in the


samples at 77K amounts to 9, 12, 22% for Cl, Br, I of the
amount of precipitated zinc atoms and depends on the
energy of the carbon–halogen bond in the starting benzyl
halide (95, 69 and 45 kcalmol�1).27 Examination of the
ESR spectra recorded at different temperatures provides
data on the stability and conversion of the reaction
intermediates. The intensity of the ESR signal gradually
decreases as the co-condensate of Zn with benzyl halides
are heated to 100K. In the case of Zn co-condensates with
benzyl chloride the signal of the ion-radical pair (singlet)
decreases more rapidly than that of benzyl radical and


completely disappears at 110K. At temperatures higher
than 130–150K, the resolution of the ESR-spectra is
substantially impaired, apparently due to the overlap of
the signals of benzyl and 4-tolyl radicals, as well as of the
signals of the corresponding radical pairs. The ESR signal
of zinc co-condensates with benzyl chloride disappears at
170K. In that of benzyl bromide and benzyl iodide the
ESR signal disappears at 185 and 210K, respectively.


While excess of benzyl halide is settling on to the zinc
film surface (the thickness of the film is about 10�4mm),
UHF power dissipation increases. The consequent
decreases of ESR spectrum resolution can be attributed
to increases in the zinc film electroconductivity. The
paramagnetic particles appearing in benzyl halide
compact zinc systems are identical to the particles
formed when atomic zinc films are used. The ESR
spectrum of benzyl chloride-compact zinc film is similar
to the low-intensity spectrum of zinc co-condensate with
benzyl chloride, with the ratio singlet:triplet of quartets
being increased by two- to threefold. The main cause of
this increase is the stabilization of ion-radical pairs by
charge distribution among the whole group of zinc atoms.


Mono- and polyorganomagnesium compounds can be
formed as a result of the decay of ion-radical pairs
RX �� �Mg �þ


n . The mechanism of this reaction also
depends on the bond-breaking energy of the carbon–
halogen bond of the starting benzyl halide.7,28 The spectra
obtained show that ion-radical pairs are possible
intermediates in the formation of organozinc halides
from benzyl derivatives. The reaction mechanism seems
to be dependent on the type of halogen in the benzyl
halide. The composition of organozinc compounds was
determined by acidolysis co-condensates of zinc with
benzyl halides (1:50–100). The ratio metal:matrix of
1:100 leads to approximately 85% of atomic and 15% of
dimeric metal. The ratio metal:matrix 1:10 000 results in
atomic metal.7,22 The low melting point of DCl made it
possible to detect the reaction products both before
(159K) and after (298K) defrosting of the sample.
Organozinc compounds have been observed reacting with
DCl according to the scheme:


As represented in Table 4 the benzyl chloride shows
high yield of benzylzinc halides (75.7%) at 160K. When
the RHal/Zn ratio was increased to 100, the yield of
organozinc compounds was reduced to 62.4%. For the
reaction of zinc-benzyl bromide, observations are similar
to those for benzyl chloride: 67.3 and 55.6%. The
comparison of the results in Table 4 shows that the rise of
temperature causes an increase in the yield of homo-
coupled product and a decrease that of benzylzinc halides.


The formation of organopolymagnesium hydrides was
observed in the reactions of Mg with organic halides
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which were characterized by high energies of the
cleavage of the carbon–halogen bond28 while these
products were not detected in the reactions of Mg with
benzyl halides.7 Benzylpolyzinc halides and hydrides
react with DCl to form D2:


It can be seen from Table 4 that detectable amounts of
D2 were found only in the reaction of zinc with benzyl
chloride. The appearance of D2 in small amounts
indicates that benzylpolyzinc halides and benzylpolyzinc
hydrides are absent in the reaction mixture or present in


insignificant amount at 298K. A minor amount (<15%)
of the cluster structures and their disappearance after
acidolysis at 298K can easily be explained: benzylpo-
lyzinc halides can decompose already at 160K to form
zinc in the reaction:


The amount of hydride complexes was estimated by
CCl4 condensation on to the sample surface at 77K before
acidolysis. According to GC data listed in Table 4 the
amount of chloroform in acidolysis products was
about 0.05% for the case of zinc-benzyl chloride co-
condensate and less than 0.01% and 0.001% for the
case of systems containing benzyl bromide and


benzyl iodide. Thus we can conclude that ion-radical
pairs are not suitable intermediates in reaction of zinc
with benzyl halides. Outer-sphere electron transfer can
appear partly in the case of benzyl chloride at low
temperature.


We have studied the reaction of optically active (þ)-R-
1-haloghen-1-phenylethane with zinc in DMF hoping to
obtain experimental evidence for optical activity reten-
tion at the asymmetry center in the course of formation of
organozinc compounds:


Table 5 shows that this reaction results in the formation
of optically inactive RS-1-phenylethane-1-D and four other
unlabeled hydrocarbons 2–5. The formation of optically
inactive 2, 3with the ratio of 2:3 equal to 1.03:1 along with
traces of 4 and 5, shows that the reaction occurs according
to the radical mechanism by which recombination and
disproportionation of 1-phenylethyl radical can proceed
after they enter the solution. However, organozinc halide
racemization may proceed just after its formation. To
confirm this assumption, we have studied the low-
temperature reaction of zinc with (þ)-R-1-halogen-1-
phenylethane. The co-condensation of a zinc vapor with
(þ)-R-1-halogen-1-phenylethane (1:10) which were pre-
cipitated in themolecular beammode on the surface cooled
with liquid N2 produced white films. The acidolysis was
carried out by DCl at 160 and 298K:


Hal¼Cl, Br
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It is shown in Table 5 that isolation of 52.8% the (þ)-S-
1-phenylethane-1-D (Hal¼Cl, 160K) with optical purity
of 7.4% may be evidence for partial formation of
benzylzinc chlorides on the zinc surface or by decay of
ion-radical pair. The condensation of (þ)-R-1-halogen-1-
phenylethane on zinc film surface results in dark films.
After completion of condensation of (þ)-R-1-halogen-1-
phenylethane the sample were heated to 160K, kept at this
temperature for 3 h and then cooled down to 77K. The
acidolysis of the samples was carried out by DCl at 160 and
298K. The result of this reaction was formation of (þ)-S-
1-phenylethane-1-D with optical purity 3.7% (Hal¼Br).
Such optical purity of 1-phenylethane-1D does not exceed
that for 1-phenylethyl radical recombination within a
solvent cage. The high optical purity of (þ)-S-1-
phenylethane-1-D 18.5% (Hal¼Cl) is associated with
partial formation of ion-radical pairs in reaction of (þ)-R-
1-chloro-1-phenylethane with zinc at low temperatures
(160K, Table 5). Comparison of the optical purities of
reaction products outlined in Table 5 and the proportion of
deuterium in 1-phenylethane-1-D both lead us to conclude
that the reaction of benzyl halides with Zn occurs on the
metal surface. Racemization of benzylzinc halides takes
place in the solution through fast structure inversion.


After having obtained evidence for radical intermedi-
ates in the reaction of zinc with benzyl halides, next we
sought for an agent to trap these radicals in the solution.
We have shown18,26 that DCPD17 can be utilized as
trapping agent for benzyl radicals. Table 1 shows the
results of reaction of benzyl halides with zinc in DMF
when 5 equi. of DCPD were added. Entries 2 and 3 show
that DCPD does not react with benzylzinc halides during
the reaction or after it was completed. Comparison of the
data from entries 1,4 and 2,6 show that the radicals that
escaped the zinc surface are trapped by DCPD. Thus in
this case it appears that among the benzylzinc halides
formed in this reaction, a minimum of 52% results from
radicals that diffuse into the solution and then return to the
zinc surface.


The reaction kinetics of the oxidative dissolution of Zn
in the benzyl halide-DMF system has been studied using
the resistometric method. This method provides an
opportunity to study various kinetic features of fast


heterogeneous reactions; it is characterized by high
accuracy and reproducibility of results.18,19,29 In order to
determine the kinetic characteristics of the process, the
reaction is performed in a neutral solvent of benzene
ðDNSbCl5 ¼ 0:42 kJ �mol�1Þ3. The kinetic experiments
were performed in pure benzene (Figs. 1 and 2, point
CDMF¼ 0 of curves 2, 3). The rate of the reaction in pure
benzene was smaller than the sensitivity of the equipment
under our conditions. Benzyl iodide reacts with zinc at a
transport-controlled rate: it increases with increasing
stirring rate (1000–2500 rpm). The solution exhibits new
absorption band of l¼ 520 nm. It may be concluded that
benzyl iodide decomposes to form iodine.30 Benzyl
chloride and bromide react with zinc in DMF at a
nontransport-controlled rate.


Figures 1 and 2 exhibit kinetic curves that have
maxima. An increase in the concentration of DMF from
0.5 to 2mol L�1 did not change the shape of the curves,


Hal¼Cl, Br
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Figure 2. Rates (w) of the zinc reactionwith benzyl bromide
in DMF as a function of initial concentrations (C) of mixture
components in benzene at 283K. W-dependence on: (1)
CDMF, CRHal¼ 0.5mol L�1 (the initial CDMFwas ranged from 0
to 7mol L�1, the initial CRHal is kept constant); (2) CRHal,
CDMF¼0.5mol L�1 (the initial CRHal was ranged from 0 to
7mol L�1, the initial CDMF is kept constant); (3) CRHal,
CDMF¼2mol L�1 (the initial CRHal was ranged from 0 to
7mol L�1, the initial CDMF is kept constant)
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showing the dependence of the reaction rate on the
concentration of benzyl halide. This indicates that the
process proceeds by the Langmuir–Hinshelwood mech-
anism with adsorption of the reagent and the solvent at
identical active centers of the metal surface18,31:


PhCH2Halþ S ÐK1 ðPhCH2HalÞS (1)


Solvþ S ÐK2 ðSolvÞS (2)


ðPhCH2HalÞSþ ðSolvÞS �!k3 products


Scheme 2:


ð3Þ


where Solv is DMF; Hal¼Cl or Br, K1 and K2 are the
equilibrium constants of benzyl halide and DMF
adsorption, respectively; k3 is the rate constant of the
limiting step and it corresponds to the formation of
reaction products; S are the active centers at which the
adsorption of benzyl chloride and DMF takes place. In
this case, surface coverages derived from the Langmuir
isotherms for adsorption of individual components appear
in the rate equation, and the reaction rate can be expressed
by Eqn (4):


w ¼ kK1K2½PhCH2Hal�½DMF�
ð1þ K1½PhCH2Hal� þ K2½DMF�Þ2 (4)


where k¼ k3 �N2; N is the amount of active centers of the
metal surface at which the adsorption of benzyl halide and
DMF takes place. The Langmuir–Hinshelwood scheme
for the test process suggests that the interaction of
adsorbed reactant molecules with the metal surface, viz. a
surface chemical reaction, is a rate-limiting step of the
reaction.


The treatment of the experimental relations (Figs. 1
and 2) using the set of Eqns (1)–(3) allowed to determine
the equilibrium constants of benzyl halide and DMF
adsorption on the surface of zinc (K1 andK2, respectively)
and the rate constant k of the chemical reaction.


The Eqn (4) can be written as


1


w1=2
¼ 1þ K1½PhCH2Hal� þ K2½Solv�


ðkK1K2½PhCH2Hal�½Solv�Þ1=2
When [PhCH2Hal]¼ const:


½Solv�1=2
w1=2


¼ 1þ K1½PhCH2Hal�
ðkK1K2½PhCH2Hal�Þ1=2


þ K2½Solv�
ðkK1K2½PhCH2Hal�Þ1=2


where


K2


ðkK1K2½PhCH2Hal�Þ1=2
¼ a


and


1þ K1½PhCH2Hal�
ðkK1K2½PhCH2Hal�Þ1=2


¼ b


Then


½Solv�1=2
w1=2


¼ a½Solv� þ b


The similar operations for [Solv]¼ constant lead to


K1


ðkK1K2½Solv�Þ1=2
¼ a1


and


1þ K2½Solv�
ðkK1K2½Solv�Þ1=2


¼ b1


K1 ¼ a1ða½Solv� þ bÞ
bb1 � aa1½PhCH2Hal�½Solv�


K2 ¼ a


b
ð1þ K1½PhCH2Hal�Þ


k ¼ K2


a2K1½Solv�
The study of the reaction kinetics at different


temperatures allowed to obtain EA of the chemical
reaction and enthalpies and entropies of adsorption of the
reagents on the zinc surface. As Tables 2 and 3 show, the
Arrhenius plots of the rate or equilibrium constants versus
1/T gave good correlations (r¼ 0.999). The high accuracy
of results obtained favors the mechanism (Scheme 2).
Therefore, the adsorption of benzyl halides and DMF
should be the first steps of the reaction. The limiting step
is inner- or outer-sphere electron transfer. The equi-
librium constants K2, enthalpy and entropy for adsorption
of DMF have the same values in reactions of benzyl
bromide and chloride (Tables 2 and 3). The enthalpies and
entropies of adsorption values obtained indicate that DMF
and benzyl halides do not dissociate on zinc surface
during adsorption.32


Nechaev et al. have shown that the adsorption of
organic compounds on metal surface depends on the
ionization potential of these organic compounds only.33–
36 PhCH2Hal and DMF have similar ionization potentials
and this is a reason why they have similar DHads values.


The rate constant ratio, kRBr/kRCl, may provide an
independent information for the reaction mechanism. The
free-radical reaction would lead to kRBr/kRCl¼ 3000–
500037 and SN2-mechanism would lead to kRBr/
kRCl¼ 100.38 Benzyl bromide reacts much faster than
benzyl chloride with zinc in DMF. The surface size of
zinc wire for reaction with benzyl chloride was 80 times
as much as for that of benzyl bromide. The relative rate of
zinc reaction with benzyl halides in DMF kRBr/kRCl¼ 773
(318K) and kRBr/kRCl¼ 369 (353K) as calculated from
temperature relations agree well with the order reported
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for halogen atom transfer rate-limited radical mechanism
(760 at 318K39 and 496� 128 at 363K28). The result
obtained agree well with data reported in Rieke’s paper.
The author proposes that the electron transfer between Zn
and substrates possesses an inner sphere transfer
character.40


Comparison of the results with the published data3 on the
oxidative dissolution of zinc in the EtI-DMF system
demonstrated that DHads DMF at the surface of zinc
remained almost unchanged (�25.5 and �25.5�
0.8 kJmol�1) with replacement of EtI by PhCH2Hal,


whereas the corresponding values for a organic halide
changed considerably (from �3.3 to �22.9� 0.8 and
�25.5� 1.0 kJmol�1). This fact indicates the selective
adsorption of a dipolar aprotic solvent, which participates in
the reaction, on the surface of zinc.


CONCLUSIONS


The results of this work indicate that the benzyl halide
reaction with zinc in DMF takes place at the metal surface
by halogen atom transfer mechanism (inner sphere
electron transfer) via formation of benzyl radicals, which
undergo recombination and isomerization mainly in
solution. The reaction occurs by Langmuir–Hinshelwood
mechanism (adsorption of reagent and solvent takes place
at identical active centers of the metal surface) according
to the following scheme.


The limiting step of the reaction of benzyl halides
with zinc is a halogen atom transfer to metal surface.


react quickly with benzyl halide :


Recombination and isomerization of benzyl radicals
proceed mainly in solution according to the scheme:
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The coordination compounds of zinc(II) with organic
ligands in the solution are formed via the following
sequence:


ZnHal2DMFþ DMF ! ZnHal2 � 2DMF


PhCH2ZnHal DMFþ DMF ! PhCH2ZnHal � 2DMF


where Hal¼Cl, Br, I.
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ABSTRACT: The reaction of bromide ions with methyl naphthalene-2-sulfonate (MeNS) has been investigated in
water–dimethyl sulfoxide, DMSO, tetradecyltrimethylammonium bromide, TTAB, micellar solutions, with theweight
percentage of DMSO up to 50%. In order to quantitatively rationalize the micellar kinetic effects observed,
conductivity, surface tension, and steady-state fluorescence measurements were used to get information about the
micellar reaction media. Results showed that changes caused by the addition of different amounts of DMSO to TTAB
aqueous micellar solutions are made evident from the kinetic micellar effects, these being a helpful tool to obtain
information on the micellar reactionmedia in the presence of the added organic solvent. Copyright# 2006 JohnWiley
& Sons, Ltd.


KEYWORDS: TTAB; micelles; DMSO; kinetics; thermodynamics; structure


INTRODUCTION


Dimethyl sulfoxide (DMSO) is a common organic solvent
that has been used widely in biological studies and as a
drug carrier across cell membranes.1–3 Due to two lone
pairs on its oxygen atom, DMSO can interact with water
forming strong hydrogen bonds. A single DMSO
molecule is thought to form hydrogen bonds with as
many as four water molecules simultaneously.4 In
addition, the two methyl groups provide a non-polar
attribute to the molecule causing effects of hydrophobic
hydration and hydrophobic association of DMSO
molecules. This combination of polar and non-polar
characteristics makes DMSO and its aqueous solutions an
important solvent in organic chemistry and fine chemical
technology.2,5 The ability of a solvent to bring about the
self-association of conventional amphiphiles can be
characterized by its Gordon parameter,6G ¼ go=V


1=3
,


where go is the solvent surface tension and V its molar
volume. For pure DMSO, the Gordon parameter is
1.02 Jm�3. Since G values equal or higher than 1.0–
1.2 Jm�3 seem to be required for self-association of the
micellar type, micellization is expected to occur in pure


DMSO and, more so in water–DMSO mixtures. On this
basis, DMSO seems to be an appropriate organic solvent
in order to investigate how the addition of an organic
solvent to an aqueous micellar solution affects the rate of
a micelle-modified reaction. The chemical process chosen
was the well known SN2 substitution reaction methyl
naphthalene-2-sulfonate (MeNS)þBr�. In order to
quantitatively rationalize kinetic micellar effects, it is
necessary to obtain information about the micellar
reaction media used. Conductivity, surface tension, and
steady-state measurements were used to this purpose.


All measurements were done at 298.2K.


EXPERIMENTAL


Materials


Tetradecyltrimethylammonium bromide (TTAB) was
from Aldrich as were NaBr and DMSO. The surfactant
was used without further purification and its cmc in
water was in agreement with literature data (see Table 2).7


Hexadecylpyridinium chloride was from Fluka. Pyrene
was from Aldrich and was purified before use. MeNS was
synthesized following the method in the literature.8


Conductivity measurements


Conductivity was measured with a Crison microCM 2201
conductimeter connected to a water flow thermostat
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maintained at 298.2� 0.1K. The conductimeter was
calibrated with KCl solutions of the appropriate
concentration range.


Surface tension measurements


The surface tensions were measured by a du Noüy ring
method using a KSV 703 digital tensiometer (Finland)
equipped with an automatic device to set the time
between two consecutive measurements and to select the
rising velocity of the platinum ring. A water-jacketed
sample beaker connected to a cryostat was used to control
the sample temperature. Prior to each measurement, the
ring was rinsed with ethanol and then heated briefly by
holding it above a Bunsen burner until glowing. The
vessel was cleaned by using chromic sulfuric acid, boiled
in distilled water, and then flamed with a Bunsen burner
before use. The precision in the measurements was
�1mNm�1. Care has to be taken in using the du Noüy
ring method to deduce surfactant properties, because the
surfactant adsorption kinetics can influence the results.9


In our experiments, the ring rising velocity was chosen
low enough to allow the surfactant adsorption to reach
equilibrium.


Fluorescence measurements


Fluorescence measurements were made by using a
Hitachi F-2500 fluorescence spectrophotometer. The
temperature was kept at 298.2� 0.1K by a water flow
thermostat connected to the cell compartment.


A study of the fluorescence quenching of pyrene by N-
hexadecylpyridinium chloride, CePyCl, was carried out.
The introduction of pyrene in the water–DMSO micellar
solutions was done as in Ref. [10]. The pair pyrene/
CePyCl ensures that the residence time of the quencher in
the micelles is much longer than the fluorescence lifetime
of the probe.11 The probe concentration was kept low
enough (2� 10�6mol dm�3) to avoid excimer formation,
and the quencher concentration was varied from 5� 10�5


to 25� 10�5mol dm�3. These values give [pyrene]/
[micelles] and [quencher]/[micelles] ratios low enough
to ensure a Poisson distribution.12 Some comments about
the aggregation numbers obtained will be made below.


Kinetics


The reaction between MeNSþBr� was recorded at
326 nm in a Unicam Helios-g spectrophotometer in the
presence of NaBr 0.1M. Sodium bromide was added to
the reaction media because in its presence, the
reproducibility of the kinetics in water–DMSO TTAB
micellar solutions was better than in its absence. MeNS


was added in 10ml of acetonitrile to 1ml of the reaction
solution at 298.2K, so that the organic substrate
concentration in the reaction medium was 10�4M. The
kinetics were followed for more than five half-lives in all
the water–DMSO micellar media. The observed rate
constants were obtained from the slopes of the
ln(At�A/) against time plots, At and A/ being the
absorbances at time t and at the end of the reaction,
respectively. Each experiment was repeated at least twice,
and the observed rate constants were reproducible within
precision of better than 5%. The temperature was
maintained at 298.2� 0.1K using a water-jacketed cell
compartment connected to a water flow thermostat.


In order to check the reliability of our kinetic data, the
reaction was followed in hexadecyltrimethylammonium
bromide micellar solutions, at [surfactant]¼ 0.04M, in
the presence and in the absence of NaBr 0.02M. The
observed rate constants obtained were 8.3� 10�4 and
7.4� 10�4 s�1, respectively, in good agreement with
literature data.8


RESULTS


Figure 1 shows the dependence of the observed rate
constant for the SN2 reaction MeNSþBr� on TTAB
concentration in various water–DMSO TTAB micellar
solutions, in the presence of NaBr 0.1M.


The cmc of the water–DMSO TTAB solutions, in the
presence of NaBr 0.1M, were determined by using
surface tension measurements (see Fig. 2). These data are
summarized in Table 1. Surface tension measurements
also provide information about the adsorption of
surfactants at the air–liquid interfaces. The surface
excess concentration, Gmax, and the minimum area per
surfactant molecule, Amin, at the air–solvent interface


Figure 1. Influence of the TTAB, on the observed rate
constant, kobs(s


�1), for the reaction MeNSþ Br� in various
water–DMSO TTAB micellar solutions (T¼ 298.2K)
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were obtained by using the following equations:


Gmax ¼ � 1


qRT


@g


@ lnC


� �
T ;P


(1)


Amin ¼ 1


GmaxNA


(2)


Here R is the gas constant, NA is Avogadro’s number, g
is the surface tension, and C is the concentration of
surfactant in solution. The quantity q is the number of
solute species whose concentration at the interface
changes with change in the value of C. q is 1 for non-
ionic and zwitterionic surfactants and 2 for ionic
surfactants. In the water–DMSO surfactant solutions
studied, NaBr 0.1M was present. Therefore, the ionic
strength of the solutions can be considered constant for
the surfactant solutions in the premicellar region and, as a
consequence, the value of the coefficient q is unity.13 The
values of Gmax and Amin are listed in Table 1. These values
correspond to water–DMSO TTAB solutions in the
presence of NaBr 0.1M. Nonetheless, the presence of this
moderate concentration of salt is not expected to affect the
surface tension data strongly14 and the values of the Gmax


and Amin corresponding to the TTAB solutions in the
absence of salt are expected to be similar to those
summarized in Table 1. The minimum area per surfactant


molecule corresponding to pure water obtained in this
work is in agreement with previous results,15 although it
is smaller than that obtained through neutron reflection
measurements.16


Table 2 shows the values of the critical micelle
concentration and of the micellar ionization degree, a, of
the water–DMSO TTAB solutions investigated in the
absence of NaBr 0.1M. The authors determined these
cmc and a values from inflections in plots of conduc-
tivity, k, against the surfactant concentration (Williams
method17), as described in Ref. [18] (see Fig. 3).
Nonetheless, since this method has been criticized,19


the authors also used the Phillips method20 in order to
estimate the cmc values. This method was applied
through an integration by the Runge-Kutta method and a
least-square Levenberg–Maquardt fitting, as described in
Ref.[21]. The cmc values obtained by the two methods
were in good agreement, thus giving reliability to the cmc
and a values listed in Table 2. It is worth noting that the
cmc and a values corresponding to pure aqueous
solutions are in agreement with literature values.8


The aggregation number, Nagg, of the micelles present
in the micellar solutions studied are also listed in Table 2.
These values were obtained from the quenching of pyrene
fluorescence by hexadecylpyridinium chloride (see
Fig. 4). The Nagg value in TTAB aqueous micellar
solution is small as compared with the literature value.22


This could be due to the quenching processes not being
particularly effective in the large TTAB micelles.23 There
is another point that could also be responsible for the
small aggregation numbers obtained: bromide ions can
quench the pyrene excited state.23 With this in mind,
attention will be paid to how the presence of the organic
solvent influences the aggregation numbers of TTAB
micelles and it seems reasonable to conclude that Nagg


decreases as the percentage by weight of DMSO in the
mixture increases.


Table 4 shows solvent surface tension, go, the molar
volume, V , and the Gordon parameter, G ¼ go=V


1=3
, for


the water–DMSO mixtures used as bulk phase in the
cationic micellar solutions investigated. The molar
volume of the mixtures were estimated from
V ¼ VDMSOXDMSO þ Vwaterð1� XDMSOÞ.


DISCUSSION


The dependence of the observed rate constant on
surfactant concentration for the reaction of bromide with
MeNSþBr� (Scheme 1) in various water–DMSO TTAB
micellar solutions are shown in Fig. 1. This Figure shows
that kobs increases upon increasing surfactant concen-
tration in all the water–DMSO mixtures investigated,
which can be explained by considering that an increase in
[TTAB] causes a further incorporation of MeNS into the
cationic micelles, where the interfacial bromide ion
concentration is large. On the other hand, for a given


Figure 2. Dependence of the surface tension, g (mN m�1),
of various water–DMSO TTAB solutions on ln([Surfactant])
(T¼ 298.2K)


Table 1. Critical micelle concentration, cmc, surface excess
concentration, Gmax, and minimum area per surfactant mol-
ecule, Amin, for TTAB in water–DMSO mixtures in the pre-
sence of NaBr 0.1M (T¼298.2K)


DMSO
(wt%)


cmc
(�104mol dm�3)


Gmax


(�106molm�2)


A
min


(�1020m2)


0 3.4� 0.2 2.6� 0.1 64� 2
20 8.6� 0.4 2.4� 0.1 69� 3
30 17.4� 0.8 2.3� 0.1 72� 4
40 41� 2 2.1� 0.1 79� 4
50 61� 3 2.0� 0.2 85� 4
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surfactant concentration, the observed rate constant is
smaller when theweight percentage of the organic solvent
is higher. If pseudophase kinetic models are considered,
kobs can be written as:24


kobs ¼ kbulk2 ½Br�bulk� þ ðkm2 =VmÞ½Br�m �Km


1þ Km½TTABm� (3)


Here [Br�bulk] and [Br�m] are the bromide ion concen-
trations in the bulk and micellar pseudophases referred to
the total solution volume. Vm is the molar volume of
the reactive region at the micellar surface and Km is the
equilibrium binding constant which describes the
distribution of the organic substrate between the bulk
and micellar pseudophases. [TTABm] is the micellized
surfactant concentration, equal to the total surfactant
concentration minus the cmc. (km2 /Vm)¼ k2m (s�1) is the
second order rate constant in the micellar pseudophase
written with concentrations expressed as molar ratios,
[Br�m]/[TTAB], and kbulk2 is the second order rate constant
of the reaction in the bulk phase. kbulk2 values were
obtained experimentally, they being equal to 7.7� 10�5,
8.3� 10�5, 9.5� 10�5, 10.7� 10�5mol�1 dm3 s�1 for 0,
20, 30, and 50% weight percentage of DMSO,
respectively. At this point, it is worth noting that the
reaction of MeNS with water can make a contribution to
the reaction MeNSþBr�,9,25 although this contribution


is not significant except at low surfactant concentrations.
Kinetic data have been corrected, when necessary, from
the spontaneous hydrolysis contribution as in Ref. 26].


The bromide ion concentrations [Br�bulk] and [Br
�
m] can


be estimated by considering that the incorporation of the
bromide anions into the TTAB micelles can be described
by Eqn (4):27


KBr� ¼ ½Br�m�
½Br�bulk�ð½TTABm� � ½Br�m�Þ


(4)


Considering Eqn (4) and the mass balance, one can
write:


KBr�½Br�m�2 � ðKBr�½TTABm� þ KBr�½Br�T � þ 1Þ
� ½Br�m� þ KBr�½TTABm�½Br�T � ¼ 0 ð5Þ


where bromide ions come from the surfactant and from
the NaBr present in the reaction media. The authors
considered a KBr� value of 900 dm3mol�1 in TTAB
aqueous micellar solutions.26 For the other micellar
reaction media, KBr� was estimated from its dependence
on a (Eqn (6)). In this way, for any water–DMSO TTAB


KBr� ¼ 1� a


a2½TTABm� (6)


micellar solution with an ionization degree equal to a,
KBr� can be calculated by:


KBr�
900


¼ ð1� aÞ 0:232
ð1� 0:23Þa2


(7)


where 0.23 is the micellar ionization degree of the
aqueous TTAB micelles and 900 their corresponding
KBr� value. The kinetic measurements were carried out in
the presence of NaBr 0.1M, whereas the micellar


Table 3. Fitting parameters for the reaction MeNSþ Br� in
DMSO–water TTAB bromide micellar solutions at 298.2 K


DMSO (wt%) Km(mol�1 dm3) 104� k2m¼ (km2 /Vm) (s
�1)


0 505� 12 9.41� 0.08
20 150� 4 8.8� 0.1
40 43� 3 8.7� 0.2
50 20� 2 9.3� 0.3


Figure 3. Dependence of the specific conductivity, k,
in mS cm�1, on surfactant concentration for water–DMSO
TTAB solutions (T¼ 298.2K)


Table 2. Cmc, micellar ionization degree, a, aggregation number,Nagg, and standard Gibbs energy of micelle formation, DGo
M,


values for water–DMSO TTAB micellar solutions (T¼298.2K)


DMSO(wt%) cmc (�104mol dm�3) a Nagg
a �DGo


MðkJmol�1Þ
0 3.6� 0.1 0.23� 0.01 58� 3 24.6
20 7.3� 0.2 0.28� 0.01 48� 5 20.9
30 10� 0.2 0.31� 0.01 35� 4 19.2
40 15.1� 0.5 0.36� 0.02 23� 4 17.0
50 22.4� 0.7 0.39� 0.02 19� 3 15.1


a These aggregation numbers are approximated (see the text).
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ionization degrees listed in Table 2 correspond to the
micellar solutions in the absence of salt. However,
previous work has shown that TTAB micelles remain
spherical in water and in NaBr aqueous solutions at salt
concentrations up to 0.1M28,29 and no substantial changes
in the micellar ionization degree were considered within
that salt concentration range. Besides, both theory and
experiment indicate that ionization of the micelles for
ions that are not extremely hydrophilic, such as Br�, are
not particularly sensitive to the concentration of added
salt.30 On this basis, the KBr� values corresponding to the
different micellar reaction media were calculated by
using the micellar ionization degrees listed in Table 2 and
Eqn (7). KBr� values equal 900, 691, 478, and 420 dm3


mol�1 for water–DMSO TTAB micellar solutions with 0,
20, 40, and 50% weight percentage of DMSO in the
mixture, respectively.


Solid lines in Fig. 1 are the results of fitting the
experimental kinetic data by using Eqn (3). One can see
that the agreement between the experimental and the
theoretical data was good. The use of cmc, a, and kbulk2


experimental data has reduced as much as possible the
number of adjustable parameters and only one set of (km2 /


Vm) and Km values gives the best fitting for each of the
micellar solutions investigated. Nonetheless, given the
simplicity of the model used to rationalize the kinetic
data, only substantial changes in the adjustable
parameters are worth discussing.


The (km2 /Vm) and Km values obtained from the fittings
are listed in Table 3. This Table shows that k2m seems to
be independent of the weight percentage of DMSO
present in the micellar reaction media. On the other hand,
the equilibrium binding constant, Km, of the MeNS
molecules to the TTAB micelles decreases strongly when
the amount of DMSO increases. In regard to the latter, an
increase in the amount of DMSO results in a decrease in
the polarity of the bulk phase (the dielectric constant is
78.39 and 46.68 for pure water and pure DMSO at
298.2K31). This means that the water–DMSO bulk phase
is a better solvent for the organic substrate at higher
weight percentages of DMSO. Consequently, the affinity
of MeNS for the micellar pseudophase decreases when
wt% DMSO increases, also decreasing Km.


In order to compare the reactivity in water and in
micelles, the second order rate constant in the micellar
pseudophase expressed in mol�1 dm3 s�1, km2 , has to be
calculated (one cannot compare k2m, a second order rate
constant expressed in s�1, to kbulk2 , a second order rate
constant expressed in mol�1 dm3 s�1). Since km2 ¼ k2mVm,
from the k2m values listed in Table 3 and the Vm values, km2
can be estimated. From the data in Ref.,[26] the molar
reaction volume in TTAB aqueous micellar solutions was
estimated to be 0.33 dm3mol�1. Therefore, the km2 value
calculated for the reaction MeNSþBr� in TTAB
aqueous micelles was 3.1� 10�4 dm3mol�1 s�1, to be
compared to kbulk2 ¼ 7.7� 10�5 dm3mol�1 s�1. That is,
the presence of cationic TTAB micelles in pure water
increases the rate constant. The main factors involved in
this increase would be the electrophilic interaction of the
ammonium head groups and the forming naphthalene-2-
sulfonate ion and the disruption of the hydration shell of
the bromide ion.32 The km2 values in water–DMSO
micellar solutions could not be estimated because the
corresponding Vm values are not known. Taking into
account the decrease in the aggregation number found in
the micellar solutions investigated by increasing the %wt
of DMSO in the solutions, a reasonable assumption would
be that Vm decreases upon increasing the amount of
DMSO, or at least, a substantial increase in the molar
reaction volume is not expected by increasing wt% of
DMSO. Therefore, taking the k2m¼ (km2 /Vm) and kbulk2


values into account, one can conclude that the rate
constants of the reaction MeNSþBr� are larger in the
micellar pseudophases than in the bulk phase not only in
pure water, but also in the water–DMSOmixtures studied.
Table 3 shows that k2m is not practically affected by
changes in the weight percentage of DMSO. Therefore,
the diminution observed in kobs when wt% of DMSO
increases is mainly due to two factors: (i) A large decrease
in Km, which results in an increase of the contribution of


Table 4. Solvent surface tension, go, solvent molar volume,
V , and Gordon parameter, G, for various water–DMSO
mixtures. T¼ 298.2K


DMSO (wt%) go(mNm�1) V(dm3mol�1) G¼ go/V
1=3


(Jm�3)


0 71.8a 18.07a 2.74
20 69� 1 28.7 2.2
30 64� 1 34.0 2.0
40 57� 1 39.4 1.7
50 53� 1 44.7 1.5


100 42.8a 71.3a 1.03


V ¼ VDMSOXDMSO þ Vwaterð1� XDMSOÞ
a Taken from CRC Handbook of Chemistry and Physics, 8th ed., 2004–
2005.


Figure 4. Influence of the quencher (N-hexadecylpyridi-
nium chloride) concentration on the intensity of the pyrene
fluorescence in water–DMSO TTAB micellar solutions with
20 wt% DMSO (T¼298.2K)
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the reaction taking place in the bulk phase. Since the
reaction is slower in the bulk phase than in the micellar
pseudophase, the observed rate constant diminishes. (ii)
The increase in the micellar ionisation degree upon
increasing the amount of DMSO present in the mixture.
This increase will produce a diminution of the bromide
ion concentration at the micellar surface, the reaction site,
retarding the reaction.


From the data listed in Tables 1 and 2, additional
information about the micellar solutions used as reaction
media can be obtained. The Gibbs energy of micelliza-
tion, DGo


M, can be calculated by:33


DGo
M ¼ ð2� aÞ RTlncmc (8)


where a is the micellar ionization degree. This equation
applies when the aggregation number is large. Therefore,
taking into account the Nagg values listed in Table 2, DG


o
M


values obtained by using Eqn (8) for the higher weight
percentages of DMSO have to be considered as
approximated. DGo


M values in Table 2 shows that the
TTAB aggregation process is less spontaneous when
thewt%DMSO is larger. In this regard, the dependence of
the ability of water–DMSO mixtures to bring about the
self-association of conventional amphiphiles on the
weight percentage of DMSO can be related to its
cohesive energy density,6 which can be characterized by
the Gordon parameter, G ¼ go =V


1=3
, where go is the


solvent surface tension and V its molar volume. Table 4
shows the Gordon parameter values for the different
mixtures used as bulk phases in the micellar solutions
studied. TheG parameter points out that an increase in the
weight percentage of DMSO results in a decrease in the
solvent cohesiveness, thereby improving the solvation
of the hydrocarbon tails in the bulk phase and decreasing
the solvophobic effect. In relation to this, the increase
in the cmc by increasing wt%, EG can be explained by
taking into account that the transfer of the surfactant tail
from the waterþDMSO bulk phase into the micellar core
is less spontaneous when the amount of DMSO in the
mixture increases.33–35 This is due to the water-polar
organic solvent mixtures being better solvents for the
surfactant molecules than pure water.31 There is also a
dependence of the cmc on the interfacial energy
contribution to DGo


M,
34 but it is always much weaker


when compared to the dependence on the solvophobic
Gibbs energy contribution. As a consequence, cmc
increases upon increasing wt% DMSO. This increase is


responsible for the increase in the micellar ionization
degree observed when the weight percentage of DMSO
increases. An increase in the ionic strength due to the
increase in the monomer surfactant concentration
(accompanying the substantial increase in the cmc)
results in a diminution of the ionic interactions at the
micellar surface (screening effects) and, consequently, the
ionization degree increases upon increasing the weight
percentage of DMSO. With respect to the decrease in
the micellar aggregation numbers upon increasing the
amount of DMSO present in the mixture, it can be
explained by taking into account the decrease in
the interfacial energy contribution to DGo


M due to a
decrease in the solution–hydrocarbon interfacial tension
when the amount of DMSO in the mixture increases (see
the dependence of go on wt% DMSO in Table 4).34


Table 1 shows that G decreases, and A increases, when
the amount of DMSO present in the mixture increases.
This result can be related to changes in the water structure
due to the presence of DMSO, interactions between
DMSO and surfactant molecules, and the presence of
DMSO at the air–solution interface. In regard to the
solvent–surfactant interactions, an increase in the wt%
DMSO causes a decrease in the dielectric constant, in the
Reichardt parameter, ET, in the Gutman donor number,
DN, or in the p


�
polarity index31 of the mixture, this


meaning that the surfactant molecules will be solubilized
more easily and their tendency to be adsorbed at the air–
solution interface will decrease. As a consequence, the
surface excess concentration decreases and A increases
when wt% EG increases.


Summarizing, the thermodynamic and structural
changes caused by the presence of different amounts of
DMSO in aqueous TTAB micellar solutions control the
micellar effects observed on the reaction MeNSþBr�


taking place in these micellar solutions. The decrease in
kobs originated by the addition of DMSO is mainly the
result of two factors: (i) the decrease in the bromide ion
concentration at the micellar surface, where the reaction
takes place, due to an increase in the micellar ionization
degree, and (ii) the decrease in the equilibrium binding
constant due to the water–DMSO mixtures being a better
solvent for the organic substrate molecules than pure
water. The second-order rate constant in the micellar
pseudophase in any of the water–DMSO micellar
solutions studied is faster than in the bulk phase, although
it shows no dependence on changes in the wt% of DMSO.
The addition of DMSO, up to a percentage by weight of


Scheme 1
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50, to TTAB aqueous micellar solutions results in an
increase in the critical micelle concentration and in the
micellar ionization degree, whereas the micellar aggrega-
tion number decreases.
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ABSTRACT: The reactions of quinuclidines with phenyl, 4-methoxyphenyl, 4-chlorophenyl, and 4-nitrophenyl
chloroformates (PClF, MOPClF, ClPClF, and NPClF, respectively) in aqueous solution (25 8C, ionic strength
0.2MKCl) are followed spectrophotometrically and evaluated kinetically. Under amine excess, pseudo-first-order
rate coefficients (kobsd) are found. Plots of kobsdversus [quinuclidine] are linear, with the pH-independent slope (kN).
The Brønsted-type plots (log kNvs. pKa of quinuclidinium ions) are linear with slopes (b) of 0.32, 0.34, 0.31, and 0.23
for the reactions of PClF, MOPClF, ClPClF, and NPClF, respectively. The magnitude of the slopes suggests that these
mechanisms are stepwise, with the formation of a zwitterionic tetrahedral intermediate (T�) being the rate-
determining step. The sensitivity of log kN to the basicity of the nonleaving group (bnlg) is �0.16. By comparing
the reactions under investigation between each other and with similar aminolyses, the following conclusions can be
drawn: (i) the mechanisms for the quinuclidinolysis of the four chloroformates studied are stepwise. (ii) The reactivity
increases in the sequence MOPClF< PClF<ClPClF<NPClF. (iii) The change of the leaving group from 2,4-
dinitrophenoxide to chloro changes the mechanism from concerted to stepwise. (iv) Quinuclidines are more reactive
toward aryl chloroformates than isobasic secondary alicyclic amines. Copyright # 2006 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.wi-
ley.com/jpages/0894-3230/suppmat/


KEYWORDS: kinetics; aminolysis; aryl chloroformates; Brønsted plots


INTRODUCTION


Although there have been several reports on the kinetics
and mechanisms of the aminolyses (various types of
amines) of alkyl and aryl chloroformates,1 some aspects
of their mechanisms have not been clarified. The
pyridinolyses of phenyl and 4-nitrophenyl chloroformates
in acetonitrile show linear Brønsted-type plots with slopes
(b) of ca. 0.3, which were explained by stepwise
mechanisms where the formation of a zwitterionic
tetrahedral intermediate (T�) is the rate-determining
step.1d The reactions of secondary alicyclic (SA) amines
with a series of aryl chloroformates in water also show
linear Brønsted-type plots (b ca. 0.3) consistent with rate
limiting formation of the intermediate T�.1e,f Recently,
we undertook a kinetic and mechanistic study of the


reactions of pyridines and SA amines with S-methyl
chlorothiolformate (SMClTF).2


With both amines series, the mechanism is stepwise,
with formation of the intermediate T� being rate
determining for all the SA amines and also for the more
basic pyridines. Nevertheless, for the less basic pyridines,
breakdown to products of the tetrahedral intermediate is
the rate-determining step.2 The results obtained for the
reactions of SMClTF with pyridines are in accordance
with the biphasic Brønsted-type plot (b¼ 0.2 at high pKa


and b¼ 0.9 at low pKa) found for the pyridinolysis of
methyl chloroformate.1b


In order to further extend our investigations on the
kinetics of the aminolyses of chloroformates and in order
to clarify their mechanisms, in this work we report kinetic
results for the quinuclidinolysis of a series of 4-X-phenyl
chloroformates (4—X—C6H4—O—CO—Cl), with X——
H, MeO, Cl, and NO2 (PClF, MOPClF, ClPClF, and
NPClF, respectively). By comparing these reactions
between them, with the aminolysis (SA amines) of
some of the above chloroformates and with the
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quinuclidinolysis of diaryl carbonates,3,4 the effect of the
amine nature and that of the leaving and nonleaving
groups on the mechanism will be evaluated.


RESULTS AND DISCUSSION


Spectrophotometric study of intermediates
and products


This study was performed for some reactions. As an
example, we now describe the reactions of NPClF with 3-
hydroxyquinuclidine (in excess), at pH¼ pKa¼ 9.8, by
means of conventional spectrophotometry.


1 When the reactants are mixed, the ‘instantaneous’
formation of a band centered at 400 nm is observed,
due to 4-nitrophenoxide. Later, a much slower increase
of the same band occurs until 100% of 4-nitrophen-
oxide is reached and at the same time, the absorbance
of two bands centered at 260 and 290 nm decreases
until disappearance.


2 As the concentration of the amine increases, the absor-
bance value reached by the ‘instantaneous’ process
diminishes; nevertheless, the absorbance continues to
grow until that corresponding to 100% phenoxide anion.


These results can be explained by the reactions shown
in Scheme 1.


At very low amine concentration, the reaction occurs
by the hydrolysis path (k0). If it is assumed that this
process is very fast, the ‘instantaneous’ absorbance
corresponds to 100%.


As the amine concentration increases, the aminolysis
path, kN[N], becomes faster and the values of k0 and kN[N]
become comparable. In this case, not all of the substrate
forms 4-nitrophenoxide ion since part of it suffers
aminolysis, leading to the formation of the cationic
carbamate 1. This way only a fraction of the expected 4-
nitrophenoxide is formed ‘instantaneously.’ The rest will
be formed slowly by the hydrolysis of the cationic
carbamate (kH step) until the stoichiometric amount is


reached. In order to confirm this, the same reactions were
carried out by stopped-flow technique. In this case, the
formation of 4-nitrophenoxide at a very fast rate is
observed as soon as the reactants are mixed.


On the other hand, it is reasonable to assume that the
bands at 260 and 290 nm that disappear as the band at
400 nm increases, correspond to the cationic carbamate 1.
This assumption is supported by the facts that in several
reactions of chloroformates with secondary amines, this
type of compound has been isolated,1e,f and in the
reactions of the same substrates with tertiary amines,
amino intermediates, ascribed to cationic carbamates,
have been detected spectrophotometrically.1b,5


For the reaction of NPClF with monoprotonated 1,4-
diazabicyclo[2,2,2]octane (DABCOHþ) at pH¼ pKa¼
2.9, only the increase of a band at 330 nm, corresponding
to 4-nitrophenol, is observed. This result can be explained
assuming that the hydrolysis of the cationic carbamate
intermediate is faster than its formation plus the
hydrolysis of the substrate (kH� (k0þ kN[N])). This is
reasonable in view of the great instability of this dication
intermediate due to the additional protonation in N-4.


Kinetic results


In order to study the title reactions kinetically, some of
them were followed by stopped-flow techniques (without
external buffer) and the others (most of them) by
conventional spectrophotometry (with buffer).


The reactions followed by the stopped-flow were
carried out at pH values similar to that of the pKa of the
conjugate acid of the quinuclidines, at amine fractions ca.
0.3–0.5. At these pH values both, k0 and kN[N] of Scheme
1 are large and the appearance of the phenoxide anion
from the cationic intermediate (kH in Scheme 1) is
relatively very slow.


Most of the reactions were conducted under the
presence of external buffer (acetate or phosphate), and the
pH values were lower than the pKa of the conjugate acids
of quinuclidines, that is, at low amine fractions. For these
reactions, the values of both k0 and kN[N] were much
lower than the corresponding values at high pH.
Therefore, for these reactions, the appearance of the
corresponding phenol from the hydrolysis of the substrate
(kO in Scheme 1) is no longer ‘instantaneous,’ as observed
at higher pH values (see Spectrophotometric Study).
Similarly, the aminolysis reaction, kN[N], becomes much
slower than that at larger amine fraction (as in the
stopped-flow studies).


For the above reactions, the kinetics were measured by
following the appearance of the corresponding phenol
coming from the substrate (kO in Scheme 1), up to the
time where deviations from first-order kinetics occurred.
These deviations were caused by the slow appearance of
the corresponding phenol from the hydrolysis of the
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cationic carbamate (kH in Scheme 1). Under these
circumstances, pseudo-first-order kinetics were found.


For the reactions of the title chloroformates with
DABCOHþ, kH in Scheme 1 is very large and the
aminolysis of the substrate (kN[N] in Scheme 1) is the
rate-limiting step.


For all the reactions, followed as described in this
section, pseudo-first-order coefficients (kobsd) were
obtained (under amine excess). These were determined
by means of the kinetics software for first-order reactions
of the spectrophotometer. The experimental conditions of
the reactions and the values of kobsd are summarized in
Tables S1–S4 in the Supplementary Material.


The kinetic law obtained under the reaction conditions
is that described by Eqn (1), where P is the corresponding
phenol and/or phenoxide anion, S is the substrate, and
kobsd is the pseudo-first-order rate coefficient (under
excess amine).


d½P�
dt


¼ kobsd½S� (1)


Plots of kobsd against concentration of free quinuclidine
at constant pH were linear in accordance with Eqn (2),
where k0 and kN are the rate coefficients for hydrolysis
and aminolysis of the substrates, respectively. The values
of k0 and kN at each pH were obtained as the intercept and
slope, respectively, of plots of Eqn (2). These kN values
were pH independent within experimental error. The
definitive kN values were found as the average of those at
each pH.


kobsd ¼ k0 þ kN ½free amine� (2)


The fact that the value of kobsd increases with the amine
concentration rules out a SN1 mechanism, which has been
found to operate in some solvolysis (highly polar
solvents) of chloroformates and chlorothioformates.6


Table 1 shows the values of pKa of the quinuclidinium
ions and those of kN for the reactions under study. The pKa


of the conjugate acid of DABCOHþ ion was statistically
corrected (pKaþ log p/q) with p¼ 2. Neither the pKa of
the conjugate acid of the other quinuclidines nor the kN
values need statistical correction because for these q¼ 1


and p¼ 1. The statistical parameter q is the number of
equivalent basic sites of the amine and p is the number of
equivalent protons of the conjugate acid of the amine.7


With the pKa and kN values in Table 1, the Brønsted-
type plots (shown in Fig. 1) were obtained. These plots are
linear with slopes (b) of 0.32, 0.34, 0.31, and 0.24 for the
reactions of PClF, MOPClF, ClPClF, and NPClF,
respectively.


The values of b found for the reactions of quinuclidines
with aryl chloroformates (Fig. 1) are in agreement with
those obtained in the following stepwise aminolyses in
water, where the attack of the amine to the carbonyl group
is the rate determining step: (i) aryl chloroformates with
SA amines,1e,f (ii) aryl acetates with various types of basic
amines,8 (iii) methyl chloroformate with pyridines,1b (iv)
S-methyl chlorothioformate with SA amines,2 (v) methyl
4-nitrophenyl carbonates with basic SA amines,9 and (vi)
diaryl carbonates with basic quinuclidines.3


Table 1. Values of pKa for the conjugate acids of quinuclidines (that of DABCOH
þ statistically corrected) and kN values for the


reactions of these amines with phenyl (PClF), 4-methoxyphenyl (MOPClF), 4-chlorophenyl (ClPClF), and 4-nitrophenyl (NPClF)
chloroformatesa


Amine pKaþ log(p/q)


10�3 kN (s�1M�1)


MOPClF PClF ClPClF NPClF


Quinuclidine 11.4 200� 20 220� 20 210� 20 310� 30
3-hydroxyquinuclidine 9.8 50� 10 49� 6 80� 10 130� 10
3-chloroquinuclidine 9.0 39� 6 48� 4 70� 10 100� 10
3-quinuclidinone 7.5 7� 1 12� 1 24� 5 33� 3
DABCOHþ 3.2 0.36� 0.05 0.44� 0.01 0.57� 0.05 3.4� 0.5


a Both the pKa and kN values were determined in aqueous solution, at 25.0 8C, ionic strength 0.2M (KCl), except the pKa of DABCOH
þ, which was obtained


from the literature without specification of ionic strength.
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Figure 1. Brønsted-type plots (pKa of DABCOH
þ statistically


corrected) obtained in the reactions of quinuclidines with:
(a) phenyl (PClF), (b) 4-methoxyphenyl (MOPClF), (c) 4-chlor-
ophenyl (ClPClF), and (d) 4-nitrophenyl (NPClF) chlorofor-
mates, in water at 25.08C and an ionic strength of 0.2M
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Taking into account the slopes of the Brønsted plots
obtained, the discussion above, the kinetic law, and
product studies, the most likely mechanism for the
reactions under scrutiny is the stepwise process shown
Scheme 2, with k2� k�1. Namely, the rate-determining
step is the formation of the zwitterionic tetrahedral
intermediate (T�). In this Scheme, Ar is 4-X-phenyl (X——
H, MeO, Cl, NO2) and N represents a quinuclidine.


Those reactions that were measured in the absence of
external buffer, by stopped-flow, show the same values of
kN as those measured under the presence of external
buffer, at low free amine fractions. This means that the
amine-catalyzed nucleophilic attack of the external buffer
to the chloroformate can be ruled out.


On the other hand, at very large amine concentrations,
aminolysis is favored, relative to hydrolysis, and
carbamate is formed almost quantitatively. This fact
indicates that the amine-catalyzed hydrolysis of chlor-
oformates is much slower than the direct nucleophilic
attack of the amine on the chloroformate.


Effect of the nonleaving group


In order to evaluate the influence of the nonleaving group
of the substrate on the kinetics and mechanism of the
aminolysis reaction, the Brønsted plots of Fig. 2 were


obtained. These plots were drawn with the kN values
found in this work (Table 1) and the pKa values of the
conjugate acids of the nonleaving groups (the latter are
10.3, 9.9, 9.4, and 7.1, for 4-methoxylphenol, phenol, 4-
chlorophenol, and 4-nitrophenol, respectively).10


It can be observed that the bnlg values are negative for
all the quinuclidines, ranging from �0.06 to �0.3, with a
mean value �0.16. The sequence of reactivities of aryl
chloroformates (Table 1) may be traced to the negative
value of bnlg and value of the pKa of the phenols.


A multiparametric equation can be derived using the kN
values obtained in the quinuclidinolysis, together with the
pKa values of the conjugate acids of the nucleophiles and
nonleaving groups. This equation (statistically corrected
for the pKa of DABCOH


þ) is shown in Eqn (3) (n¼ 20,
R2¼ 0.972). In this equation, N and nlg correspond to the
nucleophile and nonleaving group, respectively, pKa(N)-
corr is pKa(N)þ log p/q; and the indicated errors are the
standard errors.


log kN ¼ ð3:4� 0:3Þ þ ð0:31� 0:01ÞpKaðNÞcorr
� ð0:16� 0:02ÞpKa ðnlgÞ (3)


A plot of experimental log kN against calculated
(through Eqn (3)) log kN (not shown) is linear with unity
slope and zero intercept.


Effect of the amine structure


Fig. 3 shows a comparison of the Brønsted-type plots
obtained for the reactions of aryl chloroformates with
quinuclidines (this work) and SA amines,1e,f both in
aqueous solution. It can be observed that the kN values
found for the reactions of quinuclidines are larger (about
10 times) than those obtained for the reactions of isobasic
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Figure 2. Logarithmic plot of experimental kN versus pKnlg


for the reactions of MOPClF, PClF, ClPClF, and NPClF with
quinuclidine (*), 3-hydroxyquinuclidine (*), 3-chloroquinu-
clidine (&), 3-quinuclidinone (&), and DABCOHþ (~) in
water, at 25.08C and an ionic strength of 0.2 (KCl)
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reactions of aryl chloroformates with quinuclidines (*, this
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an ionic strength of 0.2M
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SA amines with the same chloroformates.1e,f This result is
in agreement with the greater reactivity toward aryl 2,4-
dinitrophenyl carbonates shown by quinuclidines3 as
compared with isobasic SA amines.9


Comparison with carbonates


The reactions of quinuclidines with aryl chloroformates
(this work) and those with 4-X-phenyl 4-nitrophenyl
carbonates (X——Me, H, Cl) are stepwise.3,4a For the
reactions of chloroformates, formation of the intermedi-
ate T� is rate determining (b about 0.3), whereas for the
reactions with 4-X-phenyl 4-nitrophenyl carbonates
breakdown of T� to products is the rate determining
step (b¼ 1.0, 0.87, and 0.88 for X——H in water3 and X——
Cl and Me in aqueous ethanol,4a respectively). This
difference in the rate-determining step is due to the
much greater nucleofugality of Cl than 4-nitrophenoxy
from the corresponding T�. In fact, for the quinuclidi-
nolysis of aryl chloroformates, Cl is expelled faster
from the tetrahedral intermediate than all the quinucli-
dines of the series, whereas for the reactions of aryl
4-nitrophenyl carbonates all the quinuclidines are
expelled faster than 4-nitrophenoxy from the correspond-
ing T� intermediate.


The reactions of 4-X-phenyl 2,4-dinitrophenyl carbon-
ates (X——Me, H, Cl) with quinuclidines are concerted,4b as
shown by the linear Brønsted-type plots of slopes b ca. 0.57
found.4b This is in contrast with the reactions of the
same amines with aryl chloroformates, which are stepwise
(this work). This is in agreement with the fact that the
reactions of SA amines with 4-methylphenyl chlorofor-
mate are stepwise,1f in contrast to their reactions with
4-methylphenyl 2,4-dinitrophenyl carbonate, which are
concerted.11


The above means that 2,4-dinitrophenoxy destabilizes
the corresponding T� relative to chloro. Recently, we
have described the same behavior for the reactions of SA
amines with S-methyl chlorothiolformate2 and S-methyl
2,4-dinitrophenyl thiolcarbonate.12 An explanation to this
behavior would be that the T� intermediate possessing


2,4-dinitrophenoxy would be much more crowded (and,
therefore, more unstable) compared to that with chloro.12


Hydrolysis of the cationic carbamate


In order to determine the influence of the amine on the
hydrolysis of the 1-(4-nitrophenoxycarbonyl)quinuclidi-
nium (1 in Scheme 1), product of the aminolysis reaction,
we studied the decomposition of 1 by water in the
presence of the corresponding quinuclidine. The reactions
were carried out at high quinuclidine concentration in
order to minimize the hydrolysis of NPClF relative to its
aminolysis and therefore to obtain the highest initial
concentration of the cationic carbamate 1 in the reaction
media.


Table 2 shows the values of the pseudo-first-order rate
constants (kH) obtained. The rate constants for decompo-
sition of this cationic carbamate show a linear dependence
on the corresponding free quinuclidine concentration.
The slope value of the linear plots of kH versus free amine
concentration is the hydrolysis rate constant k, also shown
in Table 2.


It can be noticed that the value of kH for each amine
increases with its concentration and also that k increases
with the quinuclidine basicity. This indicates that the
hydrolysis of 1 is general base catalyzed by the amine.
Taking into account that the carbamates studied are
obtained ‘in situ,’ the kinetic study corresponds to a
simultaneous change of the quinuclidine group of the
carbamate and the quinuclidine catalyst. Nevertheless,
the increased value of k with the pKa of quinuclidines
means that as pKa increases the effect of a better
quinuclidine catalyst is greater than the negative effect
due to a worse leaving quinuclidine from the correspond-
ing carbamate.


CONCLUSIONS


The Brønsted-type plots (log kN vs. pKa of quinuclidinium
ions) of the reactions of quinuclidines with PClF, MOPClF,
ClPClF, and NPClF are linear with slopes (b) of 0.32, 0.34,


Table 2. Experimental conditions and values of kH and of hydrolysis rate constants (k) for the reaction of the carbamate cation
1, formed ‘in situ’ by the reactions of NPClF with quinuclidinesa


Quinuclidine substituent pH 102[N]tot/M
b kH (s�1) No. of runs k (s�1M�1)


H 11.4 0.24–7.2 1.27–40.2 5 1090� 50
3-hydroxy 9.8 0.24–18.0 3.61–66.0 10 770� 30
3-Chloro 9.0 27.4–66.2 0.18–0.85 5 3.8� 0.5
3-One 7.5 72.2–242 0.017–0.123 5 0.13� 0.01


a In water, at 258C, ionic strength 0.2M (KCl).
b Concentration of total amine (free base plus protonated forms).
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0.31, and 0.23, respectively. By comparing the reactions
under investigation between each other and with similar
aminolyses, the following conclusions can be drawn: (i)
The magnitude of the slopes suggests that these
mechanisms are stepwise, with the formation of a
zwitterionic tetrahedral intermediate (T�) being the rate-
determining step; (ii) The reactivity increases in the
sequence MOPClF< PClF<ClPClF<NPClF; (iii) The
change of the leaving group from 2,4-dinitrophenoxide to
chloro changes the reaction mechanism from concerted to
stepwise; (iv) Quinuclidines are more reactive toward aryl
chloroformates than isobasic SA amines.


EXPERIMENTAL SECTION


Materials


The series of quinuclidines were purified as reported.3


PClF, MOPClF, ClPClF, and NPClF are from Sigma and
were used as purchased.


Kinetic measurements


These were carried out by means of either a Hewlett--
Packard HP-8453 diode array or an Applied Photophysics
DX17MV stopped-flow spectrophotometer in aqueous
solution, at 25.0� 0.1 8C and an ionic strength 0.2M
(KCl). The reactions were studied spectrophotometrically
by following the corresponding phenol and/or its
phenoxide anion (generated in the parallel hydrolysis
reaction) at the wavelength where the absorbance change
was the greatest during the reaction course.


The reactions studied by diode array spectroscopy
(under external buffer) were initiated by the addition of
10mL of a stock solution of the substrate in acetonitrile
into 2.5mL of the amine aqueous solution.


The reactions in the stopped-flow spectrophotometer
were carried out with unequal mixing. The corresponding
chloroformate dissolved in dry acetonitrile was placed in
the smaller syringe (0.1mL) and the larger syringe
(2.5mL) was filled with the amine aqueous solution.


All the reactions were studied under excess amine over
the substrate. The initial substrate concentration was ca.


5� 10�5M, and the pH was maintained either by partial
protonation of the quinuclidines (stopped-flow studies) or
by external buffer (acetate or phosphate 0.01M).
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of methylbenzophenones


Manuel A. V. Ribeiro da Silva,* Luı́sa M. P. F. Amaral, Filipa C. R. Guedes and José R. B. Gomes
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ABSTRACT: The standard (po¼ 0.1MPa) molar enthalpies of formation of 2-, 3-, and 4-methylbenzophenone were
derived from the standard molar energies of combustion, in oxygen, at T¼ 298.15K, measured by static bomb
combustion calorimetry. The Calvet high temperature vacuum sublimation technique was used to measure the
enthalpies of vaporization or sublimation of the three isomers. The standard molar enthalpies of formation of the three
isomers of methylbenzophenone, in the gaseous phase and at T¼ 298.15K have been derived from the corresponding
standard molar enthalpies of formation in the condensed phase and standard molar enthalpies for phase transition. The
results obtained are (27.2� 3.7) kJ �mol�1, (22.7� 4.0) kJ �mol�1, and (20.4� 3.0) kJ �mol�1 for 2-methyl, 3-methyl,
and 4-methylbenzophenones, respectively. Standard molar enthalpies of formation were also estimated by employing
two different methodologies, one based on the Cox scheme and one other based on DFT computations. The agreement
between experimental and estimated results is very good. Two possible conformations were found for the 2-methyl and
3-methylbenzophenones, one with the C——O bond pointing in the same direction of the Ph—CH3 bond and another
one with these bonds pointing in different directions. The former conformations are most stable by 5.1 and
0.9 kJ �mol�1 for 2-methyl and 3-methyl isomers, respectively. Copyright # 2007 John Wiley & Sons, Ltd.
Supplementary material. Tables S1 to S3 listing the details of all the Combustion Calorimetry experiments for the three
isomers of methylbenzophenone studied. This material is available free of charge in Wiley Interscience. http://
www.interscience.wiley.com/jpages/0894-3230/suppmat/


KEYWORDS: thermochemistry; energy of combustion; enthalpy of formation; enthalpy of vaporization; enthalpy of


sublimation; methylbenzophenones


INTRODUCTION


Benzophenone or diphenylketone (Fig. 1), which is an
aromatic ketone, is an important compound on organic
photochemistry and perfumery as well as in organic
synthesis. For example, this compound is an important
constituent of synthetic perfumes and it is a starting
material for the manufacture of dyes, pesticides, and
drugs.1 It is also used as a photoinitiator of UV-curing
applications in inks, adhesive and coatings, optical fiber
as well as in printed circuit boards.2 Some benzophenone
derivatives are excellent optical filters and, therefore,
current industrial applications involve their use as
sunscreen agents for the production of skin-protectors
and their addition to plastic casings, which are used to


prevent damaging of scents and colors by ultraviolet
radiation in products such as perfumes and soaps.3,4


Despite the wide range and large number of
applications involving benzophenone and their deriva-
tives, little attention has been given to the gas-phase
thermochemistry of these compounds. In fact, only the
parent benzophenone and the 2,4,6-triisopropyl derivative
have been investigated in detail so far. In the case of
benzophenone, several studies have been carried out
concerning the determination of its energy of combustion,
enthalpy of sublimation and enthalpy of fusion, and hence
the determination of its enthalpies of formation in the
crystalline and gaseous states.5 Based on a careful
analysis of the several experimental results, the standard
gas-phase enthalpy of formation for benzophenone is
(49.9� 3.0) kJ �mol�1.5 In the case of 2,4,6-triisopropyl
benzophenone, Inagaki et al. have used6 a static bomb
calorimeter to determine the enthalpy of combustion of
this solid, and then the enthalpy of formation in the
condensed phase; the latter value is �(304.6� 3.4)
kJ �mol�1. Measuring vapor pressures, these same
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authors determined the enthalpy of sublimation to be
(116� 7) kJ �mol�1. Combining these two quantities, the
standard gas-phase enthalpy of formation for 2,4,6-
triisopropyl benzophenone is�(189� 8) kJ �mol�1. In
the literature, it is found also a study concerning one
methyl derivative, the crystalline 4-methylbenzophenone
compounds, for which the standard molar enthalpy of
formation in the condensed phase has been determined.
In that work due to Colamina et al.,7 DfH


o
m (cr) was


determined as being�(77.8� 2.1) kJ �mol�1. This
quantity has been later reviewed by Cox and Pilcher8


as being�(78.2� 2.1) kJ �mol�1. No other thermochemi-
cal data have been found for the other methylbenzophe-
none derivatives.


The methyl derivatives have been the subject of other
research studies concerning mainly their polymorphism.9


These compounds present quite different physical
properties when melted and then cooled to a specific
temperature which are important for the understanding of
organic crystals. In this area, Kutzke et al. have
determined the crystallographic structures of stable and
metastable forms of 4-methylbenzophenone; a mono-
clinic and a trigonal structure have been identified.9


In this work, we present the experimental determi-
nation of the standard (po¼ 0.1MPa) molar enthalpies of
formation, both in the condensed and gaseous state, at the
temperature 298.15K, of 2-, 3-, and 4-methylbenzophe-
none, derived from combustion calorimetry and high
temperature Calvet calorimetry. Those parameters, for the
gaseous state, were also calculated by computational
thermochemistry and with the Cox scheme10 and
compared with the experimental-derived results. The
applicability of the Cox scheme to substituted benzo-
phenones is discussed.


EXPERIMENTAL DETAILS


Materials and purity control


The 2-methylbenzophenone [CAS 131-58-8], 3-methyl-
benzophenone [CAS 643-65-2 and 4-methylbenzophe-
none [CAS 134-84-9] studied in this work were obtained
commercially from Aldrich Chemical Co. with mass
fractions purities of, respectively, 0.9910, 0.9930, and
0.9970. The liquids 2-methylbenzophenone and 3-
methylbenzophenone were purified by successive frac-


tional distillations, under reduced pressure, at T¼ 473K.
The crystalline 4-methylbenzophenone was purified by
successive sublimations under reduced pressure at
T¼ 338K. The purity of the compounds was checked
by GLC and from the average ratios of the mass of carbon
dioxide recovered from combustion to that calculated
from the mass of sample as: 1.00034 for 2-methylbenzo-
phenone, 0.99981 for 3-methylbenzophenone, and
1.00028 for 4-methylbenzophenone. The densities,
at T¼ 298.15K, were taken for 2-methylbenzo-
phenone as 1.083 g � cm�3,11 for 3-methylbenzophenone
as 1.095 g . cm�3 and for 4-methylbenzophenone as
0.886 g � cm�3, this one determined from the ratio
mass/volume of pellets of this compound.


Combustion calorimetry


The combustion experiments were performed with an
isoperibol calorimetric system. The bomb calorimeter,
subsidiary apparatus and technique have been described
previously in the literature.12,13


Combustion of certificated benzoic acid NBS Standard
ReferenceMaterial, Sample 39i, was used for calibration of
the bomb. Its massic energy of combustion is�(26 434� 3)
J � g�1, under certificate conditions.14 The calibration
results were corrected to give the energy equivalent
e(calor) corresponding to the average mass of water
added to the calorimeter: 3116.3 g. From six calibration
experiments, e(calor)¼ (16 005.0� 1.7) J �K�1, where the
uncertainty quoted is the standard deviation of the mean.


In all combustion experiments, 1.00 cm3 of water was
introduced into the bomb, a twin-valve static combustion
bomb Type 1108, Parr Instrument Company, made of
Carpenter 20Cb3 stainless steel, with an internal volume
of 0.342 cm3. The bomb was purged twice to remove air,
before being charged with 3.04 MPa of oxygen.


For all experiments, the calorimeter temperatures were
measured to �(1 � 10�4) K, at time intervals of 10 s, with
a quartz crystal thermometer (Hewlett Packard HP
2804A), interfaced to a PC. The ignition of the
samples was made at T¼ (298.150� 0.001) K, at least
100 readings, at time intervals of 10 s, after the start of
the experiment, by the discharge of a 1400mF capacitor
through the platinum ignition wire. After ignition,
100 readings were taken for the main and after periods.


The crystalline sample of 4-methylbenzophenone
was ignited in the pellet form, whereas the liquid samples
of 2- and 3-methylbenzophenone were contained in
sealed polyester bags made of Melinex1 (0.025mm
of thickness) with massic energy of combustion
Dcu


0¼�(22 902� 5) J � g�1.15 The mass of Melinex1


used in each experiment was corrected for the mass
fraction of water (w¼ 0.0032) and the mass of carbon
dioxide produced from its combustion was calculated
using the factor previously reported.15 For the cotton
thread fuse of empirical formula CH1.686O0.843, the


O


Figure 1. Benzophenone
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massic energy of combustion was assigned to
�Dcu


o¼ 16 240 J � g�1.16 The massic energies of com-
bustion of Melinex1 and of the cotton thread fuse have
been confirmed in our laboratory.


The electrical energy for ignition was determined from
the change in potential difference across a capacitor when
discharged through the platinum ignition wire. The
corrections for nitric acid formation were based on
�59.7 kJ �mol�117 for the molar energy of formation of
0.1mol � dm�3 HNO3(aq) from N2, O2, and H2O(l). In the
experiments with carbon residue soot formation during
the combustion, the necessary energetic correction for its
formation was based on Dcu


o¼�33 J � g�1.16 All the
necessary weighing was made in a Mettler Toledo AT201
microbalance, sensitivity �(1 � 10�6) g, and corrections
from apparent mass to mass were made.18 An estimated
pressure coefficient of specific energy: (@u/
@p)T¼�0.2 J � g�1 �MPa�1 at T¼ 298.15K, a typical
value for most organic compounds,19 was assumed. For
each compound, the massic energy of combustion, Dcu


o,
was calculated by the procedure given by Hubbard
et al.20 The amounts of methylbenzophenones used in
each experiment were determined from the total mass of
carbon dioxide produced (Mettler Toledo AT 201 balance,
sensitivity �(1 � 10�4) g), produced during the exper-
iments taking into account that formed from the
combustion of the cotton-thread fuse, of the Melinex1


and that lost due to carbon formation.
The relative atomic masses used throughout this paper


were those recommended by the IUPAC Commission in
2001;21 using those masses, the molar mass for the
isomers of methylbenzophenone is 196.2445 g �mol�1.


Microcalorimetry Calvet


The standard molar enthalpies of phase transition of the
methylbenzophenones isomers were measured using
the vacuum sublimation drop-microcalorimetric tech-
nique,22,23 and the same method was employed in the
determination of the enthalpies of vaporization.24 The
apparatus and technique have been recently described.23


Samples of about 4–8mg of liquid 2- and 3-methylben-
zophenone and of 3–6mg of the crystalline 4-methyl-
benzophenone, contained in a small thin glass capillary
tube sealed at one end, and a blank capillary with similar
mass, were simultaneously dropped at room temperature
into the hot reaction vessel in the Calvet high-temperature
microcalorimeter (Setaram HT 1000), held at the
convenient temperature T, and were removed from
the hot zone by vacuum sublimation or vaporization.
The thermal corrections for the glass capillary tubes were
determined in separate experiments, and were minimized,
as far as possible, by dropping tubes of nearly equal mass,
to within �10mg, into each of the twin calorimeter cells.
The observed enthalpies of sublimation or vaporization,
Dg;T
cr;1;298:15KHm, were corrected to T¼ 298.15K using


values of Dg;T
298:15KH


0
m(g) estimated by a group method,


that is, methylbenzophenone¼methylbenzeneþ propa-
propanoneþ benzene� 2 methane, based on data of Stull
et al.,25 where T is the temperature of the hot reaction
vessel. For these measurements, the microcalorimeter
was calibrated in situ using the reported standard
molar enthalpies of sublimation of naphthalene
(72.6� 0.6) kJ �mol�1 26 for crystalline 4-methylbenzo-
phenone and of vaporization of n-undecane
(56.58� 0.57) kJ �mol�1,26 for the liquids 2-methylben-
zophenone and 3-methylbenzophenone.


Theoretical calculations


Density functional theory computations have been
performed with the B3LYP method – Becke’s three-
parameter hybrid functional using the non-local corre-
lation due to Lee et al.,27,28 – and two different basis sets.
The 6-31G(d) basis set was used for the optimization of
the geometry of all compounds studied here and to
calculate the vibrational frequencies. The latter set of
calculations enable to correct the energies calculated with
a larger basis set, 6-311þG(2d,2p), for T¼ 298.15K by
inclusion of vibrational, rotational, translational, and pV
thermal corrections. All these calculations have been
performed by means of the Gaussian 98 computer code.29


This computational approach seems to be adequate for the
present purposes. In fact, computed gas-phase structural
parameters for the 4-methylbenzophenone are identical to
those obtained experimentally for the same compound in
the solid phase,9 with maximum deviation in bond lengths
and angles smaller than 0.03 Å and 1.08, respectively. A
large difference is found between the tilt angle between
the phenyl rings. In the gas-phase, the tilt angle is of�508
while in the solid the tilt angle is larger than 588.


RESULTS


Results for a typical combustion experiment of each
compound are given in Table 1, where Dm(H2O) is the
deviation of the mass of water added to the calorimeter
from 3116.3 g, the mass assigned to e(calor), and DUS is
the energy correction to the standard state. The remaining
quantities are as previously defined.20 The samples were
ignited at T¼ (298.150� 0.001) K, with


DUðIPBÞ ¼ �f"cal þ DmðH2OÞcpðH2O; 1Þ
þ "fgDTad þ DUðignÞ; (1)


where DTad is the adiabatic temperature raise.
The individual values of�Dcu


o together with the mean
value, hDcu


oi, and its standard deviation, are given, for
each compound, in Table 2. Here, Dcu


o refers to the
idealized combustion reaction yielding CO2(g) and
H2O(l).
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Table 3 lists the derived standard molar energies and
enthalpies of combustion and standard molar enthalpies
of formation for the methylbenzophenones in the
condensed phase, at T¼ 298.15K. In accordance with
normal thermochemical practice,30,31 the uncertainties
assigned to the standard molar enthalpies of combustion
are, in each case, twice the overall standard deviation of
the mean and include the uncertainties in calibration and
in the values of auxiliary quantities used. To derive DfH


o
m


(cr, 1) from DcH
o
m(cr, 1), the standard molar enthalpies of


formation of CO2(g) and H2O(l), at T¼ 298.15K,
�(393.51� 0.13) kJ �mol�1 32 and �(285.830� 0.004)
kJ �mol�1 32, respectively, were used.


The standard molar enthalpy of formation in the
crystalline state of 4-methylbenzophenone determined in
the present work is, within the associated uncertainties,
identically to that obtained previously.7,8


Measurements of the standard molar enthalpies of
sublimation/vaporization of methylbenzophenones, by
microcalorimetry, as well the respective uncertainties,
taken as twice the standard deviations of the mean and
include the uncertainties in calibration, are given in
Table 4. The derived standard molar enthalpies of
formation in the condensed phase, and the standard
molar enthalpies of phase transition yield the standard
molar enthalpies of formation in the gaseous phase of the


Table 2. Individual values of the massic energy of combustion �Dcu
0 of the compounds at T¼298.15K


2-methylbenzophenone 3-methylbenzophenone 4-methylbenzophenone


�Dcu
0/J � g�1


36 497.96 36 471.37 36 388.58
36 510.82 36 463.02 36 379.77
36 492.84 36 477.61 36 383.69
36 507.24 36 469.22 36 382.98
36 510.56 36 448.12 36 390.38
35 499.76 36 442.85 36 393.82
36 509.74 36 442.79 36 393.87


�Dcu
0/J � g�1


36 504.1� 2.7 36 459.3� 5.5 36 387.6� 2.1


Table 1. Results of a typical combustion experiment at T¼298.15K


2-methylbenzophenone 3-methylbenzophenone 4-methylbenzophenone


m(CO2, total)/g 2.68862 1.78470 2.29693
m’(cpd)/g 0.81213 0.52736 0.72898
m’’(fuse)/g 0.00297 0.00240 0.00510
m’’’(Melinex)/g 0.05854 0.05463 —
DTad/K 1.93804 1.28187 1.66194
ef / (J �K�1) 16.77 16.00 16.17
Dm(H2O)/g 0.0 0.0 0.0
�DU(IBP)/Ja 31 050.3 20 535.66 26 625.4
DU(Melinex)/J 1340.76 1251.21 —
DU(fuse)/J 48.23 38.98 82.82
DU(HNO3)/J 1.12 0.99 3.90
DU(ign)/J 0.53 1.18 0.82
DUS/J 19.10 12.07 15.70
�Dcu


0/J � g�1 36 497.96 36 469.22 36 383.69


aDU(IBP) already includes the DU(ign).


Table 3. Derived standard molar energies, DcU
o
m, standard molar enthalpies of combustion, DcH


o
m, and standard molar


enthalpies of formation, DfH
o
m, for the compounds at T¼298.15K with p0¼0.1MPa


�DcU
o
m(cr,1) (kJ �mol�1) �DcH


o
m(cr,1) (kJ �mol�1) �DfH


o
m(cr,1) (kJ �mol�1)


2-methylbenzophenone (l) 7163.9� 2.7 7170.1� 2.7 54.0� 3.3
3-methylbenzophenone (l) 7155.0� 3.3 7161.2� 3.3 62.9� 3.8
4-methylbenzophenone (cr) 7141.0� 2.1 7147.2� 2.1 76.9� 2.8
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three isomers of methylbenzophenone which are sum-
marized in Table 5. Although these values can be
considered equal within the associated uncertainties, they
seem to diminish from the ortho-methyl to the meta-
methyl, and from this one to the para-methyl.


Cox suggested10 a method to estimate the standard
molar enthalpies of formation of gaseous benzene
derivatives, by assuming that each group, when sub-
stituted into a benzene ring, produces a characteristic
increment in DfH


o
m(g) and that each ortho-pair of substi-


tuents leads to an enthalpy increment of 4 kJ �mol�1,
with another additional correction of 4 kJ �mol�1 for
every set of three substituents in three consecutive
carbon atoms of the aromatic ring. From the literature
values, DfH


o
m (C6H5CH3, g)¼ (50.5� 0.5) kJ �mol�1 33


and DfH
o
m (C6H6, g)¼ (82.6� 0.7) kJ �mol�1 33 the


enthalpic increment for the monomethylation of
benzene is �(32.1� 0.9) kJ �mol�1, so, from the
enthalpy of formation of benzophenone, DfH


o
m (C6H6,


g)¼ (49.9� 3.0) kJ �mol�1,5 accordingly to the Cox
scheme, the estimated value for the standard molar
enthalpy of formation, in the gaseous state, of 2-
methylbenzophenone is (21.8� 2.6) kJ �mol�1, whereas


the estimated value for both the 3-methylbenzophenone
and the 4-methylbenzophenone isomers is (17.8� 2.6)
kJ �mol�1, c.f. Table 6.


These estimated values differ from the experimental
ones by less than 6 kJ �mol�1, which is very well within


the limit of acceptance of 10 kJ �mol�1 indicated by Cox
for his scheme.10 The Cox scheme fails completely in the
differentiation between the 3- and 4-methylbenzophe-
none isomers since the same value is predicted for these
two isomers, which was expected since Cox did not
provide any correction to differentiate substitution at
aromatic ring positions 3 or 4 due to the possibility of
different resonance/inductive effects depending on the
substituent, which could increase or decrease the overall
compound stability.


From the values of the standard molar enthalpies of
formation, in the gaseous state, of the three mono-
methylated isomers of benzoic acids5 registered in
Table 7, it is found that the calculated increments for
the ortho, meta, and para methylations of benzoic acid
show the same tendency as the ones in benzophenone, i.e.,
the increasing of the relative stability of the methyl
isomers from the ortho to themeta to the para, supporting
the basis transferability principle which is inherent in the
Cox scheme.


The B3LYP/6-311þG(2d,2p)//B3LYP/6-31G(d) app-
roach has been used to compute the enthalpy of the
following reaction:


Then, using the experimental enthalpies of formation
for benzophenone, methylbenzene, and benzene (values
given above) and the enthalpy of reaction (2), the standard
molar enthalpies of formation of the three methylbenzo-
phenone isomers were estimated. The DFT estimated


Table 4. Microcalorimetric standard (p0¼0.1MPa) molar enthalpies of sublimation or vaporization, Dg
cr;1H


o(298.15 K), at
T¼ 298.15Ka


Number of
experiments


T
(K)


D
g;T
cr;1;298KH


o
m


(kJ �mol�1)
DT
298:15KH


0
m(g)


(kJ �mol�1)


D
g
cr;1H


0
m(298.15K)


(kJ �mol�1)


2-methylbenzophenone (l) 6 523 141.8� 1.7 60.6 81.2� 1.7
3-methylbenzophenone (l) 5 523 146.2� 1.2 60.6 85.6� 1.2
4-methylbenzophenone (cr) 5 401 120.8� 1.0 23.5 97.3� 1.0


aD
g;T
cr;1;298KHm is the measured enthalpy for the transformation from the condensed state, at T¼ 298.15K to the gaseous state at temperature T; DT


298:15KH
0
m(g) is


the difference of enthalpies of the gaseous compound between the temperatures T and 298.15K.


Table 5. Derived standard (p0¼ 0.1MPa) molar enthalpies of formation, DfH
0
m, and of vaporization or sublimation, Dg


cr;1H
o, at


T¼ 298.15K


DfH
0
m(cr,1)


(kJ �mol�1)


D
g
cr;1 H0


m(298.15K)


(kJ �mol�1)
DfH


0
m(g)


(kJ �mol�1)


2-methylbenzophenone (l) 54.0� 3.3 81.2� 1.7 27.2� 3.7
3-methylbenzophenone (l) 62.9� 3.8 85.6� 1.2 22.7� 4.0
4-methylbenzophenone (cr) 76.9� 2.8 97.3� 1.0 20.4� 3.0
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values are also given in Table 6 and in the case of the 2-
methyl and 3-methylbenzophenones, the values refer to
the most stable conformation, i.e., with the methyl group
pointing in the same direction of the ketone bond. The
estimated enthalpies of formation for the least stable
conformations for the 2-methyl and 3-methylbenzophe-
nones, (Fig. 2), are 31.7 and 19.5 kJ �mol�1, respectively.
The enthalpies of formation computed for all isomers
show clearly that the 4-methyl derivative is the most
stable methylbenzophenone, even its enthalpy of for-
mation is similar to those computed for the two 3-
methylbenzophenone conformations, and that the 2-


methylbenzophenone is the least stable isomer. The more
positive enthalpies of formation for the two 2-methyl-
benzophenone conformations are a consequence of the
destabilizing interaction between the methyl group and
the oxygen lone-pairs when both C——O and Ph—CH3


bonds are pointing in the same direction and between the
methyl substituent and the other benzene ring when these
bonds are pointing in different directions. This is clearly
seen from the computed C1—C2—C3—C4 dihedral
angles in benzophenone and in the different methylben-
zophenones. In the non-substituted compound, the
B3LYP optimized dihedral angle is 50.08 and a similar


Table 6. Comparison of experimental and estimated values of standard molar enthalpies of formation in the gaseous state,
DfH


0
m (g), in kJ �mol�1


Compound Experimental


Estimated Computed


Cox method D B3LYP D


CH3
O


27.2� 3.7 21.8� 2.6 5.4� 4.5 26.6 0.6


O


CH3 22.7� 4.0 17.8� 2.6 4.9� 4.8 18.6 4.1


O


CH3


20.4� 3.0 17.8� 2.6 2.6� 4.0 17.4 3.0


D¼ (Experimental value)� (Estimated/Calculated value).


Table 7. Enthalpic increments for the methylation of benzophenone and benzoic acid. Values in kJ �mol�1


X¼Benzophenone X¼Benzoic acid


Compound DfH
0
m (g) D (methylation) DfH


0
m (g) D (methylation)


X 49.9� 2.4b �296.1� 1.5b


2-CH3-X 27.2� 3.7a 22.7� 4.4 �320.6� 1.5b 24.5� 1.8
# 4.4 # 7.3


3-CH3-X 22.8� 4.0a 27.1� 4.7 �327.9� 1.4b 31.8� 1.7
# 2.4 # 2.5


4-CH3-X 20.4� 3.0a 29.5� 3.8 �330.4� 1.5b 34.3� 1.8


a This work.
b Reference 5.
The enthalpic difference between o-, m-, and p-methyl-substituted benzophenone isomers is presented. The standard enthalpies of formation are found to be
correlated with the tilting angle between the aromatic rings.
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value is found for the two possible conformations (C——O
and Ph—CH3 pointing in the same or opposite directions)
obtained for 3-methylbenzophenone and also for the 4-
methylbenzophenone isomer. In these cases, the C1—
C2—C3—C4 dihedral angles are 50.28, 49.58, and 50.28,
respectively. In the case of the 2-methylbenzophenone,
the angle increases to 56.28when the C——Oand Ph—CH3


bonds point in the same direction and it is even larger,
62.98, in the case of the least 2-methylbenzophenone
conformation with C——O and Ph—CH3 bonds pointing in
opposite directions.


CONCLUSIONS


The standard molar gas-phase enthalpies of formation, at
T¼ 298.15K, of 2-methyl-, 3-methyl-, and 4-methylben-
zophenone have been obtained both by experimental and
computational techniques. The enthalpies of formation
were indirectly obtained from static bomb combustion
calorimetry and Calvet microcalorimetry experiments,
and their values show that the 4-methylbenzophenone is
the most stable isomer. Those parameters were also
estimated by the Cox scheme yielding values in
reasonable agreement.


The DfH
o
m values have been also estimated by DFT


using the B3LYP/6-311þG(2d,2p)//B3LYP/6–1G(d)
approach and a convenient work reaction. All computed
values are in excellent agreement with the experimental
data herewith reported, with a maximum deviation of
4.1 kJ �mol�1. The computed values also confirm that the
4-methylbenzophenone is the most stable isomer of
methylbenzophenone, a fact that can be understood by the
dihedral angle of the two benzenic rings of the different
isomers.


Acknowledgements


Thanks are due to Fundação para a Ciência e Tecnologia
(FCT), Lisbon, Portugal and to FEDER for financial
support to Centro de Investigação emQuı́mica, University
of Porto. L.M.P.F.A and J.R.B.G. thank FCT and the


European Social Fund (ESF), under the 3rd Community
Support Framework (CSF), for the award of post-doctoral
fellowships, respectively, (SFRH/BPD/25490/2005) and
(SFRH/BPD/24676/2005).


REFERENCES


1. Schmitt MR, Carzaniga R, Cotter HVT, O’Connell R, Hollomon
D. Manag. Sci. 2006; 62: 383–392.


2. Wang H, Wei J, Jiang X, Yin J. J. Polym. Sci. Part A: Polym. Chem.
2006; 44: 3738–3750.


3. Forbes MA, Brannen M, King WC. South. Med. J. 1966; 59: 321.
4. Gaspar LR, Campos PMBGM. Int. J. Pharm. 2006; 307: 123.
5. Afeefy HY, Liebman JF, Stein SE‘‘Neutral Thermochemical


Data’’ In NIST Chemistry WebBook, NIST Standard Reference
Database Number 69, Linstrom PJ, Mallard WG (eds). National
Institute of Standards and Technology: Gaithersburg MD, June
2005. (http://webbook.nist.gov).


6. Inagaki S, Murata S, Sakiyama M, Ito Y, Umihara Y, Hijiya T,
Matsura T. Bull. Chem. Soc. Jpn. 1982; 55: 2803.


7. Colamina M, Cambeiro M, Perez-Ossorio R, Latorre C. Ber.
Bunsenges. Phys. Chem. 1959; 59: 1–6.


8. Cox JD, Pilcher G. Thermochemistry of Organomettalic Com-
pounds. Academic Press: London, 1970.


9. Kutzke H, Al-Mansour M, Klapper H. J. Mol. Struct. 1996, 374:
129.


10. Cox JD. A method of estimating the enthalpies of formation of
benzene derivatives in the gas state. NPL Report CHEM 83. June
1978.


11. Aldrich. Chemical Handbook of Fine Chemicals and Laboratory
Equipment. The Sigma-Aldrich Chemical Co: Gillingham, UK,
(2005–2006).


12. Ribeiro da Silva MAV, Ribeiro da Silva MDMC, Pilcher G. Rev.
Por. Quı́m. 1984; 26: 163–172.


13. Ribeiro da Silva MAV, Ribeiro da Silva MDMC, Pilcher G.
J. Chem. Thermodyn. 1984; 16: 1149–1155.


14. Certificate of analysis standard reference material 39i benzoic acid
calorimetric standard. NBS, Washington 1995.


15. Skinner HA, Snelson A. Trans Faraday Soc. 1960; 6: 1776–1783.
16. Copps J, Jessup RS, Van Nes K. In Experimental Thermochemistry,


vol. 1, Rossini FD (ed.). Interscience: New York, 1956; Chapter 3,
27–58.


17. Wagman DD, Evans WH, Parker VB, Shum RH, Halow F, Bailey
SM, Churney KL, Nuttall RL. J. Phys. Chem. Ref. Data. 1982;
11(Suppl. 2).


18. Mendham J, Denney RC, Barnes JD, Thomas M. Vogel’s Textbook
for Quantitative Chemical Analysis. Prentice Hall: London 2000.


19. Washburn EN. J. Res. Nalt. Bur. Stand. (US) 1935; 10: 525–558.
20. Hubbard WN, Scott DW,Waddington G. In Experimental Thermo-


chemistry, vol. 1, Rossini FD (ed.). Interscience: New York, 1956;
Chapter 5, 75–128.


21. Loss RD. Pure Appl. Chem. 2003; 75: 1107–1122.


O


CH3


O


H3C


Figure 2. The two other least stable minima on the potential energy surface computed for 2-methyl and 3-methylbenzo-
phenones


Copyright # 2007 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2006; 19: 689–696


DOI: 10.1002/poc


MOLAR ENTHALPIES OF FORMATION OF METHYLBENZOPHENONES 695







22. Adedeji FA, Brown DLS, Connor JA, Leung M, Paz-Andrade MI,
Skinner HA. J. Organomet. Chem. 1975; 97: 221–228.
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ABSTRACT: The homogeneous, unimolecular, gas-phase elimination kinetics of several heterocyclic carbamates was
studied at the MP2/6-31G level of theory under the average experimental conditions for each substrate. The
elimination products for these carbamates are the corresponding carbamic acid and isobutylene. The intermediate
acids are unstable and decarboxylate at the reaction temperature. Calculated thermodynamic and kinetic parameters
are in good agreement with the experimental values, displaying the same reactivity order observed experimentally. An
increase in the electron-withdrawing effect of the substituent on the carbamate nitrogen, increases the elimination rate.
Transition state structures are described as six-membered rings with some departure from planarity. NBO charge
analysis reveals strong polarization at the O(ester) d�—Cdþ bond. Bond indexes and synchronicity parameters are
consistent with a concerted polar type of mechanism with O(ester) d�—Cdþ bond breaking as the most important
process. Copyright # 2007 John Wiley & Sons, Ltd.

KEYWORDS: kinetics; unimolecular elimination; pyrolysis; heterocyclic carbamates; semi-empirical, ‘ab initio’


calculations; reaction mechanism; transition state structure

INTRODUCTION


The elimination rates for 2-alkylethyl N,N-diethylcarba-
mates1 were found to be consistent with the sequence of
the equivalent rate for the corresponding 2-alkylethyl
N,N-dimethylcarbamates.2 That is, the elimination of the
olefin is in the order tert-butyl> isopropyl> ethyl. The
mechanism of these reactions (1) is thought to proceed
through a concerted six-membered cyclic transition state
(TS) structure, where the Ca—O bond polarization, in the
direction of Ca


dþ—Od�, is the rate determining step.

The (CH3CH2)2N substituent at the acid side of these
esters was found to slightly decrease the rate compared to
the (CH3)2N substituent. The small difference has been
attributed to the greater electron release of the CH3CH2 to
the N atom than the CH3. On replacing the methyl group

to: G. Chuchani, Centro de Quı́mica, Instituto Vene-
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of (CH3)2NCOOCH2CH3 with one or two phenyl
groups,3 a significant decrease in the rate has been
observed. This suggests that steric factors affect the
process of ethylene elimination.


Recently, a Møller–Plesset MP2/6–31G method used to
study the gas-phase elimination of 2-substituted alkyl
ethyl methylcarbamates4 was found to support the
concerted non-synchronous six-membered cyclic TS
type of mechanism [reaction (1)].


In a study on heterocyclic carbamates,5 the saturated
heterocyclic carbamates showed a decrease in elimination

rates due to electronic factors. However, heterocyclic
carbamates with the N atom delocalizing its electrons
with P-bonds present in the ring showed enhanced rates
due to resonance interactions (scheme 1).


This study examines the potential energy surface (PES)
at the MP2/6-31G level of theory in order to determine the
kinetic and thermodynamic parameters for the elucidation
of the nature of the gas-phase molecular elimination of
the heterocyclic carbamates depicted in scheme 1.
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COMPUTATIONAL METHODS
AND MODELS


Electronic structure calculations using the Møller–Plesset
perturbation method MP2 with a 6-31G basis set as
implemented in Gaussian 98W6 were performed to study
the kinetics and mechanisms of the gas-phase elimination
reactions of t-butyl carbamates with different substituents
on the nitrogen. The Berny analytical gradient optimiz-
ation routines were used. The requested convergence on
the density matrix was 10�9 atomic units, the threshold
value for maximum displacement was 0.0018 Å, and that
for the maximum force was 0.00045 Hartree/Bohr. The
nature of the stationary points was established by
calculating and diagonalizing the Hessian matrix (force
constant matrix). TS structures were characterized by
means of normal-mode analysis. The transition vector
(TV) associated with the unique imaginary frequency,
that is, the eigenvector associated with the unique
negative eigenvalue of the force constant matrix, was
characterized.


Frequency calculations were carried out to obtain
thermodynamic quantities such as the zero point
vibrational energy (ZPVE), temperature corrections
E(T) and absolute entropies S(T). Temperature correc-
tions and absolute entropies were obtained, assuming
ideal gas behavior, from the harmonic frequencies and
moments of inertia using standard methods7 at the
average temperature and pressure values for the
experimental range. Scaling factors for frequencies and
zero point energies for the MP2 methods used are taken
from the literature.8


The first order rate coefficient k(T) was calculated using
the TST9 and assuming that the transmission coefficient
equals 1, as expressed in the following relation:


kðTÞ ¼ ðKT=hÞ expð�DG#=RTÞ
where DG# is difference between the Gibbs free energy of
the reactant and the TS andK and h are the Boltzmann and
Plank constants, respectively.


DG# was calculated using the following relations:


DG# ¼ DH# � TDS#


and,


DH# ¼ V# þ DZVPE þ DEðTÞ

Copyright # 2007 John Wiley & Sons, Ltd.

where V# is the potential energy barrier and DZPVE and
DE(T) are the differences between the ZPVE values and
the temperature corrections of the TS and the reactant,
respectively.

RESULTS AND DISCUSSION


Kinetic and thermodynamic parameters


The gas-phase thermal decomposition of N-substituted
t-butyl carbamates yields isobutylene and the correspond-
ing carbamic acid in a slow step. The carbamic acids are
unstable under the reaction conditions and decarboxylate
rapidly to give carbon dioxide and the corresponding
amine.


The kinetics of the rate-determining step in the
decomposition of N-substituted t-butyl carbamates as
well as the decarboxylation of the corresponding
carbamic acids was examined. Geometries for the
reactants, TS and products for the reactions under study
were optimized using the Møller–Plesset perturbation
method MP2 with a 6-31G basis set. Frequency
calculations were carried under the average experimental
conditions for this series of carbamates (T¼ 230 8C).
Thermodynamic quantities such as the ZPVE, E(T),
energy, enthalpy, and free energies were obtained from
vibrational analysis. Entropy values were calculated from
the vibrational analysis and using the factor Cexp


suggested by Chuchani–Cordova.10


The results of the MP2 calculations for the rate-
controlling step are shown in Table 1. A reasonable
agreement was found for the calculated thermodynamic
parameters DH#, DG#, DS# when compared to the
experimental values. Calculated activation energies and
rate coefficients are also in agreement with the
experimental values.5 Small but significant deviations
of DH# and Ea values were found for the substrates with
the substituents tetrahydropyrrole and 2-oxo-tetrahydro-
pyrrole (Table 1). These differences may be due to
mechanical errors during the experimental kinetics
determinations for these substrates. Rate coefficients
for the rate-determining step in the decomposition of
N-substituted t-butyl carbamates from MP2/6-31G
calculations show the same reactivity trend as the
experimental values. The stronger the electron-
withdrawing effect of the substituent on the nitrogen,
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able 1. Kinetic and thermodynamic parameters for the gas-phase elimination of tert-butyl carbamates Z-COO-C(CH3)3;
¼N(CH2CH3)2, NC4H8, NC4H6O, and NC4H4 calculated at MP2/6-31G level at 2308C. Experimental values are shown in
arentheses


DH# (kJ mol�1) Ea (kJ mol�1) DG# (kJ mol�1) DS# (J mol�1 K�1) Log A k� 104 (sec�1)


N(CH2CH3)2 153.2 (154.4) 157.4 (158.6) 179.5 (180.7) �52.2 (�52.3) 12.86 (12.87) 0.024 (0.018)
NC4H8 155.9 (141.2) 160.1 (145.4) 176.1 (161.4) �40.1 (�40.2) 11.4 (11.36) 0.055 (1.83)
NC4H6O 152.6 (136.6) 156.8 (140.8) 171.1 (155.1) �36.7 (�36.8) 11.5 (11.54) 0.18 (8.31)
NC4H4 146.7 (141.0) 150.9 (145.2) 159.5 (153.8) �25.4 (�25.5) 12.1 (12.12) 2.89 (11.03)
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Table 2. Activation energies for the thermal decomposition
of carbamic acids at 230 8C calculated at MP2/6-31G level
of theory. No experimental data is available for this
reaction due to the instability of the substrates under the
reaction conditions


Z Ea (kJ mol�1)


–N(CH2CH3)2 24.3
–NC4H8 26.1
–NC4H6O 28.9
–NC4H4 20.2

the greater the rate coefficient. The reaction for the
pyrrole substituent is the fastest, followed by that
of 2-oxo-tetrahydropyrrole, THP, and diethylamine:
NC4H4>NC4H6O>NC4H8>N(CH2CH3)2. This suggests
the stabilization of a negative charge developing on the
ester–oxygen in the TS.


Parameters for decarboxylation of the intermediate
N-substituted carbamic acids were also calculated at the
MP2/6-31G level of theory. Experimentally, this was not
possible due to the instability of the acids under the

able 3. Structural parameters for reactants and TS for tert-butyl carbamates Z-COO-C(CH3)3; Z¼N(CH2CH3)2, NC4H8,
C4H6O, and NC4H4, from MP2/6-31G calculations at 230 8C. Atom distances are in Å and dihedral angles are in degrees


–N(CH2CH3)2 –NC4H8 –NC4H6O –NC4H4


R TS R TS R TS R TS


distances (Å)
1–C2 1.264 1.330 1.263 1.332 1.240 1.309 1.250 1.313
2–O3 1.400 1.310 1.400 1.310 1.390 1.309 1.380 1.290
3–C4 1.510 2.130 1.510 2.120 1.520 2.210 1.520 2.250
4–C5 1.530 1.420 1.530 1.420 1.530 1.410 1.530 1.400
5–H6 1.090 1.310 1.090 1.310 1.090 1.280 1.090 1.270
6–O1 2.410 1.330 2.410 1.320 2.450 1.380 2.440 1.390


Dihedral angles
TS TS TS TS


1–C2–O3–C4 �23.861 24.860 29.323 24.197
2–O3–C4–C5 10.150 �11.330 �12.340 �10.530
3–C4–C5–H6 2.670 �2.060 �3.060 �2.330
4–C5–H6–O1 �16.640 17.510 21.630 20.020


TS imaginary frequency ( cm�1)
–N(CH2CH3)2 –NC4H8 –NC4H6O –NC4H4


1482.2 I 1512.5 i 1311.8 i 1216.7 i

T
N


R


O
C
O
C
C
H


O
C
O
C
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reaction conditions. Calculated activation energies and
rate coefficients for this step are shown in Table 2. Results
for this step show that decarboxylation of the carbamic
acids is significantly faster than in the previous step with
activation energies for this step being in the order of
20–29 kJ/mol.

Transition state and mechanism


Calculated values for the activation entropies for the rate-
determining step vary from �25 to �52 J/mol K, which is
consistent with a concerted process and a cyclic TS
geometry. The TS for the gas-phase thermal decompo-
sition of N-substituted t-butyl carbamates is a cyclic six-
membered structure, in agreement with log A values
between 11.5 and 12.8.11


Geometrical parameters for reactants and TSs are
shown in Table 3. Distances and angles between the atoms
involved in the reaction (O1, C2, O3, C4, C5, and H6) for
all carbamates show that the TS geometry is a six-
membered ring with the hydrogen being transferred (H6)
midway between the carbon C5 and the oxygen O1

J. Phys. Org. Chem. 2006; 19: 700–705







Figure 1. Optimized structures for reactant (R), transition state (TS) and intermediate products (P) for the rate determining step
are shown for Z¼NC4H4. TS geometries are a six-membered ring for all carbamates in this series
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(Fig. 1, Scheme 2). TS structures show some departure
from planarity as revealed by the reported dihedral angles,
with a maximum deviation of 23.7–29.38.


Comparison of the TS structure for the carbamates of
this series showed similar geometries in terms of bond
distances, except for the H6—O1 bond which is more
elongated in the TS for substrates Z¼NC4H6O,
and —NC4H4. In other words, for substituents 2-oxo-
THP and pyrrole the TS structure occurs early in this
reaction coordinate (H6 hydrogen transfer from C5 to
O1). Also the O3–C4 distance is slightly greater for 2-
oxo-THP and pyrrole carbamate derivatives in the TS
compared to the other substrates, implying that there is
more progress in this reaction coordinate (late TS
considering O3—C4 bond breaking).


The process is concerted in the sense that the C3—O4
and C5—H6 bond distances increase, showing breaking
of these bonds (1.51–1.52 to 2.13–2.25 Å in TS and 1.09
to 1.31–1.28 Å in TS, respectively). The C4—C5 and
C2—O3 bond distances reveal a change from a single to

Scheme 2


Copyright # 2007 John Wiley & Sons, Ltd.

double bond character (1.53 to 1.40–1.42 Å in TS and
1.40–1.38 to 1.31–1.29 Å in TS, respectively) as the
hybridization changes from sp3 to sp2. The TV shows that
the process is dominated by the elongation of the C3—O4
bond.


TSs for the rate determining step were characterized
by unique imaginary frequencies: �1482.2, �1512.5,
�1311.8, and �1216.7 cm�1 for Z¼—N(CH2CH3)2, —
NC4H8, —NC4H6O, and —NC4H4, respectively, and
these are associated with the displacement of hydrogen
H6 from C5 to the carbonyl oxygen O1.


Natural bond orbital (NBO) charge analysis showed
that the O3—C4 bond is highly polarized both in the
reactant and TS structures, in the direction O3d�—C4dþ


(Table 4). Going from reactant to TS, the following
changes in partial charge occur: an increase in the positive
charge dþ of the hydrogen H6 (from 0.23 to 0.46, 0.48 in
TS), an increase in the negative charge of the carbonyl
oxygen O1 (�0.72, �0.78 to �0.86, 0.83 in TS) and an
increase in the negative charge of O3 (�0.70, �0.68 to
�0.85, �0.83 in TS). There is also an increase in the
polarization at the O3—C4 bond (charge separation 1.02–
1.28, 1.30 in TS). The bond polarization for the O3—C4
bond is 0.268 for N-substituted t-butyl carbamates Z¼—
N(CH2CH3)2, and Z¼NC4H8, and 0.283 and 0.24 for
Z¼NC4H6O, and —NC4H4, respectively. The latter
two substituents decompose faster than the former two,
following the reactivity order NC4H4>NC4H6O>
NC4H8>N(CH2CH3)2. An analysis of the NBO charges
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Table 4. NBO charges for reactants and TS for tert-butyl carbamates Z-COO-C(CH3)3; Z¼N(CH2CH3)2, NC4H8, NC4H6O, and
NC4H4 from MP2/6-31G calculations at 230 8C


Z


–N(CH2CH3)2 –NC4H8 –NC4H6O –NC4H4


R TS R TS R TS R TS


O1 �0.778 �0.857 �0.775 �0.854 �0.692 �0.797 �0.723 �0.833
C2 1.100 1.107 1.106 1.113 1.109 1.117 1.125 1.130
O3 �0.696 �0.847 �0.694 �0.844 �0.695 �0.844 �0.684 �0.832
C4 0.326 0.440 0.325 0.436 0.326 0.460 0.327 0.473
C5 �0.712 �0.883 �0.712 �0.884 �0.713 �0.875 �0.714 �0.875
H6 0.273 0.472 0.272 0.473 0.273 0.463 0.270 0.462
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together with the rate coefficients implies that O3—C4
bond polarization dominates the decomposition process,
and that electron withdrawing groups stabilize the
negative charge of the ester oxygen facilitating the
decomposition process.


Bond order analysis


NBO bond order calculations were performed.12–14


Wiberg bond indexes15 were computed using the NBO
program16 as implemented in Gaussian 98W, to further
investigate the nature of the TS along the reaction
pathway. The bond breaking and forming process
involved in the reaction mechanism can be monitored
by means of the Synchronicity (Sy) concept proposed by
Moyano et al.17 defined by the expression:


Sy ¼ 1 �


Pn
i¼1


jdBi � dBavj=dBav


� �


2n� 2


where n is the number of bonds directly involved in the
reaction. The relative variation of the bond index is
obtained from:

able 5. NBO analysis for thermal decomposition of tert-butyl carbamates Z-COO-C(CH3)3; Z¼N(CH2CH3)2, NC4H8, NC4H6O,
nd NC4H4 at 230 8C. Wiberg bond indexes (Bi), % evolution through the reaction coordinate (%Ev), average bond index
ariation (dBav) and Synchronicity parameter (Sy) are shown


O1–C2 C2–O3 O3–C4 C4–C5 C5–H6 H6–O1 dBprom Sy


N(CH2CH3)2 BR
i


1.553 0.958 0.780 1.006 0.910 0.003 0.506 0.866


BTS
i


1.232 1.291 0.208 1.295 0.472 0.246


BP
i


0.971 1.543 0.001 1.909 0.017 0.659
%Ev 55.2 57.0 73.4 32.0 49.0 37.0


NC4H8 BR
i


1.557 0.955 0.784 1.006 0.910 0.003 0.507 0.871


BTS
i


1.231 1.290 0.214 1.296 0.467 0.251


BP
i


0.970 1.547 0.001 1.910 0.016 0.663
%Ev 55.4 56.7 72.8 32.1 49.6 37.5


NC4H6O BR
i


1.667 0.972 0.769 1.007 0.910 0.003 0.502 0.842


BTS
i


1.332 1.338 0.162 1.295 0.504 0.218


BP
i


1.034 1.597 0.001 1.908 0.020 0.651
%Ev 52.9 58.6 78.9 32.0 45.6 33.3


NC4H4 BR
i


1.184 0.824 0.595 0.843 0.747 0.005 0.312 0.378


BTS
i


1.300 1.383 0.140 1.300 0.513 0.208


BP
i


1.007 1.631 0.001 1.903 0.022 0.643
%Ev 65.7 69.3 76.5 42.7 32.3 31.8

T
a
v


Z


–


–


–


–
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dBi ¼
½BTS


i � BR
i �


½BP
i � BR


i �
where the superscripts R, TS, and P represent the reactant,
transition state, and product, respectively.


The bond change evolution is calculated as:


%Ev ¼ dBi � 100


The average value is calculated from: dBave ¼ 1
n


Pn
i¼1


dBi


Bonds indexes were calculated for the bonds involved
in the reaction changes, that is: O1—C2, C2—O3, O3—
C4, C4—C5, C5—H6, and H6—O1 (Scheme 2, Fig. 1);
all other bonds remain practically unaltered during the
process.


The calculated Wiberg indexes Bi for the reactant, TS
and products for N-substituted t-butyl carbamates (Z¼—
N(CH2CH3)2, —NC4H8, —NC4H6O, and —NC4H4),
allow the progress of the reaction and the position of the
TS between reactant and product (Table 5) to be
examined. The Wiberg indexes show more progress in
the O3—C4 bond breaking (73–79%) while the changes
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in O1—C2, C2—O3, and C5—H6 bonds are intermediate
in the reaction coordinate (52–55%), with the exception
of the pyrrole derivative which shows a progress of 67%
for O1—C2 and 69% for C2—O3 reaction coordinates.
These results show that for the carbamate Z¼ pyrrole,
there is more progress in the reaction for three reaction
coordinates O3—C4 bond breaking, and O1—C2, C2—
O3 bond order changes compared to the other carbamates.
Moderate progress is observed for the C4—C5 double
bond formation with 32–33% for carbamates Z¼—
N(CH2CH3)2, —NC4H8, —NC4H6O and 42% for the
pyrrole derivative. The H6—O1 single bond formation is
the reaction coordinate that shows less progress for all
substrates (32–38%). In general, the reaction progress is
more advanced for O3—C4 bond breaking; in addition,
the O1—C2, C2—O3 bond order changes also show
significant progress in the case of the pyrrole susbtituent.


Sy parameters reveal a concerted asynchronic process
for all carbamates. There is relative progress for all
reaction coordinates for carbamates Z¼—N(CH2CH3)2,
—NC4H8, —NC4H6O (Sy¼ 0.89), while for the pyrrole
analog the process in the TS is more polar and
asynchronic (Sy¼ 0.38). This is consistent with the TS
structure, both in terms of distances, angles, and NBO
charges as analyzed above. The TS structure shows more
progress in the O3—C4 bond breaking compared to other
reaction changes. This finding suggests that the polariz-
ation of this bond in the direction O3d�—C4dþ is a
determining factor in the gas-phase elimination of
N-substituted t-butyl carbamates.

CONCLUSIONS


The results of this study provide some additional evidence
for the reported concerted type of mechanism.18


Theoretical calculations suggest that the reaction pro-
ceeds through a concerted asynchronous mechanism. The
TS structure of the rate-determining step for the gas-phase
elimination of N-substituted t-butyl carbamates is a six-
membered ring geometry with some departure from
planarity. The transferred hydrogen is located halfway
between carbonyl oxygen O1 and C5. Activation
parameters are in reasonable agreement with experimen-
tal values for the MP2/6-31G level of theory for
carbamates (Z¼—N(CH2CH3)2, —NC4H8, —NC4H6O,
and —NC4H4). The rate coefficients are of the same order

Copyright # 2007 John Wiley & Sons, Ltd.

of magnitude following the sequence observed for the
experimental values: pyrrole> 2-oxo-tetrahydropyrro-
le>THP> diethylamine. NBO charge analysis suggests
that the polarization of the alkyl oxygen–carbon bond, in
the direction O3d�—C4dþ, is the determining factor in the
decomposition process and that stabilization of the ester
oxygen negative charge by electron withdrawing groups
increases the reaction rate.
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18. Chuchani G, Nuñez O, Marcano N, Napolitano S, Rodrı́guez H,


Domı́nguez M, Ascanio J, Rotinov A, Domı́nguez RM, Herize A.
J. Phys. Org. Chem. 2001; 14: 146–158.

J. Phys. Org. Chem. 2006; 19: 700–705








JOURNAL OF PHYSICAL ORGANIC CHEMISTRY
J. Phys. Org. Chem. 2006; 19: 706–713


DOI: 10.1002/poc.1063

Published online in Wiley InterScience (www.interscience.wiley.com).

Nucleophilic reactivity of the azide ion in various
solventsy

Thanh Binh Phan and Herbert Mayr*


Department Chemie und Biochemie der Ludwig-Maximilians-Universität München, Butenandtstrasse 5-13 (Haus F), 81377 München,
Germany


Received 11 November 2005; revised 12 January 2006; accepted 25 June 2006

ABSTRACT: The kinetics of the reactions of the
in different alcohol/acetonitrile mixtures and in D

R–X


*Correspondence
Ludwig-Maximil
(Haus F), 81377
E-mail: Herbert.M
ySelected article p
Physical Organic
ianopolis, Brazil.


Copyright # 200

azide ion with benzhydrylium ions were investigated photometrically
MSO at 20 8C. Since the competing reactions of the benzhydrylium


ions with the solvents are generally slower, the second-order rate constants of the reactions of the benzhydrylium ions
with the azide ion can unambiguously be determined to yield nucleophilicity parameters N and s for the azide ion in
different alcohols. Several reactions of the benzhydrylium ions with the azide ion are reversible, which allowed the
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INTRODUCTION


Organic azides are important substrates for heterocyclic
synthesis,1 particularly Huisgen reactions (1,3-dipolar
cycloadditions, click chemistry).2–4 They are employed
as precursors of primary amines5 for Staudinger
ligations,6 and many other synthetic applications.5,7,8


Alkyl azides are usually synthesized via SN2 reactions
from alkyl halides and alkali azides,5 and the kinetics of
these reactions have been studied.9


In mechanistic chemistry, the azide-clock method
developed by Richard and Jencks10 found wide appli-
cation for determining the rates of the reactions of
carbocations with solvents.11 When SN1 reactions are
performed in nucleophilic solvents containing azide ions,
as shown in Scheme 1, the rate constants kS can be

ks


k2,Az


R+


SolvOH, – H+


R–OSolv


R–N3


N3
–


Scheme 1.


to:H. Mayr, Department Chemie und Biochemie der
ians-Universität München, Butenandtstrasse 5-13
München, Germany.
ayr@cup.uni-muenchen.de
resented as the Eighth Latin American Conference on
Chemistry (CLAFQO-8), 9–14 October 2005, Flor-
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derived from the product ratio [R–OSolv]/[R–N3] if the
reactions of the carbocations with azide ions are
diffusion controlled, that is, k2,Az¼ 5� 109M�1 sec�1.


McClelland et al.12a determined rate constants of (4–
6)� 109M�1 sec�1 for the reactions of the parent and of
acceptor-substituted tritylium ions with N�


3 from the rates
of decay of the absorbances of laser-flash photolytically
generated tritylium ions in solutions of NaN3 in 67/33
(v/v) water–acetonitrile mixtures. Analogous experiments
have been reported for other types of carbocations.12b,c In
order to define the range, in which the azide-clock method
is applicable, we have now determined the nucleophilicity
parameters N and s for the azide ion in different solvents
using the procedure described previously.13,14


log kð20 �CÞ ¼ sðE þ NÞ (1)


Equation (1), which calculates the rate constants of
electrophile–nucleophile combinations from the electro-
philicity parameters E, the nucleophilicity parameters N,
and the nucleophile specific slope parameters s, has been
reported to hold for the reactions of carbocations13 and
neutral electron deficient p-systems (Michael acceptors,15


electron-deficient arenes16,17) with a large variety of n-
nucleophiles (amines,18 alcohols,19 alkoxides,20 phos-
phanes,21 inorganic anions22), s-nucleophiles (C-H,23 Si-
H, Sn-H hydride donors24), and p-nucleophiles (hetero-
arenes,25 enol ethers,26 ketene acetals,27 enamines,28


allyl element compounds,29 transition metal p-
complexes,30 diazoalkanes,31 and delocalized carba-
nions 32–34). A comprehensive collection of nucleophilicity
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Table 1. Benzhydrylium ions employed as reference elec-
trophiles in this work


Electrophile Ea


(lil)2CH
þ


H


N N


+ �10.04


(jul)2CH
þ


H


N N


+ �9.45


(ind)2CH
þ


H


N


Me Me


N


+ �8.76


(thq)2CH
þ


H


N


Me Me


N


+ �8.22


a From Ref. 13.
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parameters can be found at www.cup.uni-muenchen.de/
oc/mayr/DBintro.html. For the determination of N and s
parameters of the azide ion, we measured the rates of the
reactions of the azide ion with the benzhydrylium ions
listed in Table 1 in various solvents.

0
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0.4


0.6


0.8


1


0.10.050
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t


1)
2)
3)


4
5


Figure 1. Reversible reactions of the azide ion with (lil)2CH
þBF�4


[(lil)2CH
þBF�4 ]¼1.03� 10�5M
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RESULTS


The azide ion reacts reversibly with amino-substituted
benzhydrylium ions [Eqn (2)].


Ar2CH+ N3
– Ar2CH–N3+


k2,Az


k–1,Az


(2)


Figure 1 shows the consumption of (lil)2CH
þBF�4 in


MeOH/MeCN 91/9 (v/v) due to the reactions with N�
3 . A


large excess of N�
3 is required to convert a large portion of


(lil)2CH
þBF�4 into the covalent adduct (lil)2CH—N3. The


absorbance A of the blue solution decreased during the
reaction and finally remained constant at Aend. Increasing
concentration of the azide anion resulted in a reduction of
the Aend values.

Rate constants


Except for some reactions which were carried out in
DMSO, most reactions of the azide ion with the
benzhydrylium cations studied in this work were
performed in alcohol/acetonitrile mixtures. Since most
benzhydrylium ions react readily with alcohols, the
kinetic studies were performed with a stopped-flow
instrument by mixing one part of the solutions of the
benzhydrylium tetrafluoroborates in acetonitrile with 10
parts of a solution of sodium azide in a pure alcohol or in a

0.250.20.15


 (s)


 [N3
–]0 = 1.03 × 10–3 M; Aend  = 0.67


 [N3
–]0 = 2.05 × 10–3 M; Aend  = 0.54


 [N3
–]0 = 4.11 × 10–3 M; Aend  = 0.40


) [N3
–]0 = 6.16 × 10–3 M; Aend  = 0.33


) [N3
–]0 = 8.21 × 10–3 M; Aend = 0.28


1


2


3


4
5


in MeOH/MeCN 91/9 (v/v) at 20 8C, followed at 629 nm
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kobs =  5235[N3
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Figure 2. Plot of the pseudo-first-order rate constants kobs
(sec�1, at 20 8C) for the decay of the (lil)2CH


þBF�4 concen-
tration in MeOH/MeCN 91/9 (v/v) versus the concentrations
of the azide ion


3
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6
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-8-9-10-11


91M9AN


91E9AN


91nP9AN
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45M55AN


91iP9AN


(lil)2CH+ (ind)2CH+(jul)2CH+ (thq)2CH+


log k2,Az


E


Figure 3. Correlation of log k2,Az for the reactions of the azide
anion with benzhydrylium ions (at 20 8C, in different solvents)
versus their electrophilicity parameters E. Solvent mixtures are
given as (v/v); solvents: AN¼ acetonitrile, E¼ ethanol,
M¼methanol, nP¼propan-1-ol, iP¼ propan-2-ol
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50/50 (v/v) mixture of alcohol and acetonitrile to yield
solutions in 91% alcohol/9% acetonitrile (v/v) or 45.45%
alcohol/54.55% acetonitrile (v/v), respectively.


Rate constants for the reactions of the benzhydrylium
ions (Table 1) with various alcohols have previously been
reported.19 From the results of this paper, one can see that
the reactions of benzhydrylium cations with N�


3 are
generally much faster than the reactions with alcohols. In
several cases (reactions in methanol/acetonitrile mix-
tures), high concentrations of N�


3 were used, and the
determination of the reactivity of the azide ion was not
disturbed by the competing reactions of the benzhydry-
lium ions with the alcohols.


Figure 2 shows that the pseudo-first-order rate
constants kobs for the decay of (lil)2CH


þ increase linearly
with [N�


3 ] in MeOH/MeCN 91/9 (v/v). The slope of the
correlation corresponds to the second-order rate constants
of the forward reaction, k2,Az (M


�1 sec�1), whereas the

able 2. Rate constants k2,Az for the reactions of the azide anion with benzhydrylium ions in different solvents (20 8C)


olventa


k2,Az (M
�1 sec�1)b


(lil)2CH
þ (jul)2CH


þ (ind)2CH
þ (thq)2CH


þ


1M9AN 5.24� 103 1.34� 104 6.09� 104 1.51� 105


5M55AN 1.08� 104 2.44� 104 1.12� 105 2.84� 105


1E9AN 3.71� 104 8.72� 104 3.20� 105 7.40� 105


1nP9AN 7.23� 104 1.70� 105 5.79� 105 1.48� 106


1iP9AN 8.97� 104 2.49� 105 7.21� 105 —
MSO 1.68� 106c 3.77� 106 — —


Solvent mixtures are given as (v/v); solvents: AN¼ acetonitrile, E¼ ethanol, M¼methanol, nP¼ propan-1-ol, iP¼ propan-2-ol.
Estimated errors �5%.
From Ref. 18.

T


S


9
4
9
9
9
D


a


b


c
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intercept reflects the first-order rate constant of the
backward reaction k�1,Az (sec


�1).35,36


Analogous plots of pseudo-first-order rate constants
versus the concentrations of the azide ion (Supplementary
Material) gave the rate constants for the reversible
reactions of the azide anion with benzhydrylium ions in
various solvents (Table 2).


The linear plots of log k2,Az versus the electrophilicity
parameters E (Table 1) of the benzhydrylium ions (Fig. 3)
yield the nucleophilicity parameters N and s of the azide
anion in various solvents according to Eqn (1) (Table 3).


For the reactions of the azide anion with tritylium ions
(Tþ) in water/acetonitrile 67/33 (v/v), McClelland12a


observed diffusion control when E> 0. From the linear
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Table 3. Nucleophilicity parameters N and s of the azide
anion in different solvents


Nucleophile N s


N�
3 in 91M9AN 14.54 0.822


N�
3 in 45M55AN 15.01 0.803


N�
3 in 91E9AN 16.30 0.727


N�
3 in 91nP9AN 16.70 0.726


N�
3 in 91iP9AN 17.07 0.706


N�
3 in DMSO 20.50a 0.594


a


a The N and s values are based on only two experimental points.


Table 4. Rate constants k�1,Az for the ionizations of benz-
hydrylium azides in different solvent systems (20 8C)


Solventa


k�1,Az (sec
�1)b


(lil)2CHN3 (jul)2CHN3 (ind)2CHN3 (thq)2CHN3


91M9AN 19.6 75.2 6.40 20.8
45M55AN 23.6 90.0 7.88 17.4
91E9AN 7.99 24.2 1.83 4.50c


91nP9AN 6.88 19.6 — —
91iP9AN 4.20 11.5 — —


aSolvent mixtures are given as (v/v); solvents: AN¼ acetonitrile,
E¼ ethanol, M¼methanol, nP¼ propan-1-ol, iP¼ propan-2-ol.
b Estimated errors �15%.
c This value should be considered as approximate.
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correlation in the left part of Fig. 4 (log k2,Az for the
methoxy substituted tritylium ions versus E18), one can
derive N¼ 15.03 and s¼ 0.67 for N�


3 in water/acetonitrile
67/33 (v/v).


When the rate constants for the reverse reaction, that is,
k�1,Az for the ionization of Ar2CH—N3 (Table 4) are
compared, one finds the reactivity order (ind)2CH


þ


< (thq)2CH
þ� (lil)2CH


þ< (jul)2CH
þ (Fig. 5), which


differs from the reverse of the electrophilicity order shown
in Fig. 3 and the electrophilicity order found for countless
other electrophile nucleophile combinations.13,14,18–23


Since the k�1,Az values listed in Table 4 and plotted in
Fig. 5 are the intercepts of correlations as shown in Fig. 2,
some of them are not very accurate. We have, therefore,
derived them independently from the forward rate
constants and the corresponding equilibrium constants.

Equilibrium constants


In order to determine the equilibrium constants, the molar
absorptivities (molar extinction coefficients) " of the
benzhydrylium tetrafluoroborates were determined in

Figure 4. Correlation of log k2,Az for the reactions of the azide an
versus their electrophilicity parameters E
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various solvents (Table 5) assuming the validity of
Lambert–Beer’s law.


With the " values (Table 5) and the end absorbances
Aend (Fig. 1) of the benzhydrylium ions after reaching the
equilibria, the equilibrium concentrations of Ar2CH


þ


were calculated. Their combination with the initial
concentrations of the benzhydrylium ions and of the
azide anion yields the equilibrium constants for the
reactions of the azide anion with the benzhydrylium ions
(Table 6).


Comparison of the equilibrium constants determined at
different sodium azide concentrations (Supplementary
Material) shows that K somewhat decreases at higher salt
concentrations, probably due to increasing solvent
polarity. Although the equilibrium constants obtained
in this way are generally larger than those calculated as
the ratios of the forward and backward rate constants
(Table 6, in parentheses), they are in the same order of
magnitude and can thus be considered as confirmation of
the rate constants k�1,Az.

ion with tritylium ions (20 8C) in water/acetonitrile 67/33 (v/v)
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able 5. Molar absorptivities " (M�1 cm�1) of the benzhy-
rylium ions in different solvents


olventa


(lil)2CH
þ (jul)2CH


þ (ind)2CH
þ (thq)2CH


þ


(629 nm) (632 nm) (615 nm) (618 nm)


1M9AN 9.26� 104 9.50� 104 8.64� 104 6.63� 104


5M55AN 9.62� 104 8.53� 104 8.63� 104 5.10� 104


1E9AN 9.68� 104 1.04� 105 1.10� 105 —
1nP9AN 9.07� 104 1.00� 105 — —
1iP9AN 9.35� 104 9.92� 104 — —


Solvent mixtures are given as (v/v); solvents: AN¼ acetonitrile,
¼ ethanol, M¼methanol, nP¼ propan-1-ol, iP¼ propan-2-ol.


0.5


1


1.5


2


2.21.71.20.7


           log k–1,Az


    (other solvents )


 log k–1,Az (91M9AN)


(jul)2CH+


(thq)2CH+


(ind)2CH+ (lil)2CH+


45M55AN


91E9AN


91nP9AN


91iP9AN


(               ) 


igure 5. Plot of log k�1,Az for the ionizations of benzhydrylium azides (at 20 8C, in different solvents) versus log k�1,Az for the
eactions in 91% MeOH/9% MeCN (v/v). Solvent mixtures are given as (v/v); solvents: AN¼ acetonitrile, E¼ ethanol,
¼methanol, nP¼ propan-1-ol, iP¼propan-2-ol


able 6. Equilibrium constants Ka (M�1, Eqn (2)) of the reactions of the azide anionwith benzhydrylium ions in different solvent
ystems (20 8C)


olventb (lil)2CH
þ (jul)2CH


þ (ind)2CH
þ (thq)2CH


þ


1M9AN 3.55� 102 (2.67� 102) 1.67� 102 (1.78� 102) 1.15� 104 (9.52� 103) 9.61� 103 (7.29� 103)
5M55AN 5.74� 102 (4.56� 102) 2.75� 102 (2.72� 102) 1.91� 104 (1.42� 104) 2.08� 104 (1.63� 104)
1E9AN 5.40� 103 (4.65� 103) 3.96� 103 (3.61� 103) 2.37� 105c (1.75� 105) (1.64� 105)c


1nP9AN 1.58� 104 (1.05� 104) 1.13� 104 (8.66� 103) — —
1iP9AN 3.91� 104c (2.13� 104) 3.04� 104 (2.16� 104) — —


Estimated errors �15%; the values in parentheses are obtained from the ratios of k2,Az and k�1,Az.
Solvent mixtures are given as (v/v); solvents: AN¼ acetonitrile, E¼ ethanol, M¼methanol, nP¼ propan-1-ol, iP¼ propan-2-ol.
These values should be considered as approximate.
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DISCUSSION


As expected, Fig. 3 and Table 3 show that the
nucleophilicity of the azide anion is largest in DMSO
and decreases with increasing hydrogen-bonding ability of
the alcohols. Vice versa, the ionization rate constants are
smallest in the least polar solvent isopropanol and increase
slightly in the series i-PrOH< n-PrOH<EtOH<MeOH.


The unexpected electrofugality order of the benzhy-
drylium ions, (ind)2CH


þ< (thq)2CH
þ� (lil)2CH


þ


< (jul)2CH
þ, derived from entries 1 and 2 of Table 4


has been confirmed by the equilibrium measurements
(Table 6).
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Table 7. Intrinsic barriers DrG
0 (kJmol�1) for the reactions


of the azide anion with benzhydrylium ions in different
solvent systems (20 8C)


Solventa (lil)2CH
þ (jul)2CH


þ (ind)2CH
þ (thq)2CH


þ


91M9AN 57.8 54.6 55.7 53.2
45M55AN 56.6 53.7 54.7 52.5
91E9AN 56.1 53.6 54.9b —
91nP9AN 55.6 53.1 — —
91iP9AN 56.1b 53.3 — —


aSolvent mixtures are given as (v/v); solvents: AN¼ acetonitrile,
E¼ ethanol, M¼methanol, nP¼ propan-1-ol, iP¼ propan-2-ol.
bThese values should be treated with caution because of the low accuracy of
the determination of the equilibrium constants.
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At first glance, it appears contradictory that (jul)2CH
þ


reacts approximately two times faster with the azide anion
than (lil)2CH


þ, and at the same time the ionization of
(jul)2CH—N3 is 2–3 times faster than the ionization of
(lil)2CH—N3. Analogously, (thq)2CH


þ is a better electro-
phile and at the same time a better electrofuge than
(ind)2CH


þ. If these results stood by themselves, one might
think of an experimental error. However, a similar behavior
has been reported for the reactions of these benzhydrylium
ions with phosphanes.21 Furthermore, reversible reactions
of these benzhydrylium ions with other nucleophiles show
the same trends (Mayr, Tishkov, unpublished results).


When the concept of intrinsic barriers DG
z
0 by


Marcus37 is also applied for this type of reaction, one
can calculate formal values of DG


z
0 by substituting DGz


(from the rate constants in Table 2) and DrG
0 (from the


equilibrium constants in Table 6) into the Marcus Eqn (3),

(jul)2CH+
(lil)2CH+


Ar2C


∆G


+ N3
–


Figure 6. Gibbs free energy profiles (20 8C) for the reactions of the


Copyright # 2007 John Wiley & Sons, Ltd.

where the work term has been omitted. Table 7 shows that
DG


z
0 for (jul)2CH


þ is generally smaller than for (lil)2CH
þ.


Analogously, the intrinsic barrier is smaller for the
reactions of (thq)2CH


þ than of (ind)2CH
þ.


DGz ¼ DG
z
0 þ 0:5DrG


0 þ ðDrG
0Þ2=16DGz0 (3)


Figure 6 illustrates the corresponding Gibbs free
energy profiles for the reactions of azide with the four
benzhydrylium ions in 91% MeOH/9% MeCN (v/v)
which is representative for the situation in other solvents.
One can see, that DrG


0 for the reactions of N�
3 with the


benzhydrylium ions incorporating a five-membered ring,
(lil)2CH


þ and (ind)2CH
þ, are the same or slightly more


negative than the corresponding values for the six-
membered ring analogs (jul)2CH


þ and (thq)2CH
þ,


respectively. It is the lower intrinsic barrier for the
reactions of (jul)2CH


þ and (thq)2CH
þ (Table 7), which


makes the compounds with the six-membered rings better
electrophiles as well as better electrofuges than the five-
membered ring analogs.


Let us now consider linear extrapolations of the
correlations shown in Fig. 3 towards more reactive
carbenium ions. With the N and s parameters listed in
Table 3, one can calculate [Eqn (1)] that log k2,Az¼ 10 is
reached for carbocations with electrophilicity parameters
between �3.7<E<�2.4 (Table 8). Though a flattening
of the correlation lines is known to occur as the diffusion
limit is approached, these are the carbenium ions where
the reactions with azide become diffusion controlled. In
other words, in DMSO, carbocations with E>�3, and in
simple alcohols, carbocations with E>�2 can be
expected to undergo diffusion controlled reactions with

(ind)2CH+


(thq)2CH+


H-N3


+ N3
–


azide anionwith benzhydrylium ions inMeOH/MeCN 91/9 (v/v)
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Table 8. Electrophilicities E of electrophiles at the border of
activation and diffusion controlled reactions with the azide
anion in different solventsa


Nucleophilea Eb


N�
3 in 91M9AN �2.4


N�
3 in 45M55AN �2.5


N�
3 in 91E9AN �2.5


N�
3 in 91nP9AN �2.9


N�
3 in 91iP9AN �2.9


N�
3 in DMSO �3.7


a Solvent mixtures are given as (v/v); solvents: AN¼ acetonitrile,
E¼ ethanol, M¼methanol, nP¼ propan-1-ol, iP¼ propan-2-ol.
b Calculated [Eqn (1)] E values for log k2,Az¼ 10 based on N and s from
Table 3.
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the azide ion. Furthermore, Table 4 indicates that
carbocations of lower electrophilicity will react reversibly
with the azide ion. Thus, for kinetic as well as for
thermodynamic reasons the azide-clock method cannot
be applied to characterize carbocations with an electro-
philicity of E<�2.

EXPERIMENTAL


Materials


Reagent grade methanol (99.8%, Acros), anhydrous
isopropanol (99.5%, Aldrich), anhydrous acetonitrile
(99.5%, Merck), extra dry DMSO (H2O< 0.005%,
Acros), and sodium azide (>99%, Merck) were
purchased. Absolute ethanol and propan-1-ol were
distilled from iodine-activated magnesium. The benzhy-
drylium tetrafluoroborates were synthesized as described
previously.13

Kinetics


The kinetic measurements were performed by following
the decay of the absorbances of the colored reference
electrophiles using UV-Vis spectroscopy.18,28a,38,39


While the reactions in DMSO were carried out by
mixing equal volumes of solutions of sodium azide and
benzhydrylium tetrafluoroborate in pure DMSO, the
reactions in alcohol/acetonitrile mixtures were performed
by mixing 10 volume parts of the solutions of NaN3 in
alcohols or in 50% alcohol/50% acetonitrile (v/v) with 1
volume part of the solutions of the benzhydrylium salts in
acetonitrile to yield 91/9 or 45.45/54.55 (v/v) mixtures of
alcohols and acetonitrile, respectively.


The fast reaction of the azide anion with (jul)2CH
þ in


DMSO was studied by using an Applied Photophysics
SX.18MV-R stopped-flow spectrophotometer system. All
reactions in alcohol/acetonitrile mixtures were followed
by using a Hi-Tech SF-61DX2 stopped-flow spectropho-

Copyright # 2007 John Wiley & Sons, Ltd.

tometer system (controlled by Hi-Tech KinetAsyst2
software) with syringes set up for a 10/1 mixing ratio.


The temperature of the solutions during all kinetic
studies was kept constant (20� 0.1 8C) by using a
circulating bath thermostat.


Azide concentrations were at least ten times as high as
those of the electrophiles, resulting in pseudo-first-order
kinetics with an exponential decay of the electrophile
concentrations. The pseudo-first-order rate constants kobs
(sec�1) were obtained by least squares fitting of the
absorbance A of the electrophiles to the single-
exponential At¼Aoexp(�kobst)þC.


The slopes of the linear plots of kobs (sec
�1) versus the


concentrations of the azide ion correspond to the second-
order rate constants k2,Az (M�1 sec�1) of the forward
reactions of the azide ion with the electrophiles, and the
intercepts reflect the first-order rate constants k�1,Az


(sec�1) of the backward reactions.

Equilibrium constants


The molar absorptivities " (M�1 cm�1) of the benzhy-
drylium ions in different solvents were determined by
UV-Vis spectroscopy based on their concentrations
[Ar2CH


þ]0 (M) and the corresponding absorbances A0


assuming the validity of Lambert–Beer’s law. From the
end absorbances Aend of the benzhydrylium ions
(determined at the moment, when the reactions reached
equilibria, Fig. 1) and the initial concentrations of the
benzhydrylium ions and of the azide anion, the equi-
librium concentrations of all the components in the
reaction mixtures were calculated.
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ABSTRACT: The instantaneous rate constant (IRC)–time profiles for single-step mechanisms are straight lines with zero
slope. The IRC–time profiles for reactions taking place in more than a single step depend upon whether decay of reactant
or evolution of product concentration is monitored. When reactant decay is monitored, the IRC–time plot extrapolated to
zero time is equal to the rate constant for the initial step (kf) in the reaction while the IRC–time profile for product
evolution extrapolates to zero at t¼ 0. The IRC–time profiles for monitoring reactant decay and product evolution
converge to a plateau value which can be equated to the rate constant under steady-state conditions (ks.s). Two
independent procedures for calculating IRC–time profiles were developed and tested for both simple and complex
mechanisms. The first method is initiated with a least squares correlation over the first 11 points of a 2000-point
ln(1�ER)�time profile (ER designates extent of reaction). The IRC at the midpoint (IRC(6)) of the time interval is
assigned the value of�S (where S is the slope of the correlation). The second correlation is over points 2–12 and provides
a value of IRC(7). This procedure is continued until IRC(6) to IRC(1995) have been generated. The second method
involves a 5th order polynomial smooth of the (1�ER)/time profile before calculating IRC at the midpoints between
successive points. The limitations of the two IRC procedures are discussed. The IRC procedures are applied to
experimental absorbance–time profiles for the acyl transfer reactions of p-nitrophenyl acetate to hydroxide ion in water
and in aqueous acetonitrile. In water, no significant deviations from pseudo first-order kinetics were observed. A dramatic
change in IRC/time profiles was observed on changing solvents to aqueous acetonitrile. Under the latter conditions the
IRC analyses were observed to be consistent with a 2-step mechanism. Copyright # 2006 John Wiley & Sons, Ltd.

KEYWORDS: instantaneous rate constants; acyl transfer reactions; p-nitrophenyl acetate; hydroxide ion; hydrolysis

INTRODUCTION


Our recent work1–11 suggests that some of the fundamental
reactions of organic chemistry follow complex mechan-
isms, which do not quickly reach a steady state. At an early
stage in the development of physical organic chemistry,
Hammett12 recognized that the kinetic response of the
reversible consecutive second-order mechanism (Scheme 1)
differs from that of the simple irreversible second-order
mechanism at short times. However, he concluded that the
deviations from simple mechanism behavior are small and
differentiation of the mechanisms could not be done with
the precision of kinetic measurements at that time. More
recently, Bunnett13 expressed the general belief that rate
constants of organic reactions are generally obtained with
errors of the order of �5%.
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Digital technology has greatly increased the potential
precision of kinetic measurements and attention should be
called to the fact that the standard deviation of the mean
(equal to


Xbest ¼ Xmean � s=N0:5 (1)


s/N0.5) where s is the standard deviation, varies with the
square root of the number of measurements (N), is the
appropriate parameter to use to estimate the practical
level of precision available.14 The necessity of gathering
large quantities of kinetic data in order to take advantage
of this fact is readily accommodated when using stopped-
flow spectrophotometry as the measurement technique.
We find that the precision in rate constant measurements
of first-order reactions can be of the order of �0.5% using
that method.


In the time period before the steady-state is reached
during a reaction following a complex mechanism, the
decay in reactant concentration leads the evolution of
product concentration assuming a 1/1 stoichiometry
between reactant and product. This means that the
apparent rate constant for the reaction will vary with time
during the pre-steady-state time period. The latter, along
with the availability of kinetic data of greater precision,
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suggests that if instantaneous rate constants (IRC) were
available, IRC–time profiles should provide a very
effective method for differentiating between simple and
complex mechanisms. In this paper, the methodology for
generating IRC–time profiles is developed using both
experimental and calculated extent of reaction (1�ER)�
time profiles.

EXPERIMENTAL


Solvents and reactants


Acetonitrile was of the highest purity level commer-
cially available and used without further purification.
p-Nitrophenyl acetate was of the highest purity level
available and recyrstallized before use.

Kinetic measurements


A Hi-Tech Scientific SF-61 Stopped Flow Spectropho-
tometer with a Techne Flow Cooler FC-200 thermostat to
control the temperature of the cell block within �0.28C in
a glove box under a nitrogen atmosphere was used for
kinetic measurements. Data, 2000 points over a time
range about 10% greater than the first half-life, were
collected under pseudo first-order conditions.

Kinetic procedure


The stopped-flow instrument used a single-beam light
path. This necessitated subtraction of background
absorbance, which was obtained by having the excess
reagent in one syringe in twice the concentration used in
kinetic experiments and pure solvent in the other syringe.
Three background shots were recorded before each set
of kinetic shots and all data points were averaged.
A minimum of 20 shots under kinetic conditions were
recorded in each set of measurements. Product extinction
coefficients were obtained under the reaction conditions
by averaging three shots with duration of about 20 half-
lives of reaction. The kinetic absorbance–time curves
were first averaged, background absorbance was sub-
tracted and the zero-time absorbance (Abso) was
calculated by a linear least squares procedure. The
absorbance–time arrays were converted to (1�ER)/time
profiles and either converted to ln(1�ER)/time profiles or
fit to 5th order polynomial equations. The reactant
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extinction coefficient was calculated from Abs0 and the
known reactant concentration.


Prior to beginning kinetic studies, diode-array UV-VIS
spectra were recorded over a period of about 20 half-lives
to follow the progress of all reactions. Infinity absorbance
values were evaluated by single wavelength measure-
ments over about 20 half-lives.

Calculations


Fortran programs were compiled using the Microsoft
Visual Fortran compiler. All calculations were carried out
on desktop or laptop computers with processor speeds of
1.7 GHz or greater.

RESULTS


Instantaneous rate constants


The apparent IRC (kinst) for a reaction taking place in a
single microscopic step (simple mechanism) is time
independent and equal to the microscopic rate constant
for that step. However, for a reaction taking place in more
than one consecutive step, the opportunity exists to
observe time dependent kinst. This opportunity can only be
taken advantage of in the event that the pre-steady-state
time period can be accessed. By definition, a kinst is
evaluated over an infinitesimally short time period. In
practice, it is convenient to evaluate kinst over a finite time
period as the rate constant at the time of the mid-point of
the time range. The validity of this procedure was readily
established by showing that the resultant value is
independent of the magnitude of the time interval when
the latter is small.


Most of the reactions of interest can be studied under
pseudo first-order conditions with the second reactant (B
in Scheme 1) in large excess. Under these conditions the
appropriate form of the rate law for the simple mechanism
is (2) in which ER represents the extent of reaction.
Equation (2) transforms to Equation (3) when the decay of
[R] is monitored and to Equation (4) when evolution of
[P] is followed. The appropriate equations for evaluating
instantaneous pseudo first-order rate constants (IRC)16


over a finite time interval (Dt) when monitoring reactant
decay or product accumulation are Equations (5) and (6),
respectively.


� lnð1 � ERÞ ¼ kt (2)


� lnð½R�=½R�0Þ ¼ kt (3)


� lnð1 � ½P�=½R�0Þ ¼ kt (4)


kinst ¼ �D lnð½R�=½R�0Þ=Dt (5)


kinst ¼ �D lnð1 � ½P�=½R�0Þ=Dt (6)

J. Phys. Org. Chem. 2006; 19: 714–724







3.02.52.01.51.00.50.0


-0.0054


-0.0048


-0.0042
a


Abs


time/s


0 1 2 3 4 5 6
-6


-4


-2


0


2


4


6


bRaw Data


Average Amplitude of Noise = 0.0005 A.U.


Range of kinst Values = +6 to -2 s-1


time/s


kinst/s
-1


0 1 2 3 4 5 6
0.15


0.20


0.25


0.30


0.35


0.40


c


Range of Values = +0.18 to +0.40


Savitsky - Golay least-squares smoothed data


kinst /s-1


time/s


igure 1. Spectrometer output noise (a), 2-point IRC
nalysis of experimental absorbance–time data for a reaction
ith an apparent rate constant of 0.28/sec, raw data (b),
ith data smoothed using the Savitsky–Golay procedure (c)


716 V. D. PARKER

F
a
w
w


Spectrometer output noise. Due to the fact that
there is always some scatter and noise in experimental
kinetic data it is not practical to evaluate IRC directly
from the raw data. Spectrometer output noise under our
experimental conditions is illustrated in Fig. 1a. The solid
dots represent the absorbance output from the single-
beam spectrometer for water in the absence of solutes.
The broken line is the data after a Savitsky–Golay smooth
procedure15 was carried out and the solid line is the best fit
of the data to a 5th order polynomial equation. That raw
data are unsuitable for the IRC procedure is clearly
demonstrated by the data in Fig. 1b. The raw data
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consisted of a 2000-point absorbance–time profile
obtained for product evolution during the hydrolysis of
p-nitrophenyl acetate (0.00006 M) in water containing
hydroxide ion (0.02 M) at 298 K, conditions under which
the apparent pseudo first-order rate constant was found to
be equal to 0.280 s�1. The spectrometer output noise was
observed to be equal �0.0006 AU while the average
absorbance change due to product formation during a
time interval (Dt) was equal to about 0.0005 AU. The
value of kinst derived from raw data varied from about �2
to þ6. Prior smoothing of the raw data using the
Savitsky–Golay procedure15 (Fig. 1c) resulted in some
improvement (kinst values varied from about 0.18 to 0.40)
but still did not result in useful data.


A sliding n-point IRC analysis. Conversion of the
raw data to a ln(1�ER)/time profile set the stage for
evaluating a sliding n-point procedure (n¼ 11, 21, 51 or
101) for calculating IRC–time arrays. The first step
involves a least squares correlation of ln(1�ER) versus
time over points 1 to n. The slope of this line is assigned
to �kinst(N) where N is equal to (nþ 1)/2. The value of N
is then incremented by taking points 2 to nþ 1 as the
second correlation to obtain �kinst(Nþ 1). The value
of �kinst(Nþ 3) is obtained using points 3 to nþ 3. This
procedure is continued until all points in the ln(1�ER)/
time profile have been used. For example when n¼ 11, an
IRC–time array consisting of �kinst(6) to �kinst(1995)
results from the process.


In order to demonstrate the sliding n-point IRC
procedure, a (1�ER)/time profile for the complex
mechanism (Scheme 1; kf¼ 0.546 s�1, kb¼ 14.8 s�1,
and kp¼ 12.4 s�1) was simulated. The rate constants
were selected to correspond to those published for the
Diels-Alder reaction between anthracene and tetracya-
noethylene ([TCNE]¼ 0.1 M).10 The IRC/time profiles
for analyses with n equal 11, 21, 51, and 101 are
illustrated in Fig. 2 for reactant decay (2a, 2b, 2c, and 2d,
respectively) and product evolution (2a0, 2b0, 2c0, and 2d0,
respectively). There are two trends of interest in the data.
As n increases from 11 to 101, both (a) the oscillations at
the lower end of the (1�ER) range decrease in amplitude
and (b) the range of kinst values in the steep sections of the
plots decrease with increasing n. These two effects are in
opposite directions with respect to the quality of the IRC
analyses.


The effect of changes in the kf /kp ratios on the IRC/time
profiles for reactions taking place by the reversible
consecutive mechanism (Scheme 1) is illustrated by the
11-point IRC/time profiles in Fig. 3. As the kp/kf changes
from 40 (3a) to 2.5 (3e) the (1�ER) value at which the
plateau region is approached changes steadily from<0.95
(3a) to about 0.55 (3e).


In order to incorporate the advantages of using different
n values into a single IRC analysis, a procedure was
devised to successively increase n with increasing time. A
superior procedure was observed to involve an initial
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correlation over the first 3 points to give IRC(2), followed
by correlations over 5 points (IRC(3)), 7 points (IRC(4)),
and 9 points (IRC(5)). The 11-point sliding procedure was
then used to give IRC(6) to IRC(50) and this was followed
by application of the 101-point sliding procedure to
generated IRC(51) to IRC(1950). The IRC analysis was
used on the experimental data described later.


5th order polynomial fit of (1�ER)/time profiles
prior to IRC analysis. We carried out an extensive
comparison of IRC/time profiles generated directly from
simulated (1�ER) data to those from fit of the data to 5th
order polynomial equations for both simple and complex
mechanisms. We found that the simple mechanism
(1�ER)/profiles over the first half-life can be fit to 5th
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order polynomial equations without distortion and the
average deviation in (1�ER)/point between the two
profiles is of the order of 0.01%. The 5th order polynomial
smoothed data are suitable for the calculation of kinst at
the midpoint between successive time points.


For complex mechanism (Scheme 1) data, the quality
of the fit to 5th order polynomials over the first half-life of
reaction was observed to depend upon the relative values
of the rate constants. For example, the zero time intercepts
of the IRC/time profiles calculated after fit of 5th
order polynomial equations to the (1�ER)/time profiles
associated with Fig. 3 varied with kp/kf from 0.257 s�1 (kp/
kf¼ 40) to 0.276 s�1 (kp/kf¼ 20) to 0.326 s�1 (kp/kf¼ 10)
to 0.406 s�1 (kp/kf¼ 5) to 0.471 s�1 (kp/kf¼ 2.5). Since
the zero time intercepts in the IRC/time profiles give the
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value of the rate constant for the first step in the reaction
(kf¼ 0.500 s�1), none of the values are acceptably close.


The apparent reason for the failure to obtain precise fits
of 5th order polynomial equations to (1�ER)/time
profiles over the first half-life for reactions following
the complex mechanism (Scheme 1) is that there are two
time regimes in the data. The two time regimes
correspond to the time periods before and after the
steady-state has been achieved. The time regime after
reaching the steady-state corresponds to that where the
reaction follows strictly first-order kinetics and gives
excellent fits to 5th order polynomial equations. To test
the quality of fit of 5th order polynomial equations to data
in the pre-steady-state time regime, the fitting procedure
described in the previous paragraph was restricted to the
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first 3% of the reactions. The IRC/time profiles illustrated
in Fig. 4 show the results obtained for the restricted
(1�ER)/time profiles. When kp/kf was equal to 40 (4a) the
zero time intercept was 0.497 s�1 and for all others (Fig.
4b–e) was equal to 0.500 s�1. For the case where kp/kr was
equal to 40 (Fig. 4a), restricting the 5th order polynomial
fit to the first 2% of reaction resulted in kt¼0 equal to
0.500 s�1, which is equal to kf for the simulated data set.


A comparison of IRC procedures applied to
experimental data. The experimental (1�ER)/time
profile from which the IRC/time profile illustrated in
Fig. 1b was obtained was subjected to analysis using the
sliding n-point procedure and to 5th order polynomial
smooth followed by the successive 2-point IRC
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analysis. The results of the IRC analyses are illustrated in
Fig. 5. The IRC/time profile (solid line in Fig. 5a) derived
from the 11-point sliding procedure shows some
oscillations and was smoothed (dashed line in Fig. 5a)
for sake of comparison. The corresponding profile
obtained after 5th order polynomial smooth of the raw
data is shown in Fig. 5b. The average values of kinst


derived from the two IRC/time profiles are 0.272 (Fig. 5a)
and 0.279 (Fig. 5b). This difference arises from the fact
that the smoothed line in Fig. 5a bends downward at the
extreme right in the plot while that in Fig. 5b has a slight
upward bend.

Application of IRC analysis to acyl transfer
reactions between p-nitrophenyl acetate
and hydroxide ion


The kinetics of the reaction between p-nitrophenyl acetate
(PNPA) and hydroxide ion were studied in both water and
in aqueous acetonitrile (AN/H2O (20%)) using stopped-
flow spectrometry at 5 nm intervals over the entire
accessible uv/vis spectral region. Reactions carried out at
440 nm were selected to demonstrate the response to
product evolution and at 270 nm to show that for reactant
decay.

Copyright # 2006 John Wiley & Sons, Ltd.

The IRC/time profiles for product evolution at 440 nm
for the reaction between PNPA (0.00024 M) and
hydroxide (0.02 M) in water are illustrated in Fig. 6a
and 6a0. Both the expanding n-point sliding IRC (6a) and
the polynomial smooth IRC (6a0) profiles are nearly flat
lines with a slight downward slope. The same reaction
monitored at 270 nm resulted in the IRC/time profiles
shown in Fig. 6b and 6b0. The response for both IRC
procedures are essentially flat and indicate no significant
deviations from that expected for pseudo first-order
kinetics.


The IRC/time profiles for reactions carried out in AN/
H2O (20%) and monitored at 440 nm (Fig. 6c and 6c0) for
product evolution and at 270 nm (Fig. 6d and 6d0) for
reactant decay show significant deviations from simple
mechanism response. During product evolution (440 nm)
the IRC/time profiles appear to rise from zero at zero time
to the plateau in about 10 msec. The IRC/time profiles for
reactant decay (270 nm) decrease rapidly from zero time
to the plateau value. That obtained by the 5th order
polynomial smooth IRC procedure intersects the zero
time axis at 0.546 s�1. All of the IRC/time profiles
obtained in AN/Water (20%) are characteristic of those
expected for complex mechanism behavior.

DISCUSSION


The irreversible consecutive mechanism (Scheme 1) or
any other complex mechanism can only be differentiated,
by kinetic measurements, from the single-step simple
mechanism during the time period before the steady-state
is reached. Once steady-state is achieved, the kinetic
responses from the two mechanisms are identical. During
the pre-steady-state time period under pseudo first-order
conditions for a reaction following the complex
mechanism (Scheme 1), the apparent pseudo first-order
rate constant varies with time and depends upon whether
reactant decay or product evolution is monitored. Since
the steady state is generally1–10 reached early in the
reaction, the kinst/time profile from zero time over the first
half-life of a reaction will clearly differentiate between
simple and complex mechanism behavior.


The difficulties encountered in attempting to evaluate
IRC/time profiles over short time intervals are illustrated
in Fig. 1. The root of the difficulty is the fact that the
absorbance–time output of a spectrometer varies with
time due to noise. Although this time variance is small,
�0.0005 AU from the stopped-flow spectrometer used
in this study (Fig. 1a) this gives rise to very large
variations of kinst values (�2 to þ6 s�1 for a process with
kapp equal to 0.28 s�1) calculated between successive data
points. Prior smoothing of the data using the Savitsky–
Golay procedure15 is accompanied by improvement
(kinst¼ 0.18–0.40 s�1) but the result is still not acceptable.
The difficulty is readily understood if we consider the fact
that the average absorbance change due to the process

J. Phys. Org. Chem. 2006; 19: 714–724







1.0 0.9 0.8 0.7 0.6 0.5
0.0


0.1


0.2


0.3 aSliding Point IRC Analysis


440 nm


Water


1 - E.R.


kinst /s-1


0 1 2 3 4 5 6
0.0


0.1


0.2


0.3


time/s


kinst /s
-1


Water


440 nm


a'Polynomial Smooth IRC Analysis


1.0 0.9 0.8 0.7 0.6 0.5
0.0


0.1


0.2


0.3 bSliding Point IRC Analysis


Water
270 nm


kinst /s-1


1 - E.R.


0 1 2 3 4 5
0.0


0.1


0.2


0.3


Water


270 nm


time/s


k inst /s
-1


b'Polynomial Smooth IRC Analysis


0.350.300.250.200.150.100.05
0.00


0.02


0.04


0.06


time/s


AN/H2O (20%)


440 nm
kinst /s-1


cExpanding n-Point Sliding IRC Analysis


0.05 0.10 0.15 0.20 0.25 0.30


0.00


0.02


0.04


0.06


AN/H2O (20%)


440 nm


Polynomial Smooth IRC Analysis


time/s


kinst /s-1


c'


0.00 0.05 0.10 0.15 0.20 0.25 0.30
0.0


0.1


0.2


0.3


0.4


time/s


d


kinst /s-1 270 nm
AN/H2O (20%)


Expanding n-Point Sliding IRC Analysis


0.350.300.250.200.150.100.050.00
0.0


0.1


0.2


0.3


0.4


0.5


kinst /s
-1


time/s


AN/Water (20%)


270 nm


d'Polynomial Smooth IRC Analysis


Figure 6. Sliding point IRC analyses (a, b, c, d) compared polynomial smooth IRC analyses (a(, b(, c(, d() for reaction of p-
nitrophenyl acetate (0.0006 M) with hydroxide ion (0.02 M) at 298 K


Copyright # 2006 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2006; 19: 714–724


INSTANTANEOUS RATE CONSTANTS IN PHYSICAL ORGANIC CHEMISTRY 721







HO-  +  CH3COOAr                            HO-COCH3  +  ArO-       Concerted


H3C
OH


OAr
OHO-  +  CH3COOAr                                                        HO-COCH3  +  ArO-


kf kp


kcon


Scheme 2. Mechanism of hydrolysis of p-nitrophenyl acetate


722 V. D. PARKER

being monitored is of the order of 0.0005 AU/point
(Fig. 1b,c).


Two approaches that result in acceptable IRC/time
profiles have been described in the results section. The
first is the n-point sliding IRC procedure illustrated in
Figs. 2 and 3 on simulated (1�ER)/time profiles for both
reactant decay and product evolution. An advantage of
this approach is that there is no distortion of the data over
the entire (1�ER) range. Another important advantage
is that raw data are used in the analysis and the numerical
treatment of the data is very simple. A disadvantage of the
method is that kinst values for the first (n�1)/2 points
cannot be calculated. This is especially significant when
dealing with complex reactions, which reach the steady
state at very low degree of conversion. This disadvantage
is insignificant when using an improved IRC procedure,
which incorporates expanding n values; 3 for IRC(2), 5
for IRC(3), 7 for IRC(4), 9 for IRC(5), 11 for IRC(6) to
IRC(50), and 101 for IRC(51) to IRC(1950).


The second approach involves fitting the experimental
(1�ER)/time profile to a 5th order polynomial equation
before calculating kinst as the mid-point between
successive time points. The main advantage of this
method is that kinst are calculated between all successive
points in the (1�ER)/time array and the resultant IRC/
time profile is smooth. Data from processes, which obey
first-order kinetics over the entire range of interest can be
fit to 5th order polynomial equations without any
distortion. However, data derived from complex mech-
anisms are in two distinct time regimes corresponding to
the pre-steady-state and steady-state time periods and
(1�ER)/time profiles encompassing both time regimes
show significant distortion when fit to 5th order
polynomial equations. However, if data are restricted to
one or the other of the time regimes the 5th order
polynomial smooth procedure does not result in
significant distortion of the data. Therefore, limiting
the analysis to data, which is clearly in the pre-steady-
state time regime is the recommended use of this
procedure. The 5th order polynomial smooth IRC
analyses on simulated (1�ER)/time profiles are illus-
trated in Fig. 4. The only case where the zero time
intercept gives an error (0.6%) is shown in Fig. 4a. This
small error can be eliminated by decreasing the time
range from 100 to 80 ms. In general, the best procedure to
determine the range of data suitable for the analysis is to
vary the time range to find the range where the intercept is
independent of the latter.

Copyright # 2006 John Wiley & Sons, Ltd.

Application of IRC analysis to acyl transfer
reactions between p-nitrophenyl acetate
and water


Acyl transfer reactions have been the subject of a large
number of investigations over the past 40 years and only
those particularly pertinent to this work are cited.17–19 It is
generally accepted that acyl transfer reactions take place
by one of two mechanisms depending upon a number of
factors. The mechanisms include the single step
concerted displacement reaction or a 2-step process
involving the formation of a tetrahedral intermediate
(Scheme 2). When p-nitrophenoxide ion is the leaving
group the concerted mechanism is favored. A recent
theoretical Study20 resulted in the conclusion that the
concerted pathway is energetically favored over the
2-step mechanism for the hydrolysis of PNPA.


The 2-step mechanism in Scheme 2 differs from that in
Scheme 1 in that the first step is written as irreversible.
This is to take into account the enormous difference in
leaving group abilities between p-nitrophenoxide and
hydroxide ions. An important factor in this difference is
the relative pKa values of p-nitrophenol (7.14 in water21)
and water (15.7 in water). The assumption for irrever-
sibility of the first step in Scheme 2 likely holds in AN/
Water (20%) as well but is not as firmly grounded since
the relative pKa values are unknown in the mixed solvent.
The latter also has consequences for the detection of
deviations from pseudo first-order kinetics. The simulated
data in Fig. 7 illustrate the effect of the kp/kf ratio for the
irreversible consecutive mechanism (Scheme 2) on the
kinetic response for product evolution. As kp/kf increases,
the IRC/time response in the pre-steady-state time regime
becomes steeper reaching the plateau value at lower
conversions. This trend is also manifested in the data
tabulated in the figure. As kp/kf decreases to lower values,
the time ratio (t0.50/t0.05)4 decreases significantly from the
infinity value (13.51 for first-order kinetics) to lower
values. The data in Fig. 7 illustrate the fact that for the
irreversible consecutive mechanism, the deviation from
first-order kinetics can be detected as long as the kp/kf
ratio is of the order of 103 or less.


The qualitative expectation for the irreversible con-
secutive mechanism (Scheme 2) in the pre-steady-state
time regime for product evolution is the same as that for
the reversible consecutive mechanism (Scheme 1). When
monitoring the evolution of product the IRC/time
response is expected to increase from 0 at zero time to
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a plateau value when steady state is achieved. However,
the kinetics of reactant decay are only dependent on the
first step in the irreversible consecutive mechanism. The
IRC/time profile for reactant decay is expected to equal kf
(the rate constant for the first step in the reaction) at all
times. Thus, the reversible and irreversible consecutive
mechanisms are readily distinguished by the IRC/
time profile for reactant decay. The transition from the
reversible consecutive (Scheme 1) to the irreversible
consecutive mechanism (Scheme 2) as the partition ratio
kp/kb increases is illustrated in Fig. 8.


The IRC/time profiles illustrated in Fig. 6 are
representative for monitoring reactant decay at 270 nm
and product evolution at 440 nm. Those derived from
experimental (1�ER)/time profiles for the reaction in
water as solvent (Fig. 6a,a0,b,b0) do not exhibit any
significant deviations from simple mechanism behavior.
We are unable to explain the slight downward slope to the
curves for product evolution (Fig. 6a,a0) but do not regard
the deviations to be great enough to question whether or
not the reactions follow first-order kinetics over the first
half-life of the reaction.


On the other hand, the IRC/time profiles for the reactions
carried out in AN/Water (20%) clearly indicate substantial
deviations from pseudo first-order kinetics. The forms of
the IRC/time profiles for product evolution (Fig. 6c,c0) are
consistent with either the reversible (Scheme 1) or the
irreversible consecutive mechanism (Scheme 2). On the
other hand, those for reactant decay (Fig. 6d,d0) are clearly
inconsistent with the irreversible consecutive mechanism
and suggest the reversible consecutive mechanism
(Scheme 1). It should also be pointed out that under the
same conditions the steady-state rate constant for reactant
decay decreased by about a factor of 5 in going from water

Copyright # 2006 John Wiley & Sons, Ltd.

(0.28 s�1) to 20% water in AN (0.05 s�1) as solvent.
In the mixed solvent, the IRC zero time intercept was
0.546 s�1.


The form of the IRC–time profiles in the mixed solvent
are consistent with the absorbance at 270 and 440 nm
being predominately due to reactant and product,
respectively. The IRC–time profiles are generated
assuming that the absorbance is due to only reactant
and product. At some wavelengths between 270 and
440 nm the IRC–time profiles are more complex
suggesting that the intermediate also absorbs in those
regions. We have previously suggested that the spectral
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properties of the intermediate can be deconvoluted once
the kinetics have been resolved.11


Does the dramatic change in the IRC/time profiles in
going from pure water to aqueous acetonitrile mean that a
change in mechanism takes place? It is possible that the
mechanism differs in the two solvents but the data do not
warrant this conclusion. If the 2-step mechanism is
operative in both solvents while the IRC analysis only
shows deviation from pseudo first-order kinetics in
aqueous acetonitrile the valid conclusion that can be
drawn is that the steady state is achieved so rapidly in
water as solvent that the pre-steady-state time regime has
not been accessed during our stopped-flow studies.


A detailed discussion of the mechanism of the acyl
transfer reaction from PNPA to hydroxide ion is beyond
the scope of this paper. Our data, as well as the previous
kinetic isotope effect study19 are inconsistent with a
2-step mechanism involving a tetrahedral intermediate.
All of the data are consistent with the reversible
consecutive 2-step mechanism (Scheme 1) in which the
intermediate is a non-bonded reactant complex, which is
irreversibly transformed to products.

CONCLUSIONS


The development of an IRC analysis represents the
addition of a very effective kinetic tool to the arsenal
available for mechanism analysis in Physical Organic
Chemistry. The analysis unambiguously distinguishes
between simple and complex mechanisms as long as the
pre-steady-state time regime of the complex mechanism
can be accessed by the kinetic method employed. Two
complimentary and independent methods for obtaining
IRC/time profiles are described which, when used to
analyze the same (1�ER)/time profiles, provide accurate
kinst/time profiles which clearly detect any deviation from
simple mechanism behavior.


No significant deviations from pseudo first-order
kinetics were observed during the study of the acyl
transfer reaction between PNPA and hydroxide ion in
water when monitoring both reactant decay and product
evolution. This kinetic behavior is consistent with either
mechanism in Scheme 2 as long as the kp/kf ratio for the
2-step mechanism is about 1000 or greater.


Changing the solvent from water to aqueous aceto-
nitrile brings about a dramatic change in the kinetic
response. The IRC/time profiles for the acyl transfer
reaction between PNPA and hydroxide ion show
significant deviations from pseudo first-order behavior
and suggest the reversible consecutive mechanism
(Scheme 1). The irreversible consecutive mechanism
(Scheme 2) was ruled out on the basis of the IRC analysis
for reactant decay. This raises the question as to whether
or not a mechanism change accompanies the change in

Copyright # 2006 John Wiley & Sons, Ltd.

solvents or if the same mechanism takes place in both
solvents and the deviations from first-order kinetics are
masked in water due to rapid attainment of the steady
state.


Note added in proof


After submission of this manuscript it was discovered that
the IRC analyses for the acyl transfer reaction between p-
nitrophenyl acetate and hydroxide ion in water show
significant deviation from serudo first-order behavior
when the hydroxide ion concentration was increased to
values greater than 0.05 M. This observation suggests that
the same mechanism takes place in water as in aqueous
acetonitrile. In both solvents the data are consistent with
the reversible consecutive mechanism (Scheme 1).
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Florianópolis, Br


Copyright # 200

acyclic alkanes serve as the basis for an improved characteristic
ear solvation energy relationships. These VY values correlate much


better than do Abraham–McGowan V values with a wide range of physical properties of acyclic alkanes, including
vapor pressure, log L16 values, HPLC and GC retention indices, and aqueous solubilities. The VY parameter may be
determined easily from literature boiling point data. Alternatively, it may be calculated from boiling points predicted
by a wide variety of group contribution, connectivity, or computational methods when the experimental boiling point is
unavailable. Thus, the results reported here enable fundamental physical properties of acyclic alkanes to be predicted
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INTRODUCTION


The linear solvation energy relationship (LSER) method,
introduced by Kamlet and Taft1 and subsequently
developed by Abraham,2 characterizes the interaction
of a solute molecule with its environment through a
correlation in the form of Eqn (1).3


P ¼ cþ vV þ eE þ sSþ aAþ bB (1)


Here P represents a property, such as a partitioning
equilibrium, of a solute in a particular environment.
The constants c, v, e, s, a, and b are characteristic of
the medium, while the parameters V, E, S, A, and B are
empirical descriptors of the solute. The first three
parameters represent non-specific interactions of the
solute with the system, that is, interactions that do not
depend on a particular orientation of the solute with
surrounding molecules. V is termed the characteristic
volume of the solute4 and is generally taken to be a

to: F. H. Quina, Instituto de Quı́mica, Universidade
CP 26077, São Paulo 05513-970 and Centro de
quisa em Meio Ambiente (CEPEMA-USP), Cubatão,


sp.br
presented at the 8th Latin American Conference


anic Chemistry, (CLAFQ 0-8), 9–14 October 2005,
azil.


6 John Wiley & Sons, Ltd.

measure of cavitation and generalized dispersion inter-
actions. E is the excess molar refraction of the solute in
comparison with a hydrocarbon of the same molecular
volume and is thought to model interaction of the solute
with the system through s and n electrons. S is a measure
of the solute’s dipolarity/polarizability and is said to
characterize the interaction of the solute with the
surrounding medium through non-specific dipole–dipole
or dipole-induced dipole interactions.5 The specific
(orientation-dependent) interactions are characterized
by parameters A and B, which respectively represent
the sums of the hydrogen bond donor and hydrogen bond
acceptor characteristics of the solute.


The LSER approach has been used to develop
predictive equations for a wide variety of chromato-
graphic and phase transfer processes.6 In such cases, the
LSER models the interactions of a set of solutes of diverse
structure with a single solvent system or their transfer
between two solvents or between a solvent and another
phase. Recently, however, we began to explore the
viability of the LSER approach for the estimation of
physical properties of pure substances, such as the surface
tension7 and vapor pressure8 of organic liquids and the
work of interfacial adhesion of organic liquids with
water.9 In each case, we found a useful correlation of
physical properties with the Abraham parameters.
However, our results suggested that such correlations
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could be improved through a modification of the
molecular volume parameter, V, for acyclic alkanes.


Acyclic alkanes have zero values for all of the solute
parameters in Eqn (1) except V, and the V values for all
isomers of a particular acyclic alkane are the same.2,10


Therefore, all isomeric acyclic alkanes have identical
predicted values for any correlation in the form of Eqn
(1). Consider vapor pressure, for example, Fig. 1 (upper)
shows the correlation of literature values8 of log Pvap for
53 acyclic alkanes (having from six to ten carbon atoms)
with the log Pvap values predicted with Eqn (2). Clearly
there is a degree of correlation between predicted and
literature values, but the ‘stair-step’ appearance of the plot
results from the fact that all of the isomers of a given
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Figure 1. Correlation of literature values of log Pvap with
values predicted using Eqn (2) (upper) and Eqn (6) (lower) for
a set of 53 linear and branched acyclic alkanes having from
six to ten carbon atoms. In each case the solid line represents
a perfect correlation of literature and predicted values
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alkane have the same predicted value for log Pvap. In
particular, the isomeric decanes have experimental Pvap


values that differ by a factor of more than 6, but they are
all predicted by Eqn (2) to have the same vapor pressure.
Thus, it is readily apparent that the V parameter fails to
account fully for the variation in log Pvap for these
compounds.


logPvapðPa; 298 KÞ ¼ 7:597 � 3:290 V (2)


ðn¼53; R2 ¼ 0:922; standard error ¼ 0:163; F ¼ 698Þ
In order to improve such LSER correlations, we sought


to develop an improved characteristic volume parameter
for acyclic alkanes that would significantly improve the
correlations for these compounds without loss of the
chemical significance of the resultant LSER. To that end,
we report here an improved characteristic volume
parameter, VY, which is numerically equal to V for n-
alkanes yet is sensitive to the effects of branching in
nonlinear alkanes.

RESULTS AND DISCUSSION


A primary requirement for a characteristic volume
parameter is that it be based either on readily available
experimental data or on reliable empirical or theoretical
estimation methods. Normal boiling points are the most
widely reported and often the most accurately determined
physical properties of alkanes, so we chose normal
boiling point as the basis for the new characteristic
molecular volume parameter. The key relationship
between boiling point and molecular structure needed
for this work was found in a 1938 paper by Kinney.11


Kinney used the relationship in Eqn (3) to predict boiling
points from a ‘boiling point number’ (Y) that he
calculated from structure by a group contribution method.


BPðKÞ ¼ 230:14 Y1=3 � 270 (3)


Kinney’s approach to estimating boiling points has
been supplanted by other predictive methods, but Eqn (3)
nonetheless provides a valuable link between structure
and properties. Therefore, we inverted Eqn (3) to produce
Eqn (4), which we used to calculate YBP values, that is, Y
values based on experimental boiling points. The
resulting YBP values for n-alkanes from propane to
hexadecane are directly proportional to the corresponding
V values, as is shown in Eqn (5).


YBP ¼ BP þ 270


230:14


� �3


(4)


Vðfor n�alkanesÞ ¼ 0:0498 YBP þ 0:0015 (5)


ðn ¼ 14; R2 ¼ 0:9999;


standard error ¼ 0:0056; F ¼ 213915Þ
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We then used Eqn (5) and YBP values calculated from
literature boiling points to calculate VY values (for V
values determined from Y values) for 168 branched
alkanes having from four to twelve carbon atoms. The
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resulting values of YBP and VY, along with the
corresponding values of V, are available in the Supple-
mentary Material. Figure 1 (lower) shows that the use of
VY instead of V in a correlation of log Pvap values for the
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same compounds produces a much improved relationship
[Eqn (6)].


logPvapðPa; 298 KÞ ¼ 7:675 � 3:528 VY (6)


ðn ¼ 53; R2 ¼ 0:996;


standard error ¼ 0:036; F ¼ 13241Þ


The boiling points of alkanes are closely related to their
gas chromatographic retention index (GC RI) values,
suggesting that GC RI data might also correlate with VY


values. Literature GC RI values12 determined with a
squalane stationary phase at 1008 do correlate somewhat
with V values, as shown in Eqn (7), but the correlation
with VY is indeed substantially better [Eqn (8)], as is
evident in Fig. 2.


GC RI ¼ �64:525 þ 657:2 V (7)


ðn ¼ 137; R2 ¼ 0:940;


standard error ¼ 31:48; F ¼ 2121Þ


GC RI ¼ �63:868 þ 694:0 VY (8)


ðn ¼ 137; R2 ¼ 0:995;


standard error ¼ 8:78; F ¼ 28901Þ


Log L16 values of alkanes13 are conceptually related to
GC RI values determined with a hydrophobic stationary
phase, since in both cases there is a partitioning of a
substance between the vapor phase and a lipophilic liquid
phase. Indeed, we find correlations of literature log L16


values with both V and VY as shown in Eqns (9)and (10).
Again, however, the correlation is much better and much
more precise when based on VY than when based on V, as
is shown in Fig. 3.


log L16 ¼ �0:894 þ 3:535 V (9)


ðn ¼ 22; R2 ¼ 0:937; standard error ¼ 0:178; F ¼ 296Þ


log L16 ¼ �0:748 þ 3:567 VY (10)


ðn ¼ 22; R2 ¼ 0:998;


standard error ¼ 0:035; F ¼ 8210Þ


The partitioning in reversed-phase HPLC is quite
different from that in GC because the mobile phase is a
polar liquid. Nevertheless, Fig. (4) shows that we also find
a much better correlation [Eqn (12)] of HPLC retention
indices of acyclic alkanes14 with VY than with V
[Eqn (11)].


HPLC RI ¼ �69:53 þ 659:6 V (11)


ðn ¼ 48; R2 ¼ 0:952; standard error ¼ 29:72; F ¼ 907Þ


HPLC RI ¼ �65:98 þ 686:5 VY (12)


ðn ¼ 48; R2 ¼ 0:988;


standard error ¼ 14:86; F ¼ 3765Þ

Copyright # 2006 John Wiley & Sons, Ltd.

The correlation of HPLC RI values with the VY


parameter suggests that VY might also be used to model
the properties of alkanes in other polar environments.
Indeed, literature values for the solubilities of alkanes in
water15 can be modeled much better by VY than by V,
even when the data are reported in units that are not
strictly thermodynamic. We have also found that VY


values correlate better than do V values with log LMeOH


data reported by Katritzky et al.16 with octanol-water
partition data reported by Oliferenko et al.17 and with
log L87 values reported by Weckwerth et al.18 Details of
these correlations are available in the Supplementary
Material.
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Figure 4. Correlation of HPLC RI values of linear and branched alkanes having from five to eleven carbon atoms with values
predicted using Eqn (11) (upper) and Eqn (12) (lower). In each case the diagonal line represents a perfect correlation of literature
and predicted values
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All of these correlations could have been developed
using the YBP parameter itself since VY is linearly related
to YBP. Because the Abraham–McGowan V parameter has
long been used in quantitative structure—property
relationships, however, we chose to renormalize our

Copyright # 2006 John Wiley & Sons, Ltd.

new parameter to make VY numerically equal to V for the
n-alkanes. This renormalization makes the interpretation
of VY transparent as a molecular volume parameter that is
adjusted for the subtle differences in intermolecular
interactions between linear (VY¼V) and branched
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(VY<V) isomeric alkanes. Thus, we believe that it is
appropriate to call VY a characteristic molecular volume
parameter. Indeed, as a model for net cavitation and
dispersion interactions, VY appears to be more charac-
teristic of the intermolecular interactions of acyclic
alkanes than is V itself.


The correlations reported here are based on VY values
calculated from experimental boiling points. However,
since there are a large number of reliable group
contribution, connectivity, and computational19 methods
for the estimation of alkane boiling points, estimation of
the value of the VY parameter does not require
experimental boiling point data. In principle, therefore,
correlations analogous to 8, 10, 12, and 14 can be
established and employed to predict fundamental proper-
ties of acyclic alkanes directly from molecular structure,
without recourse to experimental data.

CONCLUSIONS


The VY parameter reported here produces significantly
better LSERs than does the Abraham–McGowan V
parameter for a wide variety of physical properties of
acyclic alkanes, including vapor pressure, water solubi-
lity, gas, and liquid chromatographic retention indices,
and log L16 values. Furthermore, the VY parameter may be
easily determined either from literature boiling point data
or, alternatively, through any of a large number of
estimation methods when the boiling point is unavailable.
Because of its demonstrated success in the diverse
correlations reported here, we recommend consideration
of the use of VY instead of V for all LSER correlations for
acyclic alkanes.

Supplementary material


Plot of literature V values of n-alkanes and YBP values
calculated from boiling points. Table of YBP, V, and VY


values of 180 linear and branched acyclic alkanes.
Equations and plots showing correlations of �log Sw,
LMeOH, log Kow, and log L87 values of acyclic alkanes with
both V and VY values.
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Chem. Res. 2003; 42: 4241–4259. DOI: 10.1021/ie030226l; (f)
Ehresmann B, de Groot MJ, Alex A, Clark T. J. Chem. Inf. Comput.
Sci. 2004; 44: 658–668.DOI: 10.1021/ci034215e; (g) Espinosa G,
Yaffe D, Cohen Y, Arenas A, Giralt F. J. Chem. Inf. Comput. Sci.
2000; 40: 859–879. DOI: 10.1021/ci000442u.

J. Phys. Org. Chem. 2006; 19: 725–730








JOURNAL OF PHYSICAL ORGANIC CHEMISTRY
J. Phys. Org. Chem. 2006; 19: 731–736


rscience.wiley.com). DOI: 10.1002/poc.1066

Published online 29 November 2006 in Wiley InterScience (www.inte

The role of ionic liquids in co-catalysis of Baylis-Hillman
reaction: Interception of supramolecular species
via electrospray ionization mass spectrometryy

Leonardo Silva Santos,1 Brenno A. DaSilveira Neto,3 Crestina S. Consorti,3 Cesar Henrique Pavam,2


Wanda P. Almeida,4 Fernando Coelho,2* Jairton Dupont3** and Marcos N. Eberlin1***


1ThoMSon Mass Spectrometry Laboratory, Institute of Chemistry, State University of Campinas, 13083-970 Campinas, SP, Brazil
2Laboratory of Synthesis of Natural Products and Drugs, Institute of Chemistry, State University of Campinas,
13083-970 Campinas, SP, Brazil
3Laboratory of Molecular Catalysis, Institute of Chemistry, UFRGS, 91501-970 Porto Alegre, RS, Brazil
4Department of Pharmacology, Medical Sciences Faculty, Unicamp, 6114-13084-971, Campinas, SP, Brazil


Received 7 November 2005; revised 30 December 2005; accepted 13 January 2006

*Correspondence
Products and D
Campinas, 13083
E-mail: coelho@
**Correspondenc
Institute of Chem
E-mail: coelho@
***Corresponden
Laboratory, Insti
13083-970 Camp
E-mail: eberlin@
ySelected article
on Physical Org
Florianopolis, Br
Contract/grant s
(FAPESP); FAPE


Copyright # 200

ABSTRACT: The Baylis–Hillman reaction is a general and multifaceted method for C—C bond formation in organic
synthesis. Using electrospray ionization mass spectrometry in both the positive and negative ion modes, we performed
on-line monitoring of the reaction in the presence of imidazolium ionic liquids. Loosely bonded supramolecular
species formed by coordination of neutral reagents, products and the protonated forms of zwitterionic Baylis–Hillman
intermediates with cations and anions of ionic liquids were gently and efficiently transferred directly from the solution
to the gas phase. Mass measurements and structural characterization of these unprecedented species via collision-
induced dissociation in tandem mass spectrometry experiments were performed. The interception of several
supramolecular species indicates that ionic liquids co-catalyze Baylis–Hillman reactions by activating the aldehyde
toward nucleophilic enolate attack and by stabilizing the zwitterionic species that act as the main BH intermediates.
Copyright # 2006 John Wiley & Sons, Ltd.

KEYWORDS: Baylis-Hillman; ionic liquids; ESI-MS/MS; mechanism

The Baylis–Hillman (BH) reaction (Scheme 1)1 is a useful
and general s C—C bond-forming reaction, providing a
straightforward single-step synthetic method to form
densely functionalized precursors (a-methylene-b-
hydroxy derivatives) of a great variety of natural and
non-natural products.2 The BH mechanism3 is known to
proceed by the conjugate reversible addition of a tertiary
amine catalyst, usually diazabicyclo[2.2.2]octane
(DABCO), to a Michael acceptor to produce an ammonium
enolate intermediate (Scheme 1). The nucleophilic addition
of this enolate intermediate to an aldehyde4 followed by
successive intramolecular elimination gives the final BH
adduct, an a-methylene-b-hydroxy-ester, regenerating the
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tertiary amine catalyst.5 Some BH reactions are, however,
too slow even in most favorable systems. Therefore, there is
a continuous search for more efficient BH catalysts and
optimal experimental conditions. Several nitrogen bases
such as DABCO, quinuclidine and derivatives,6 HMTA
(hexamethylenetetramine) and 1,8-diazabicyclo[5.4.0]un-
dec-7-ene (DBU) are commonly used as efficient catalysts
in BH, and other, reactions.7


The addition of inorganic salts has also been shown to
accelerate BH reactions presumably by increasing the
concentration of the intermediate enolates.8 Physical
methods such as high pressure,9 microwaves,10 and
ultrasound11 have also been proposed as efficient ways to
improve BH reaction rates. More recently, ionic liquids,12


especially those based on the 1-n-butyl-3-methylimida-
zolium cation (BMIþ), were found to accelerate BH
reactions. Such a catalytic effect has be attributed to the
inherent dual ionic-covalent nature of ionic liquids (IL)
and the stabilization of the zwitterionic intermediates
through different types of H-bonded supramolecular ion
pairs, the so-called ‘ionic liquid effect.’13 Owing to the
relatively easy deprotonation of the imidazolium ring,14


formation of imidazolium-aldehyde adducts as by-
products may eventually reduce the overall BH reaction
yield,15 but this side reaction is avoided by using 2-
methyl-1,3-dialkylimidazolium salts.16

J. Phys. Org. Chem. 2006; 19: 731–736







X


O


X


O


R3N


O


X


R1 OH


XR3N


O R1


O


R3N


HO R1


X


O


NR3


R1CHOstep IV


step I


step II


step III


-


-


-


+ +


+


Scheme 1. The catalytic cycle of the BH reaction


732 L. S. SANTOS ET AL.

Electrospray ionization (ESI),17 a powerful ‘ion-fish-
ing’18 technique for mass spectrometry (MS) analysis, has
been increasingly used in chemistry and biochemistry to
probe reaction mechanisms19 and catalysis.20 Recently,21


we used ESI-MS to investigate the BH mechanism in
classical organic solvents, being able to intercept and
characterize the protonated forms of its zwitterionic
intermediates (Scheme 1). We have also demonstrated
recently that ESI is able to transfer, gently and efficiently,
small to large as well as singly to multiply charged loosely
bonded ionic liquid supramolecules to the gas phase for MS
detection and characterization.22


In the reaction of acrylates with aldehydes catalyzed by
DABCO (Scheme 2), the role of BMI.X ionic liquids in
accelerating the reaction is likely to involve stabilization
of the zwitterionic intermediates by supramolecular ion
pairing via H-bonds. Therefore, ESI-MS could be used
to monitor BH reactions co-catalyzed by ionic liquids in
the search for the supramolecular species presumably res-
ponsible for the co-catalytic effect of ionic liquids. ESI-MS
could allow the unprecedented interception of such
supramolecular species in ionic forms by ‘fishing’ them
directly from solution to the gas phase for MS analysis and
MS/MS characterization. In this communication we report
the first interception and characterization of the supramo-
lecular species, which appears to be responsible for the
co-catalytic role of ionic liquids in BH reactions.
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Our search began with the on-line monitoring by ESI-
MS23 of the reaction of 1 equivalent of methyl acrylate
(1) with 1 equivalent of 2-thiazolecarboxaldehyde (2)
catalyzed by 1 equivalent of DABCO (3) in acetonitrile in
the presence of 7 mol % of BMI ionic liquids (Scheme
2).24 The undiluted reaction mixture was directly infused
to the ESI source operating in the positive ion mode, and
cationic species were continuously screened via MS
analysis.


A variety of cationic supramolecular species
(Scheme 3) likely to be involved in the co-catalytic
role of ionic liquids in BH reactions were intercepted by
ESI-MS monitoring. As an example, Fig. 1 shows an ESI-
MS ‘snapshot’ of the BH reaction co-catalyzed by
BMI.PF6 (Scheme 2) shortly after 1 min of mixing.
Protonated forms of DABCO [3þH]þ of m/z 113 as well
as of the major BH zwitterionic intermediates [5þH]þ of
m/z 199 and [7þH]þ of m/z 312 and the final BH adduct
[4þH]þ of m/z 200 are evident, and these species have
already been detected and characterized in our previous
work.21 In the presence of BMI.PF6, however, additional
supramolecular species directly related to BMI.PF6


(Scheme 3) are also clearly detected: 8þ of m/z 252,
9bþ of m/z 483, 10bþ of m/z 543, 11bþ of m/z 596, and
12þ of m/z 338, as well as BMIþ of m/z 139 and the
[(BMI)2.PF6]þ singly charged supramolecule of m/z 423.
The same BH species, as well as analog BH-BMI(X)
supramolecular species, have also been ‘fished’ from the
reaction media when using BMI.BF4 and BMI.CF3CO2 as
the co-catalysts.


Scheme 3 shows the ionic species with their respective
m/z ratios which were gently transferred from solution to
the gas phase by ESI operating either in the positive or
negative ion mode. Each of the intercepted gaseous
supramolecular species was then characterized via mass-
selection in the quadrupole Q1, followed by collision-
induced dissociation (CID) with argon in the collision cell
q2, and MS analysis of fragment ions using an orthogonal
high-resolution and high-accuracy TOF-MS analyzer.
These loosely bonded species show, as expected, relatively
low resistance toward CID (5–10 eVenergy collisions with
argon promote prompt dissociation) and structurally
diagnostic dissociation chemistry.
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Figure 1. ESI(þ) mass spectrum for the BH reaction mixture of methyl acrylate 1 with 2-thiazolecarboxaldehyde 2 co-catalyzed
by DABCO 3 and the ionic liquid BMI.PF6. Note that the unidentified ion of m/z 294 has also been detected in the BH reaction
performed without the ionic liquid,21 and that the ion of m/z 167 is likely a fragment of the ion of m/z 252, see text. The ion
marked as [S2þH]R is the acetonitrile (S, solvent) proton-bound dimer. The intensity scale has been blown up 20 times to show
the peak at m/z 596
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Dissociations of [3þH]þ of m/z 113, [5þH]þ of m/z
199, and [4þH]þ of m/z 200 have previously been
described and discussed.21 The supramolecular species
8þ of m/z 252 (Fig. 2a) dissociates probably through the
loss of a neutral thiazole molecule to form the fragment
ion of m/z 167 (most likely a carbon monoxide derivative
of BMIþ whose structure is tentatively assigned in
Fig. 2a) which, in turn, dissociates by the loss of a neutral
butene molecule to yield its lower homologue of m/z 111.
Note that this dissociation route occurring in the ESI
source (‘in-source CID’) is probably what forms the ion
of m/z 167 detected in the spectrum of Fig. 1. The BF�


4


bound dimer of BMIþ and [5þH]þ, that is, 9aþ of m/z
425 (Fig. 2a), dissociates to yield both BMIþ of m/z 139
and [5þH]þ of m/z 199. The X-bound dimers of
[5þH]þ, that is, ions 10 as exemplified for 10aþ of m/z
485 in Fig. 2c, give [5þH]þ of m/z 199 exclusively. The
supramolecular species 11, as exemplified by 11b of m/z
596 (Fig. 2d), that is, the PF6


� bound dimer of BMIþ and
[7þH]þ, dissociate predominantly to [7þH]þ of m/z
312, and to a lesser extent to BMIþ of m/z 139.
Subsequently, the fragment ion [7þH]þ of m/z 312 loses
DABCO to form the protonated BH adduct [4þH]þ of
m/z 200.


A careful analysis of these results permitted us to make
some suggestions in order to rationalize the role of the

Copyright # 2006 John Wiley & Sons, Ltd.

ionic liquids in the rate of the Baylis–Hillman reaction.
Apparently there are synergic associations of effects,
which seem to be responsible for the observed increased
reaction rate. Based on the intercepted species it is clear to
us that ionic liquids participate in almost all steps of the
catalytic cycle of the Baylis–Hillman reaction, which
could explain the results reported independently by
Afonso,13b Kim,13d and Aggarwal.15 For instance, the
interception of 8þ of m/z 252 (Scheme 3) could be
considered as evidence that the ionic liquid acts in the first
step of the cycle like a Lewis acid, which complexes with
the aldehyde thus contributing to the increase in the
electrophilicity of the carbonyl carbon. This effect seems
to be more pronounced for aromatic than for aliphatic
aldehydes, which is in agreement with the results reported
by Afonso.13b,16


The rate of the Baylis–Hillman reaction is likely
related to the stabilization of the ‘enolate intermediate’
resulting from the Michael addition of the tertiary amine
on the acrylate activated double bond. Ionic liquids also
participate in this step (see species 9þ and 13�, Scheme 3)
and probably stabilize this intermediate. Both intermedi-
ates (5þ and 9þ) play a fundamental role in the catalytic
cycle of the reaction, more specifically in the rate-
determining step. Finally, the ionic liquids complex with
the product of the reaction which should shift the

J. Phys. Org. Chem. 2006; 19: 731–736
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equilibrium towards the adduct formation. If we associate
the Lewis acid-like effect of the ionic liquids exerted over
the aldehyde, the stabilization of the ‘intermediate
enolate’ and the stabilization of the final products, the
perceived overall effect is the huge increasing of the
reaction rate.


To evaluate the difference in the catalytic properties of
each ionic liquid, a reaction using a mixture of three BMI
ionic liquids (Scheme 2) was also monitored (5 mol% of
each co-catalyst). The goal of this competitive experiment
was to evaluate the co-catalysis efficiency by determining
which ionic liquid would best stabilize the BH
intermediates. ESI-MS snapshots (not shown) show,
for the peaks corresponding to ions 9 and 11, the
following relative abundance order: 9c> 9a� 9b and
11c> 11a� 11b (see Scheme 3 for structures), which
indicates the following order of co-catalysis efficiency:
BMI.CF3CO2>BMI.BF4�BMI.PF6. Interestingly, this
order is the same as that observed for the relative strengths
of the hydrogen bond between the imidazolium cation and
these anions,22 but it is the opposite to that observed by
Afonso13b and Kim13d in solution. In these cases BMI.PF6


was the most efficient catalyst for the Baylis–Hillman
reaction. Since our data is influenced by factors governing
ion transfer from solution to the gas phase, this inversion
of the co-catalyst efficiency may be due to a missing
additional stabilizing interaction, which could occur
easily in the liquid phase.


On-line monitoring of the same BH reactions by ESI-MS
in the negative ion mode produce not so clear results
since the spectra (not shown) were essentially dominated by
the negatively charged ionic liquid supramolecules
[(BMI)n(X)mþ 1]


�.22 However, the supramolecular species
13� (Scheme 3) were clearly and consistently detected.


In conclusion, in the search for the supramolecular
species responsible for the co-catalytic role of ionic liquids,
we performed on-line monitoring of Baylis–Hilman
reactions by ESI-MS. The search was successful as we
were able to gently ‘fish’ from solution to the gas phase as
well as to detect and characterize, via MS analysis and MS/
MS dissociation, several supramolecular species formed by
coordination of reagents and products as well as protonated
BH zwitterionic intermediates with both the cations and
anions of the ionic liquids. Via competitive experiments, we
found that the order of BH co-catalysis efficiency is:
BMI.CF3CO2>BMI.BF4�BMI.PF6, which is the oppo-
site to that observed by Afonso13b in the liquid phase. Based
on the interception of these unprecedented supramolecular
species, we propose that 1,3-dialkylimidazolium ionic
liquids function as efficient co-catalysts for the BH
reaction:


(i) by activating the aldehyde toward nucleophilic at-
tack via BMIþ coordination (species 8þ) and


(ii) by stabilizing the zwitterionic species that act as the
main BH intermediates through supramolecular co-
ordination (species 9R, 10þ, 11þ, and 12�).

Copyright # 2006 John Wiley & Sons, Ltd.
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ABSTRACT: When N-(2-hydroxyacetyl)-2-pyrrolidone (open form) is dissolved in water at pH> 8, irreversible
cleavage of the exocyclic and endocyclic amide C—N bond occurs. The latter rupture corresponds to the lactam
opening yielding N-(4-hydroxyacetyl)butanoic acid (NBA). NBA is produced from the ester hydrolysis of the ester-
amide macrocycle that is in equilibrium with the cyclol form of the open form. We have previously reported this latter
equilibrium for N-(2-aminoacetyl)-2-lactams. 2-pyrrolidone (lactam) and glycolic acid are produced from direct
hydrolysis of the open form by means of the amide exocyclic cleavage. The [NBA]/[lactam] ratio increases at higher
pH since the NBA production is second order with respect to [OH�] while the corresponding lactam formation is only
first order. The obtained kobs is hence the sum of the rate constants that yield lactam and NBA, respectively. This
kobs is uncatalyzed and specific base catalyzed with unusually high rate constants of 2.1� 10�6 s�1 and
0.025 M�1 s�1, respectively. The stability of the corresponding tetrahedral intermediate formed and the intramo-
lecular alkoxy nucleophilic attack on the lactam carbonyl group combined with an effective protonation of the
lactam nitrogen that promotes the C—N cleavage, contribute to increase the reaction rates and lactam opening.
Rate constants for the two parallel reactions are obtained from kobs and [NBA]/[lactam] versus pH plots.
Copyright # 2006 John Wiley & Sons, Ltd.

KEYWORDS: hydrolysis; catalysis; lactam; amide; stable tetrahedral intermediate; cyclol; macrocycle; open form

INTRODUCTION


We have been interested in measuring intrinsic rates of
intramolecular transformations in stable tetrahedral
intermediates for some time. For example, we have
reported1,2 results on transannular intrinsic rates in
bislactam macrocycles formed from N-(2-aminoacetyl)-
2-lactams. We have used 2-pyrrolidone, 2-piperidone, and
2-caprolactam as the corresponding five-, six-, and seven-
membered lactams. We have also reported3 the rate of
formation of the corresponding stable tetrahedral inter-
mediates of N-heteroethylphtalimide (hetero: hydroxy,
amino, and thioxy) and their rates of rupture to
diacylimides. Subsequently, we synthesized N-(2-hydro-
xyacetyl)-2-pyrrolidone (3) expecting to observe similar
chemical behavior to that observed in the N-(2-aminoa-
cetyl)-2-lactams. However, somewhat unexpectedly, we
found at pD> 7.5 an irreversible cleavage of the exocyclic
and endocyclic C—N bond of 3 to yield, in the latter case,
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N-(4-hydroxyacetyl)butanoic acid (NBA) (4). This pro-
duct corresponds to a lactam ring opening, a process of
wide interest in bioorganic chemistry. NBA is a derivative
of g-aminobutyric acid (GABA), an inhibitory neuro-
transmitter in the brain. GABA induces relaxation,
analgesia, and sleep. It is produced in the brain from
glutamate but is also available as a supplement pill.
However, as a supplement it is not always an effective way
to raise brain levels since it cannot easily cross the blood-
brain barrier. Therefore, the use of a derivative such as g-
aminobutyric lactam (1) or even NBA (4) becomes of
medical interest. On the other hand, lactam hydrolysis
reactivity is an important topic in the design of antibiotics
since it is well known that b-lactam antibiotics act by
acylating a serine hydroxyl group in the catalytic center of
bacterial protease. In fact, it has been found4, that 2-
pyrrolidone hydrolyzes with a specific base second-order
rate constant of 5.59� 10�6 M�1 s�1 similar to N-methyl
acetamide (3.32� 10�6 M�1 s�1), two orders of magni-
tude slower than b-propiolactam (2.37� 10�4 M�1 s�1).
This stability of 2-pyrrolidone towards ring opening
eliminated it as a potential antibiotic.


Peptide bonds hydrolyze with life-times of ca. 7 years
under mild conditions5 at 25 8C. Therefore, considerable
effort has been focused on the design of a catalyst that
hydrolyzes the amide bond under mild conditions using
metal-promoted6 artificial proteases. As non-metal
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catalysts, 4-heterocyclohexanones have been used5 to
promote intramolecular alkoxy attack in the hemithioa-
cetal adduct formed by a-thiolacetamides nuclophilic
attack, a reaction that mimics the hydrolysis of peptides
by serine proteases. When tetrahydropyranose is used as
catalyst and p-trifluoromethyl a-thiolacetanilide as
substrate with [NaOH]¼ 0.2–2 M, a third-order rate
constant of ca. 2� 10�3 M�2 s�1 is found. Therefore,
second order rate constants of ca. 10�3 M�1 s�1 have been
reported as an important catalytic reaction acceleration.


HIV-1 protease7 hydrolyzes viral polyproteins into
functional protein products that are essential for viral
assembly and further activity, therefore, the effort to find
HIV-1 protease is an important medical target. In fact, it
has recently been pointed out8 that in the dimer aspartyl
protease active site there is formation of a tetrahedral-
transition state intermediate in the hydrolysis of the
peptides used as inhibitor. Therefore, the use of a
reversible macrocycle peptide, such as the one produced
in this work, may be of interest as an HIV-1 inhibitor.


In this work, we report the efficient exocyclic carbonyl
hydrolysis of N-(2-hydroxyacetyl)-2-pyrrolidone (3) to
produce the two products 2-pyrrolidone (lactam) (1) and
glycolic acid (2). NBA (4) results from the endocyclic
hydrolysis of the carbonyl group of 3. (Scheme 1). The
rates and equilibrium constants involved in this scheme
have been measured and/or estimated. Furthermore, we
attempt to explain the importance of the processes
involved and of some of the products obtained.

EXPERIMENTAL


N-(2-hydroxyacetyl)-2-pyrrolidone (3) was synthesized
from a-chloroacetic acid, benzylic alcohol, and
2-pyrrolidone (1) in four steps9.

cheme 1. Competitive hydrolysis pathways for production of the pair 2-pyrolidone (1) and glycolic acid (2) from exocyclic
arbonyl hydrolysis of N-(2-hydroxyacetyl)-2-pyrrolidone (3) and NBA (4) from its endocyclic hydrolysis


S
c


Copyright # 2006 John Wiley & Sons, Ltd.

a-Benzylacetic acid


Six grams (0.15 mol) of potassium was added to a solution
of 17 mL (0.16 mol) of benzylic alcohol in 200 mL of
toluene. The final solution was refluxed for 4 h. To this
solution, 0.8 g (0.07 mol) of a-chloroacetic acid in 50 mL
of benzene was added gradually while stirring. The final
mixture was refluxed for 16 h. After the reaction workup,
a yellow liquid was obtained. Yield: 6.1 g (51%). NMR
(1H, CDCl3): d: 4.10 (s,2H); 4.6 (s,2H); 7.30 (s,5H);
9.5 (s,1H).

a-Benzylacetic acid chloride


Four grams (0.024 mol) of a-benzylacetic acid was
dissolved in 25 mL of dry toluene. To this solution 3.5 mL
(0.048 mol) of thionyl chloride was added. After addition,
the solution was heated at 70–75 8C for 2 h. The thionyl
chloride was removed by distillation to finally obtain a
toluene solution of the target chloride. NMR (1H,CDCl3):
d: 4.49 (s,2H); 4.74 (s,2H); 7.30 (s,5H).

N-Benzylacetil-2-pyrrolidone


A solution of 4.1 g (0.048 mol) of 2-pyrrolidone and 3.8 g
(0.0048 mol) of pyridine in 10 mL of dry toluene was kept
at 0 8C in an ice bath. To this solution, was added 4.4 g
(0.024 mol) of a-benzylacetic acid chloride while
retaining the temperature at 0 8C. The reaction was kept
at this temperature for 2 h. After that time, the reaction
mixture was refluxed for another 2.5 h. A CaCl2 trap was
used during the whole reaction. After refluxing, the
reaction mixture was cooled to 0 8C and mixed with
150 mL of water-ice at 0 8C. The organic phase was
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separated and washed with a saturated solution of
NaHCO3. The organic phase was then dried with
anhydrous Na2SO4. The solution was filtered and excess
toluene evaporated under reduced pressure at 60 8C. A
solid was obtained. mp: 94–96 8C; yield: 3.4 g (61%).
NMR(1H,CDCl3): d: 2.10 (m,2H); 2.50 (t,2H); 3.80
(t,2H); 4.60 (s,4H); 7.30 (m,5H). Mass spectrum:m/z: 233
(Mþ), 91 (M-142); 127 (M-106).

N-(2-Hydroxyacetyl)-2-pyrrolidone (3)


0.23 g (0.98 mmol) of N-benzylacetil-2-pyrrolidone was
dissolved in 30 mL of ethyl acetate (HPLC grade). To this
solution 0.43 g of Pd on Alumina (5%) catalyst in 35 mL
of ethyl acetate was added. The mixture was reduced
under a hydrogen atmosphere at 35 psi during 3 h. After
the reduction, the mixture was filtered and the resultant
liquid concentrated under reduced pressure. A white solid
was obtained. mp: 62–638C (lit10: 64–658C); yield: 0.12 g
(80%). NMR (1H,CDCl3): d:2.10 (m,2H); 2.60 (t,2H);
3.30 (s,1H); 3.85 (t,2H); 4.70 (s,2H). NMR(1H,D2O): d:
2.14 (m,2H); 2.65 (t,2H); 3.82 (t,2H); 4.70 (s,2H). Mass
spectrum: m/z: 143 (Mþ); 86 (M-57); 113 (M-30). IR
(KBr): 3528 cm�1 (OH), 1732 cm�1 (C——O lactam),
1699 cm�1 (C——O amide). UV (H2O): 226 nm.

Methyl ester of NBA


0.22 g (0.94 mol) of N-benzylacetyl-2-pirrolidone was
dissolved in 30 mL of methanol (HPLC grade). To this
solution 0.46 g of Pd-Alumina (5%) catalyst dissolved
in 30 mL of methanol was added. The mixture was
reduced under a H2 atmosphere at 30 psi. After 3 h,
the reaction was stopped and the mixture filtered. The
resultant liquid was concentrated under reduced
pressure at 40 8C. The CGMS spectrum of the liquid
showed three peaks corresponding to toluene, N-(2-
hydroxyacetyl)-2-pyrrolidone (3) and the methyl ester
of N-(a-hydroxyacetyl)-g-aminobutyric acid. Mass
spectrum: 175 (Mþ); 146 (M-29); 104 (M-71); 91
(M-84); 65 (M-110). NMR(1H,CDCl3): d: 2.00 (m,2H);
2.45 (t,2H); 3.25 (t,2H); 3.80 (s,3H); 4.16 (s,2H). This
compound was used to identify one of the hydrolysis
products of 3, the NBA (4).

Sample preparation


1H NMR, was used to follow the hydrolysis of compound
3 at different pH values. The samples for each experiment
were prepared by dissolving 25 mg of compound 3 in
0.7 mL of D2O or in a solution of phosphate buffer in
D2O. NMR tubes of 5 mm were used to record the NMR
spectra. According to the required pH, the following
buffer solutions were used: 0< pD< 2, H3PO4;

Copyright # 2006 John Wiley & Sons, Ltd.

2< pD< 6, KH2PO4; 6< pD< 10, K2HPO4; and
10< pD< 13, K3PO4. Buffer concentrations of 0.3,
0.5, 0.7, and 1.0 M and a [KCl]¼ 1 M were used. pD
values were obtained directly from pH measurements by
using the relation10: pD¼ pHþ 0.40. The following
values of pD were used to evaluate the equilibrium and
hydrolysis rate: 0.4, 1.7, 4.9, 6.9, 7.4, 8.3, 10.5, 11.2, 11.8,
12.4, and 13.0. Equilibrium constants were evaluated in
triplicate; a standard deviation <10% was obtained.

Rate constant measurements


Kinetics were measured by following the disappearance
of the exocyclic methylene NMR (1H) signal of
compound 3 at ca. 4.6 ppm. Buffer phosphate (0.7 mL)
in D2O was used to dissolve compound 3 to yield a final
concentration of 0.25 M in the NMR tube. Two kinds of
experiments were conducted. One, keeping the buffer
concentration constant at 0.5 M at pD: 7.3, 8.7, 10.8, 11.3,
12.7, and 13 and the second keeping pD constant at 8.7
and 12.7 and changing the buffer concentration to 0.3, 0.7,
and 1.0 M. In all cases, a 400 MHz NMR, JEOL Eclipse
Plus instrument, was used. Rate constants were obtained
from the slope of a plot of ln (It�Iinf) versus t, where I is
the NMR integral of the signal. Rate constants were
measured in triplicate. The errors between measurements
did not exceed 5%.

Identification of hydrolysis products


The lactam 2-pyrrolidone (1) and glycolic acid produced
during the reaction were identified by adding these
commercially available compounds to the reaction
mixture and identifying the signals whose intensity
increased. Signals of NBA (4) were identified by
comparison with the NMR signals of the methyl ester
of NBA that was synthesized in this work. Cyclol 5 and
macrocycle 6 NMR signals were identified by changing
the equilibrium toward the N-(2-hydroxyacetyl)-2-pyrro-
lidone (3) by decreasing the pH at ca. 2 of the reaction at
pH ca. 12 and observing the disappearance of these
signals. The cyclol and macrocycle signals were then
assigned by analogy with similar systems previously
identified1,2 in our laboratory. Magnetization transfer
experiments were also used to identify the corresponding
methylene signals. In Table 1, the NMR signals for the
reactants and products are shown. In Fig. 1, NMR spectra
at pD¼ 3.0 and pD¼ 12.7 are shown.

DISCUSSION


The product pair 2-pyrrolidone (lactam) (1) and glycolic
acid (2) is formed in the hydrolysis of N-(2-hydro-
xyacetyl)-2-pyrrolidone (3) via reaction of its exocyclic
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Figure 1. 1NMR (400 MHz) spectra at pD¼3.0 (bottom) and pD¼12.7 (top). Bottom signals: 4.70 ppm –CO–CH2–O
compound 3, 3.82 ppm, –CH2N– compound 3, 2.65,–CH2–CO compound 3, 2.14 ppm, –CH2–CH2–CH2– compound 3.
Top signals: 4.70 ppm –CO–CH2–O compound 3, 4.55 ppm, –CO–CH2–O Cyclol 4.35 –CO–CH2–O, Macrocycle, 4.08 –CO–
CH2–O, NBA, 3.96 ppm –CH2– glycolic acid (conjugate base), 3.82 ppm, –CH2N– compound 3, 3.45 –CH2N– 2-pyrrolidone,
2.65, –CH2–CO compound 3, 2.36, ppm –CH2–CO 2-pyrrolidone and 2.14 ppm, –CH2–CH2–CH2– compound 3 and
2-pyrrolidone


Table 1. 1H NMR chemical shift of reactants and products


Compounds


1HNMR d (ppm) in D2O, pD¼ 12


N–CH2–O –CH2N –CH2CO– –CH2–CH2–CH2–


(1) — 3.45 (t) 2.36 (t) 2.12 (m)
(2) 3.96 (s) — — —
(3) 4.70 (s) 3.82 (t) 2.65 (t) 2.14 (m)
(4) 4.08 (s) 3.26 (t) 2.21 (t) 1.78 (m)
(5) 4.55 (s) 3.44 (t) 2.85 (t) 2.13 (m)
(6) 4.35 (s) 3.33 (t) 2.53 (t) 1.90 (m)
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carbonyl group. At the same time, NBA (4) is also
produced in the reaction but via hydrolysis of the
macrocycle (6) which is in equilibrium with the cyclol (5)
(Scheme 1). Production of compound 4 is promoted at
higher pD as depicted in Fig. 2 where a plot of log ([4]/
[1]) versus pD is shown. The reaction rate is also
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igure 2. Plot of log ([4]/[1]) versus pD. Points: experimental measurements. Solid line: Best fit according to equation in text
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catalyzed by OH� as can be seen in a plot of log kobs
versus pD (Fig. 3). The kobs at any pD is given by the sum
of the rates of 1 and 2 formation plus the rate of formation
of 4. According to Scheme 1, the rate of formation of the
pair 1 and 2, is rL¼ k3 [OD�] [1]. Assuming a steady state
of [1] yields rL¼ (k1k3[OD�]/(k3[OD�]þ k�2)) [5]. The
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rate of formation of 6 is then given by rNBA¼ k1[OD�]
[6], which can be transformed into rNBA¼ (k[OH�]k�1/
(k[OD�]þ k�1)) [5�], on assuming steady state for 6.
However, the two rates can be expressed in terms of the
total amount of 5, that is, [5]T¼ [5]þ [5�], and, since 5�


is the conjugate base of 5, [5]¼ [Dþ]/(Kaþ [Dþ]) and
[5�]¼Ka/(Kaþ [Dþ]) where Ka is the acidity equi-
librium constant of 5. Therefore, the rate constants for
lactam (kL) and NBA (kNBA) production are then given,
respectively by:


kL ¼ ðk2k3 ½OD��=ðk3½OD�� þ k�2ÞÞ


� ½Dþ�=ðKa þ ½Dþ�Þ (1)


kNBA ¼ ðk½OD��k1=ðk½OD�� þ k�1ÞÞKa=ðKa


þ ½Dþ�Þ (2)


The Ka value of 5 can be readily estimated from linear
free energy relationships. For instance, using the pKa


value of Ethanol (15.9), a ri value11 for substitution at the
a carbon and the following si values12:


pKað5Þ ¼ 15:9 � 8:4 ðsi ðOHÞ þ si ðNHCOEtÞÞ


¼ 15:9 � 8:4 ð0:25 þ 0:25Þ ¼ 11:7 (3)


Two scenarios may then be used to simplify Eqns (1)
and (2) at pD< 11.7 and at pD> 11.7. In the first
case, kL¼ (k1k3[OD�]/(k3[OD�]þ k�2)) and kNBA¼
(k[OD�]k1/(k[OD�]þ k�1)) Ka/[Dþ]. Assuming now
that the equilibrium between the species 3, 5, and 6 is
achieved rapidly as previously reported1,2 for analogous
compounds, k�2 and k�1> k3[OD�] and k[OD�], respect-
ively. Therefore Eqns (1) and (2) can be transformed to:


kL ¼ k2k3½OD��=ðk�2Þ (4)


kNBA ¼ ðk½OD�� k1=k�1Þ ðKa=½Dþ�Þ (5)

Copyright # 2006 John Wiley & Sons, Ltd.

This means that the rate of lactam formation is first
order in [OD�] and that the rate of NBA formation is
second order in [OD�]. This conclusion is in agreement
with the experimental result of Fig. 2 in which an increase
in the ratio [4]/[1]¼ kNBA/kL is obtained when increasing
the pD. Figure 3 also shows the essentially correctness of
equations deduced above since kobs¼ kLþ kNBA in
which kL dominates when pD< pKa.


When pD> pKa, Eqns (1) and (2) may be transformed
into the following expressions:


kL ¼ ðk2k3½OD��=k�2Þ ½Dþ�=ðKaÞ (6)


kNBA ¼ k½OD��k1=ðk�1Þ (7)


According to the last two equations, the rate of lactam
formation becomes pD independent but the rate of NBA
formation is now first order in [OD�]. This means that
even at high pD, the ratio [4]/[1]¼ kNBA/kL still depends
on [OD�] but kobs should reach a constant value since the
kL term still dominates in the kobs expression. These
conclusions are indeed in agreement with the exper-
imental results of Figs 2 and 3.


It is important to remark that the last equations have
been deduced in terms of the total concentration of
compound 5. In order to transform these equations as a
function of the total concentration of reactants, the
following considerations must be taken into account:
[1]Total¼ [1]þ [5]Totalþ [6], [5]Total/[1]¼KC and [6]/
[5]Total¼KM, the total concentration of 5 in terms of
the total amount of reactants becomes:


½5�Total ¼ ½1�Total=ð1 þ KM þ 1=KCÞ (8)


Therefore, if KM and KC< 1, then [5]Total¼ [1]Total. In
any case, the correction of Eqns (1) and (2) and the
equations derived from them, involves dividing or
multiplying these equations by a constant that does not
change the conclusions pointed out above.
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Table 2. Rate and equilibrium constants experimentally measured and estimated


kobs (s�1)1 (k3þ k)� 5% KB (M�1 s�1) pKa (cyclol) KM� 5% KC� 10%


2.1� 10�6 (k3þ k)
2.5� 10�2 (B¼OH�)1


5� 10�7 (B¼HPO2�
4 )1


6� 10�4 (B¼PO3�
4 )1


k3 11.93 (11.7)4 15 0.1 (pD¼ 12)5


4 (B¼OH�)2


k
0.6 (B¼OH�)2


1 From kobs versus [B] plots.
2 Estimated (see text).
3 Experimental value from Fig. 3.
4 Estimated value from Eqn (3).
5 From 1HNMR signal integration.
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Estimates of the KM and KC values can be deduced
from the NMR spectra at different pH. For instance, at
high pH where the cyclol (5) and macrocycle (6) forms
are detected (Fig. 1) with a low and almost equal signal
intensity. Therefore, KM is ca. 1. However, the KC value is
lower than 1 (ca. 0.1) as can be deduced from the relative
intensity of the open form 3 and the cyclol 5 signals at pH
ca. 12.


From Fig. 3, where a leveling in the plot is observed in
accord with Eqn (6), the pKa of the cyclol 5 can be
experimentally evaluated. According to the plot in Fig. 3
this pKa value is 11.7. This value is in good agreement with
the one estimated, from linear free energy relationships, of
11.9. From Fig. 3 and according to Eqn (6) the leveling is
equal to k2k310�14/k�2Ka, that is, k2k310�2/k�2. But k2/
k�2¼ 1/KC¼ 0.1 and the rate constant value at the leveling,
according to Fig. 3, is 0.24 min�1 (4� 10�3 s�1). There-
fore, 0.24 min�1¼ k3� 0.1� 10�2 M and k3¼ 240 M�1


min�1 (4 M�1 s�1).
Dividing Eqn (5) by (4), the [NBA]/[lactam]¼ [4]/[1]


ratio is obtained: [4]/[1]¼ (k� 10 M�1/k3)[OD�]. From
a plot of [4]/[1] versus [OD�] (not shown), a slope
(taking the last four points) of 1.52 (R2 ¼ 0.98) is
obtained. Therefore, slope¼ 1.52 M�1 ¼ k� 103 M�1/
k3 M�1; from where a k¼ 1.52� k3/10¼ 36 M�1 min�1


(0.6 M�1 s�1).
Under conditions in which lactam and NBA production


is not catalyzed by base (Eqns (4) and (5), with the terms
k3[OD�] and k[OD�], respectively, equal to kw) still the
NBA production is inversely dependent on [Dþ] as shown
in Eqn (9) that represents Eqn (5) under non-catalyzed
conditions.


kNBA ¼ ðkwk�1=k�1Þ ðKa=½Dþ�Þ (9)


This inverse dependency on [Dþ] is manifested in the
ratio [NBA]/[lactam] at low pH as shown in Fig. 2. After
this dependency a leveling is observed in Fig. 2. This
means that in that range the NBA production is still non-
catalyzed by base while lactam production is. This delay

Copyright # 2006 John Wiley & Sons, Ltd.

in NBA catalysis is a consequence of the one order of
magnitude difference between the second-order rate
constants k3 and k. Therefore, the net effect (according to
Eqn (9)) is the independence of the product ratio on
[OD�]. In Table 2, the experimentally obtained equi-
librium and rate constants, estimated and derived in this
work are shown.


Using the three first kB values in the second column of
Table 2 and the corresponding pKa values for KH2PO4


(7.21), K2HPO4 (12.32), and H2O (15.74), a b¼ 0.55
(R2¼ 0.995) is obtained. Since k3 is the main path
contributing to the base catalysis, the b¼ 0.55 value
means that the proton transferred from water to the
conjugate base of the catalyst has been transferred ca.
50% at the transition state of the k3 step. Bi-functional
catalysis with participation of the base-conjugated acid is
also a possibility due to the need for protonation of the
amino amide-leaving group. In fact, protonation of the
leaving lactam (k3 step) or amide group (k1 step) is rate
determining for the reaction product formation. At high
pH water or the buffer-conjugated acid form may be
acting as general acid catalyst. The planar five-membered
ring of 2-pyrrolidone may also facilitate this protonation.
In fact, protonation of the electron pair on nitrogen that is
needed to promote the departure of the lactam occurs
while maintaining the electron pair coming from the
cleavage synperiplanar with the p orbital of the lactam
carbonyl group. This induced stabilization at the
transition state probably makes the difference in the
observed chemistry of N-(2-hydroxyacetyl)-2-piperidone
in which we have not detected lactam formation as
compared with the one of compound 3.

CONCLUSIONS


The second-order rate constant for hydrolysis of
compound 3 to yield 2-pyrrolidone (1) and glycolic acid
(2) is quite fast (4 M�1 s�1) and comparable13 to the
hydrolysis rate of reactive p-nitrophenyl acetate
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Scheme 2. Resonance form of compound 3 which favor
nucleophilic hydroxyl attack on the exocyclic carbonyl carbon
and retards the endocyclic carbonyl attack
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(15 M�1 s�1) at 25 8C and two orders of magnitude slower
than the hydrolysis of N-acetylimidazole (316 M�1 s�1).
This unusual reactivity is due to the restricted resonance
between the nitrogen electron pair and the exocyclic
carbonyl group that makes this carbonyl group reactive.
The restriction is due to an efficient delocalization of the
electron pair with the five-membered lactam carbonyl
group (Scheme 2). In fact, this kind of delocalization has
also been indicated13 as that responsible for the high
reactivity of N-acetyl-imidazole. In both cases, the
delocalization of the electron pair on nitrogen is promoted
by the planar structure of the five-membered ring that
favors the maximum n-p orbital overlapping.


The formation of the GABA derivative NBA (4) is also
fast (0.6 M�1 s�1) and its formation, relative to formation
of 1, is enhanced at higher pH. This tendency has been
attributed to the formation of the derivative not directly
from OH� attack on the lactam carbonyl group but rather
from the macrocycle 6 in equilibrium with the cyclol 5
and the N-(2-hydroxyacetyl)-2-pyrrolidone (3). The
kinetic behavior shown in this work and the equilibrium
established between the three forms mentioned above are
strong arguments to support the proposal. The alternative,
direct hydroxyl attack on the endocyclic carbonyl group is
ruled out due to the kinetic argument and to the decrease
in reactivity of this carbonyl group induced by the
resonance form shown in Scheme 2. In fact, this low
reactivity also influences the intramolecular alkoxyl
attack. For instance, we have found14 that in the case of

Copyright # 2006 John Wiley & Sons, Ltd.

the N-(2-hydroxyacetyl)-2-piperidone, the cyclol deriva-
tive is the more stable form at any pH. However, in the
case of compound 3, the cyclol form becomes relatively
important only at high pD.


These results are then quite important to promote the
hydrolysis of the unreactive five-membered 2-pyrrolidone
lactam and may also be of relevance in the in situ
production, at brain level, of a derivative of GABA that
may act as inhibitory neurotransmitter. The reversible
equilibrium established between cyclol 5 and macrocycle
6 present an interesting system that may attach reversibly
to the active site of HIV-1 protease and act as its inhibitor.
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1. Tineo E, Pekerar SV, Núñez O. J. Chem. Soc. Perkin Trans. 2 2002;
244–246.
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ABSTRACT: The coefficient of cubic expansion of liquids (a) correlates inversely with the corresponding value of
enthalpy of vaporisation. The theoretical interpretation is based on the molecular view of liquids as modified solids
made of molecules packed in a way that a few neighbouring molecules have been removed. The general equation for
the coefficient of cubic expansion of solids was modified to describe the case of liquids regarded as soft solids. The
empirical equation a¼ 0.087/DHvap was obtained for long-chain liquids of low polarity such as biodiesel materials,
when the enthalpy value is given in kJ/mol. Copyright # 2006 John Wiley & Sons, Ltd.
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isothermal compressibility

INTRODUCTION


Sustainable industrial practices promote economic and
social development, because environmental equilibrium
has become the key issue for global survival.


The replacement of petroleum derivatives for hydro-
carbon-like materials from renewable sources constitutes
a cleaner-production approach to the problem of
petroleum availability, due to decreasing oil reserves,
increasing fuel cost and air, water and soil pollution,
amongst other reasons.


Most researchers and their organisations have mainly
devoted their efforts to find a replacement for diesel fuel.
A lesser degree of interest is found on the evaluation and
production of petroleum substitutes suitable for use as
industrial solvents, lubricants or fluids for transmission
of mechanical energy. The assessment of the potential
applications of these materials requires the knowledge
of their chemical, thermodynamic and rheologic
properties.


Therefore, we should like to discuss a molecular model
that allows the estimation of thermodynamic properties
for molecular liquids, from the experimental determi-
nation of the coefficient of cubic expansion. This
work focuses on the fatty-acid ethyl and methyl
esters (biodiesel) from soybean (Glycine max) and palm
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(Elaeis guineensis). The thermodynamic parameters
sought are: the molar enthalpy of vaporisation (DHvap),
the Hildebrand solubility parameter (dH), the isothermal
compressibility (kT) and the so-called thermal pressure
coefficient (@p/@T)V.

Qualitative statement of the molecular model


Liquids can be regarded as modified solids made of
molecules packed in a way that a few neighbouring
molecules have been removed.1–3 The van der Waals
scheme for the liquid state4 depicts a collection of
interacting hard spheres. This model points predominantly
to the dominant role of the short-ranged repulsive
intermolecular forces in determining the microscopic
features of liquids. Thus, weak attractive interactions help
fix the volume of the liquid system, but the relative particle
positions and their motions within that volume are
determined primarily by the local packing and steric
exclusion resulting from the strong repulsive forces.
Indeed, it has been observed that the basic features of the
supramolecular solid-state configuration of covalent
tetrachlorides,5,6 benzene5,7 or carbon disulphide5 remain
in the liquid state. These observations suggest the
possibility of treating liquids as soft solids.


In the soft-solid model for the liquid state, liquids
can be regarded as modified solids made of particles
packed in such a way that a few neighbours have been
removed.


Most materials expand upon heating. The magnitude of
the effect is given by the isobaric coefficient of cubic
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expansion a ¼ 1=Vð@V=@TÞT. Macroscopic expansion is
the result of the increase in particle kinetic energy, as
temperature rises. This leads to wider amplitudes of
molecular oscillations about their equilibrium positions in
the lattice, and larger inter-particle distances. The
macroscopic result is the increase of the system volume
as a whole. Cubic expansion can be expected to vary
inversely proportional to the degree of cohesion of
systems. This proposal finds agreement with the finding
that a¼ 1.27� 10�3 K�1 for CCl4, whilst only
2.57� 10�4 K�1 for water. Thus, if one considers that
the enthalpy of vaporisation is a suitable measure of the
intermolecular forces of liquids, intuitiveness leads to
expect a general mathematical relationship of the type
a¼ constant/DHvap. The empirical correlation of a and
DHvap for 311 liquids produces the relation


a ¼ ð4:30� 0:05Þ � 10�2


DHvap


(1)


when the enthalpy of vaporisation is given in kJ/mol.
Figure 1 shows the correlation in the linear form
a versus 1/DHvap (Student t¼ 15.8, p< 0.005). The test
liquids subjected to the fit were small non-polar, polar as
well as hydrogen-bonding molecules, with molecular
weights less than about 150.8 The group of compounds
included: 26 alkanes, 10 olefins, 13 aromatics, 4
fluorohydrocarbons, 139 polar non-hydrogen-bonding
molecules, 40 alcohols, 63 carboxylic acids and 16
amines. The empirical fit was done to each group of
compounds separately. The proportionality parameters
resulted: 0.0428� 0.0006, 0.043� 0.001, 0.043� 0.001,
0.043� 0.007, 0.0427� 0.0006, 0.043� 0.001, 0.043�
0.002 and 0.044� 0.001. It is an important fact that the
same result is observed for all the compounds, included
the associated liquids.


This qualitative result indicates the model is realistic,
even taking into account that the data were obtained from
four different databases,8 which undoubtedly contain data
of different degrees of accuracy.

Figure 1. Correlation of the coefficient of cubic expansion
of 311 liquids with the enthalpy of vaporisation


Copyright # 2006 John Wiley & Sons, Ltd.

Quantitative statement of the
molecular model


The thermal coefficient of linear expansion,
al ¼ 1=l ð@l=@TÞp can be obtained from fundamental
considerations for materials made of nearly spherical
particles as:9


al ¼
7


216"NA


Cp (2)


where e is the energy of interaction between a central
particle and its neighbours, NA is Avogadro’s number and
Cp is the heat capacity of the material.


Since the cubic expansion coefficient is given by a¼ 3
al, one obtains the relation:


a ¼ 7


72"NA


Cp (3)


From the qualitative molecular considerations dis-
cussed in the previous section, one can deduce that a
relationship eNA¼ l DHvap must exist, and


a ¼ 7Cp


72lDHvap


(4)


The use of heats of vaporisation as assessment of
intermolecular forces in liquids is a common approach.
Two examples are the formal treatment of surface
tension1 and the estimation of the energy of activation
for viscous flow of liquids.2


The proportionality constant l can be obtained by the
following rationale. The coordination numbers in non-
polar liquids vary from 8 to 12.1 The molar enthalpy of
vaporisation is the measure of the cost for separation of
the constituting particles from their configuration in the
liquid state to the degree of molecular freedom of the
gaseous state. For a small ð@V=@TÞp it suffices to move
apart 3 of the average 10 isotropically distributed
neighbours (one along each Cartesian coordinate).
This gives a basis to propose that eNA� (3/10)DHvap.
An average Cp value for common liquids is
0.15 kJK�1mol�1. Insertion of these figures in Eqn (3)
yields a¼ 4.8� 10�2/DHvap. This predicted equation is
in good agreement with the observed empirical result
[Eqn (1)].

EXPERIMENTAL


For many of the test liquids, the cubic expansion
coefficients were calculated from reported densities (r)
at different temperatures as a¼�(@lnr/@T)P.


The determination of a for the different biodiesel
materials was done by measuring their densities at
different temperatures, by means of a pycnometer
provided with thermometer. The procedure is the usual
described in standard textbooks of experimental physical
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Table 1. Cohesion energy density and internal pressure for
non-polar liquids at 25 8C
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chemistry. Plots of ln r versus T gave good straight lines
(r2¼ 0.99) whose slopes are equal to the negative of a.

Compound DUvap/Vm (J/cm3) (@U/@V)T (J/cm3)


CCl4 308 337
CS2 420 362
C6H6 351 372
n-C6H14 219 239
c-C6H12 280 326

RESULTS AND DISCUSSION


Enthalpies of vaporisation and
solubility parameters


Biodiesel materials are mixtures of fatty-acid methyl or
ethyl esters. These non-hydrogen bonding materials
are not expected to obey Eqn (1), because the packing
density is different from that of simple spheres and
the average Cp values are now about fourfold greater
(Cp� 0.6 kJK�1mol�1).


A simple rationale is expected to yield an acceptable
result for l, based on the idea that these long-chain esters
should be regarded as rods (either straight or bent), rather
than spheres. ‘Liquid structure’, that is, the intermolecular
configuration and correlations are determined primarily by
the local packing and steric effects produced by the
resulting action of short-ranged repulsive and attractive
intermolecular forces. Since Eqn (1) conforms to nearly
spherical small-size molecules, it is logical that the
proportionality parameter (7Cp/72l) for longer-chain
molecules must have a different value, based on molecular
shape features that define local molecular packing.


For example, one can take one yellow pencil tightly
surrounded by six radially distributed blue pencils, plus
two more flanking at head and tail. In order to allow the
yellow pencil have a wider degree of movement along the
three Cartesian coordinates, it is necessary to push apart
the two flanking objects plus three more around its length.
This geometrical model gives l¼ 5/8¼ 0.6. Equation (4)
is now a¼ 0.09/DHvap.


The correlation of the a–DHvap data of triethylenegly-
col acetate, dibutyl sebacate, butyl stearate and methyl
oleate yield the empirical relation:


a ¼ ð0:087� 0:005Þ
DHvap


(5)


a result in good agreement with the expected relationship.

The thermodynamic parameters


The cohesion energy density10 of liquids is given by
DUvap/Vm¼ (DHvap�RT )/Vm, where Vm is the molar

able 2. Thermodynamic properties of the four types of biodiesel


aterial 104a (K�1) DHvap (kJmol�1) dH (J cm�3)1/2 1010kT (Pa�1) 10�6 (@p/@T)V (PaK�1)


oybean methyl biodiesel 8.3� 0.2 105� 6 17.5� 0.3 7.7� 0.2 1.08� 0.04
oybean ethyl biodiesel 8.0� 0.6 109� 9 17.4� 0.8 7.6� 0.6 1.1� 0.1
alm methyl biodiesel 8.2� 0.1 106� 6 18.0� 0.5 7.2� 0.2 1.14� 0.03
alm ethyl biodiesel 8.2� 0.4 106� 8 17.3� 0.6 8.0� 0.4 1.02� 0.07

T


M


S
S
P
P
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volume of the liquid (Vm¼molecular mass/density). For
the case of liquids of low polarity and within 10%
precision, this quantity is known to be equal to
the thermodynamic internal pressure of the system,
(@U/@V)T. Table 1 gives some examples from the
literature.10


(@U/@V) T can be physically interpreted as the energy
needed for a unitary isothermal expansion, and thus is a
measure of the degree of cohesion of the system. The so-
called thermodynamic equation of state11 allows the
calculation of the internal pressure of a system from the
isobaric coefficient of cubic expansion and the isothermal
compressibility (kT):


@U


@V


� �
T


¼ T
@p


@T


� �
V


�p (6a)


@U


@V


� �
T


¼ aT


kT
� p (6b)


When (@U/@V)T is substituted in Eqn (6b) for DUvap/
Vm, one can readily show that for moderate values of
pressure:


kT � aT


DUvap=Vm


(7)


Table 2 gives thermodynamic properties of the four
types of biodiesel materials studied. The mean value of
DHvap of the four biodiesel materials is 106� 2 kJ/mol.
This value is in agreement with those of pure analogous
substances such as methyl palmitate (94 kJ/mol), ethyl
palmitate (101 kJ/mol), methyl stearate (98 kJ/mol), ethyl
stearate (109 kJ/mol), ethyl oleate (92 kJ/mol), methyl
linoleate (102 kJ/mol) and methyl linolenate (102 kJ/
mol).


Biodiesels from different sources are potentially useful
substitutes of industrial solvents derived from petroleum.
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This is especially true for the case of agrochemical
formulations, due to the low toxicity of these fatty esters
and readily biodegradation.12 The utility of the different
biodiesels as solvents depends on their capacities of
dissolving the particular solutes of interest.


Hildebrand’s solubility parameter, dH ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DUvap=Vm


p
for particular liquids, can be calculated from their DHvap


and apparent molar volumes Vm. For biodiesels, this last
quantity is the weighted average of the molar volumes of
the constituting fatty esters. The solubility parameter
gives a numerical value indicating the solvency behaviour
of a specific solvent. Since the solubility of two materials
is only possible when their intermolecular forces are
similar, one expects that materials with similar dH values
would be miscible.


Table 2 includes the dH data. The biodiesels of this
work can be considered potential substitutes in industry,
for health risky solvents such as toluene (dH¼ 18.2) and
m-xylene (dH¼ 18.0).


Lubricity is another potential application for biodie-
sels. A good lubricant must have high viscosity and low
compressibility. Under stress, the molecular layers of this
type of long-chain molecules between sliding surfaces
must not get squeezed out. Therefore, an easier way to
obtain kT is certainly useful.


All the biodiesel materials show a mean
kT¼ (7.6� 0.3)� 10�10 Pa�1. This figure is concordant
with the corresponding values observed at 20 8C for n-
C12H26 (9.87� 10�10), n-C15H32 (9.1� 10�10), n-C16H34


(8.67� 10�10) and machine oils (6� 10�10–8� 10�10).
It seems that polarity (esters vs. hydrocarbons) increases
the degree of molecular packing in liquids of similar
molecular dimensions.


The thermal pressure coefficient ð@p=@TÞV, measures
the resistance of the system to stress. Since
ð@p=@TÞV ¼ a=kT, this third thermodynamic coefficient

Copyright # 2006 John Wiley & Sons, Ltd.

can be obtained from the other two. The values are listed
in Table 2.

CONCLUSION


Useful thermodynamic characterisation of liquids of low
polarity can be achieved by measuring their coefficient of
cubic expansion. This parameter is easily obtained from
density measurements at different temperatures, even
when using a simple pycnometer and analytical balance.
The enthalpy of vaporisation and the basic thermodyn-
amic coefficients obtained for liquid materials of low
polarity such as biodiesel resulted in numerical data that
agreed with expectation.
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ABSTRACT: Nitric oxide (NO) is known to produce the carcinogenetic nitrosamines but it has also been recently
reported, both as a regulator of many important physiological functions and as a possible pharmaceutical delivery
system. The present paper describes the NO insertion into N—Li bond of lithium amides, to afford very good to almost
quantitative yields of N-nitrosamines. A study of the reaction intermediate suggested a further advantage of this
synthetic methodology, widening its scope to its use in tandem reactions. Thus, in situ addition of an organolithium
reagent into the N——O bond leads to an almost quantitative conversion into the corresponding hydrazone. This
compound could further add a second equivalent of the same (or another) organolithium affording substituted
hydrazines. The hydrazines thus prepared have a potential chiral carbon, by running the reaction in the presence of a
chiral auxiliary, enantiomeric excess could be obtained. By reducing the compound with Raney Ni, the scope of this
methology could be enlarged for the potential preparation of chiral primary amines, project that is currently under
progress. Copyright # 2006 John Wiley & Sons, Ltd.
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INTRODUCTION


Nitrosation of amines and of DNA by nitrosamines is
a well known carcinogenetic effect;1,2 a recent study
investigated nitric oxide (NO)-mediated nitrosation of 2-
amino-3,8-dimethylimidazo-4,5-f]quinoxaline and the
influence of dietary (hemin) and inflammatory [NO,
myeloperoxidase, and H2O2] components on nitrosation.3


Nevertheless, a new and unexpected role of nitric oxide
(NO) has been recently reported, both as a regulator
of many important physiological functions in vivo and as
a possible pharmaceutical delivery system.4,5 In spite of
the increased interest in nitrosamines, there are few
reported procedures for their synthesis with good
yields;6,7 a recent approach describes a combined
solid/solution-phase methodology that enables the effi-
cient synthesis of some individual nitrosamines as well as
mixture-based nitrosamines libraries.4 We recently
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reported a preliminary synthetic procedure based on
the NO insertion into N—Li bond of lithium amides, that
afforded an almost quantitative yield of di-cyclohexylni-
trosamine.8 In the present paper, we describe further
research on the subject looking for reaction intermediates
that could be used in tandem reactions.


The synthetic strategies, known as ‘tandem,’ ‘domino,’
or ‘cascade reactions’ combine several transformations,
often incorporating added components.9 A very important
advantage of these synthetic procedures is the minimiz-
ation of waste, since several bonds could be formed in
one sequence without isolating the intermediates or
changing the reaction conditions,10 the amounts of
solvents, reagents, adsorbents and energy is dramatically
decreased, compared with stepwise reactions.11 The
design of tandem reactions involving organometallic
compounds combines the mentioned advantages with the
versatility of organometallic reagents, we have recently
published two reviews related to tandem reactions
involving organolithium intermediates.12

RESULTS AND DISCUSSION


Reaction of lithium amides with NO


This reaction constitutes a very convenient metho-
dology for the synthesis of alkyl N-nitrosamines, 3, from
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Table 1. 13C NMR of the dicyclohexylamine 1a, lithium
dicyclohexylamide 2a, N-nitrosamine 3a, and the reaction
mixture


Compound C1 C2 C3 C4


1a 53.2 34.9 26.8 25.4
2a 62.3 40.1 27.6 27.6
3a 60.10/54.61 35.42/30.16 26.9/26.7 26.4/26.35
Reaction
mixture


58.4 35.1 29.8 26.6
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amines, 1, by nitrosation of lithium amides, 2,
[Eqn (1)].


NH


n-BuLi


0oC
NLi


NO
N N


O


R2


R1


R2


R1


R2


R1


1                             2                               3


a: R1 = R2 = c-(C6H11)


b: R1 = i-C3H7 ; R
2 = c-(C6H11)


(1)


The NO insertion into the N—Li bond described
herewith, afforded almost a quantitative yield of N-
nitrosodicyclohexylamine, 3a, and near 80% yield of N-
nitrosoisopropylcyclohexylamine, 3b. The reaction can
be carried out under mild conditions: in THF at low
temperature (�78 or 08C) and atmospheric pressure, (ca.
1013 bar) giving only one product. It was initially carried
out using a cylinder of NO,8 but due to the present
difficulties for importing NO, it was desirable to try
methods for the preparation of NO at atmospheric
pressures, and test the methodology under these
conditions. Optimization of the NO preparation as
described in the experimental section, afforded almost
the same yields of 3a and 3b stated above.


It is known, that lithium dialkylamides exhibit large
structural varieties and this fact has generated a persistent
debate about the relative reactivity of different aggrega-
tion states.13 An enormous body of structural investi-
gations, mostly crystallographic14 and spectroscopic,15


has been accumulated in the last years. Concomitantly
with the experimental investigations many detailed
computational studies of aggregates of lithium dialkyla-
mides have been carried out by using ab initio and/or
semiempirical methods16–18 with variable degrees of
accuracy, according to the size and nature of the systems
examined. On the other hand, we have recently
demonstrated that lithium amides formed from cyclic
amines (such as piperidine) formed mixed aggregates
with the precursors amine,19 while lithium amides formed
from open dialkyl amines forms homodimers.20 Never-
theless, for the sake of simplicity, in Eqn (1), and the
following equations, 2 is written as monomer.


To get good yields of N-nitrosamines, the preparation
of the lithium dialkylamide has to be carried out with a
slight excess of the corresponding amine; if BuLi is in
excess addition to the double bond of 3, could occur under
the reaction conditions, as shown by Eqn (2).

N N


O n-BuLi
N N


CH(CH2)2CR1


R2


R1


R2


3                                        4                 
Copyright # 2006 John Wiley & Sons, Ltd.

This observation led us to develop a new methodology
for the tandem preparation of substituted hydrazones, 4,
and hydrazines, 5 in very good to excellent yields. Thus,
starting from 1a, transforming it into 2a and carrying out
the reaction with NO in the presence of 2 equivalents of
BuLi, and almost quantitative conversion of 1a into 4a,
was obtained without isolation of the corresponding 3a. If
the reaction is carried out in a great excess of BuLi (3–4
equivalents) a 70% of the corresponding hydrazine, 5a,
(R3¼CH(CH2)2CH3) was obtained.


The methodology is quite general: by carrying out the
reaction in the presence of second equivalent of BuLi,
and, without isolating the intermediate adding n-C5H11Li
the corresponding 5 (R3¼C5H11) is obtained in good
yield (ca. 70%). It is worth mentioning that 5 exhibits an
asymmetric C atom; therefore, by carrying out the
addition of the second organolithium reagent in the
presence of a chiral auxiliary, enantioselective formation
of 5 could be obtained. Examination of the scope of this
step is under progress.

Reaction intermediate


It was of interest to make some contribution toward the
understanding of the mechanism of the insertion reaction
of NO into the N—Li bond. Therefore, a 13C NMR
examination of the reaction mixture of the lithium
dicyclohexylamide with NO in THF was carried out under
the conditions that led to the complete conversion to 3a.
Table 1 gathers the significant signals for the dicyclohex-
ylamine, 1a, the lithium dicyclohexylamide, 2a, the N-
nitrosamine 3a and the reaction mixture.


It can be observed that the reaction mixture shows
distinctive signals. The 13C NMR of the reaction mixture at
t¼ 0, at 08C, shows the signals for 2a, while at t¼ 60 min

H3 R3Li


N N
CH(CH2)2CH3


R3


R1


R2
H


                                  5


ð2Þ
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no signals for 1a, nor 3a were observed, some 2a remained
unreacted and the new signals shown in Table 1 appeared.
As it is well known, NO is paramagnetic, nevertheless the
13C NMR shows sharp signals. We believe that a dimeric
form of the nitrosamine lithiated precursor might be
involved; nevertheless further insight into the mechanism of
this useful reaction is needed.

4
R3Li


SAM
N N


C(CH2)2CH3


R3


R1


R2 H


Raney - Ni / H2


H2N
C(CH2)2CH3


R3H


H


S-5 S-6


ð3Þ

It has been recently reported a convenient methodology
for the synthesis of chiral primary amines starting from
hydrazones, producing hydrazines in the presence of a
chiral inductor (SAM/RAM procedure).21 Hydrazines 5
obtained from amines according to the methodologies
shown by Eqns (1)–(3), prepared in the presence of a
chiral auxiliary, could then be reduced by Raney Ni,
affording new chiral primary amines. Therefore, the
herewith-described methodology could be enlarged to a
tandem sequence for the enantioselective preparation of
chiral primary amines [Eqn (3)]. Examination of this step
is under progress.

EXPERIMENTAL SECTION


General comments


CAUTION: NO is dangerous; use of an efficient hood
and protecting shield is essential. N-nitrosamines are
carcinogenic; they have to be handled and disposed
with special care avoiding skin contact. All reactions
involving organolithium reagents were carried out by
standard techniques for the manipulation of air- and
water-sensitive compounds.22 The GLC analyses were
carried out on a 5890 Series II Plus Hewlett-Packard
(using a HP-5 column) gas chromatograph, at 60–2508C
programmed temperature. Mass spectra were recorded on
a BG Trio-2 spectrometer. 1H- and 13C-NMR spectra
were recorded in a Brucker 200 MHz.

Solvents and reagents


Distilled THF was refluxed over sodium benzophenone
ketyl until a dark blue solution was obtained and then
distilled immediately before use under dry oxygen-free
nitrogen. Hexane was treated in a similar way.
Commercial dicyclohexylamine and isopropylcyclohex-
ylamine were separately left over sodium strings for

Copyright # 2006 John Wiley & Sons, Ltd.

several days, refluxed and distilled over sodium, they were
then kept under nitrogen in sealed ampoules, which were
opened immediately prior to use. n-Butyllithium was
prepared as previously described.23 Several methods were
tested to generate NO; the best results were obtained by
the reported method using ferrous sulfate and sodium
nitrite solutions.24

Preparation of lithium dialkylamides


Cooled (08C) n-BuLi (5 mL, 0.8 M in hexane) was
syringed into a non-air stopper capped tube under
nitrogen atmosphere, and freshly distilled dicyclohex-
ylamine (7.4 mmol) was added. The precipitate lithium
dicyclohexylamide was centrifugated, the supernatant
removed, and the white crystals were washed thrice with
5 mL of hexane followed by centrifugation each time.
The resulting solid was dried under vacuum at room
temperature. Atmospheric pressure was restored by
flushing with dry, oxygen-free nitrogen. Lithium iso-
propylcyclohexylamide was prepared in a similar way
but, since it is soluble in hexane, the solvent was distilled
at reduced pressure until the total volume left was nearly
1.5–2 times the volume of the added amine. The resulting
syrup was dissolved in THF and used immediately. Both
lithium amides were titrated as previously described.25

Reaction between lithium
dialkylamides and NO


Typical reaction conditions are described for lithiumdi-
cyclohexylamide. A 100 mL round-bottomed flask con-
taining a teflon-coated stirring bar and capped with a no-
air stopper was evacuated and filled with dry nitrogen
alternatively several times, and then nitric oxide was
added at ca. 1013 mbar. After that the flask was put into an
ice-water bath, and a solution of lithium dicyclohex-
ylamide (1 mmol) in anhydrous THF (4 mL) was added at
once under vigorous magnetic stirring, that was kept for
3 h. The initial colorless solution turned to orange at the
beginning of the reaction and this color stayed along
the reaction. The reaction was worked up by treating the
reaction mixture with 0.2 mL of distilled methanol.
Excess NO was removed and distilling the THF under
reduced pressure afforded slightly orange crystals of N-
nitrosodicyclohexylamine, in an almost quantitative
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yield. Crystallization from ethanol–water rendered white
crystals, m.p. 104.5–105.58C. The N-nitrosoisopropylcy-
clohexylamine was obtained in a similar way. Both
nitrosamines were fully characterized by mass spectrom-
etry, 1H- and 13C-NMR spectroscopy.

Preparation of hydrazones


For the preparation of N-i-propylcyclohexyl-hydrazo-
butanone, the methodology described for the preparation
of lithium amides was used but using 15 mL of Bu Li
(0.8 M in hexane) instead of 5 mL. The rest of the
procedure is similar, as well as the reaction of the
resulting lithium i-propylcyclohexylamide with NO.
The reaction mixture was worked up as described above.
The N-i-propylcyclohexyl-hydrazo-butanone was iso-
lated as an orange oil by preparative TLC (using
hexane-ethyl acetate 3:2 as eluent). The same compound
was independently obtained by treating the isolated the
N-i-propylcyclohexylnitrosamine with Bu Li.


Similarly, the 4-(N-dicylohexyl)hydrazine-octane was
obtained in a 70% yield by using 25 mL instead of 5 mL,
for the preparation of the N-dicylohexyl lithium amide.
Optimization of the reaction conditions, isolation and full
characterization of these compounds is under progress.


N-dicyclohexylnitrosamine, 3a. Melting point: 104.5–
105.58C. 1H-NMR (CDCl3) (ppm): 1.60 (m, 20H), 3.73
(m, 1H), 4.84 (m, 1H). 13C-NMR (CDCl3) (ppm): 26.36,
26.41, 26.66, 26.90, 30.16, 35.42, 54.61, 60.10. MS m/e
(rel. int.): 210 (6.96), 129 (7.28), 98 (12.83), 83 (100.00),
67 (12.72), 55 (61.74), 41 (42.17).


N-cyclohexy-i-propylnitrosamine, 3b. 1H-NMR (CDCl3)
(ppm): 1.16 (d), 1.51 (d), 1.6 (m), 3.75 (m, 2H), 4.23 (m,
1H), 4.80 (m, 1H), 5.05 (m, 2H). 13C-NMR (CDCl3)
(ppm): 19.05, 23.77, 25.18, 25.32, 25.48, 25.97, 29.20,
34.10, 44.72, 50.85, 52.70, 58.47.


N-cyclohexy-i-propyl-butylhydrazone, 4b. 1H-NMR
(CDCl3) (ppm): 0.94 (t, 3H), 1.07 (d, 6H), 1.47 (m,
12 H), 2.20 (m, 2H); 3.07 (m, 1H), 3.58 (m, 1H), 6.88
(t, 1H). 13C-NMR (CDCl3) (ppm): 13.80, 20.29, 20.80,
26.11, 30.86, 31.02, 35.20, 47.70, 56.89, 141.01. MS m/e
(rel.int.): 211 (38.21), 196 (60.85), 168 (83.96), 126
(56.13), 114.00 (100.00), 99 (11.91), 86 (16.16), 84
(20.40), 71 (26.06), 56 (68.40), 42 (70.75).


N-dicyclohexyl-butylhydrazone, 4a. MS m/e (rel. int.):
250 (33.3), 207 (80.16), 167 (12.0), 138 (22.9), 125 (100),

Copyright # 2006 John Wiley & Sons, Ltd.

110 (11.4), 98 (23.2), 83 (36.6), 69 (28.3), 56 (42.9), 55
(75.88).
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ABSTRACT: The kinetics of the gas-phase reactions of O(3P) atoms with (Z)-CHCl——CHCl, CCl2——CH2, CCl2——
CCl2 and (E/Z)-CFCl——CHCl were studied at 298 K using a discharge flow tube system. The overall rate constants
based on the measured afterglow reactions were (2.0� 0.2)� 10�13, (11.3� 0.9)� 10�13, (1.9� 0.3)� 10�13, and
(1.4� 0.3)� 10�14, respectively, all in units of cm3 molecule�1 sec�1. The experiments were carried out under
pseudo-first-order conditions with [O(3P)]0� [chloroethene]. Halogen substitution in the alkenes is discussed in
terms of reactivity with O(3P) and its relation to the ionization potential and the reactivity with OH radicals.
Copyright # 2006 John Wiley & Sons, Ltd.

KEYWORDS: reaction rate constants; (Z)-1,2-dichloroethene; 1,1-dichloroethene; tetrachloroethene; (E/Z)-1,2,-dichloro-


fluoroethene; oxygen atom

INTRODUCTION


Reactions of ground-state oxygen atoms, O(3P), with
alkenes are of both fundamental and practical importance.
O(3P) reactions are necessary to accurately model the
early stages of smog formation in urban areas and are
often important in atmospheric pressure chamber studies
of alkene reactions with OH. O(3P) reactions are also of
central importance in combustion chemistry and serve as
prototype systems for the addition reactions involving the
C——C bond.


On the other hand, chlorinated compounds make up a
significant part of wastes and the need to obtain detailed
kinetic and mechanistic information on their fate has
frequently been emphasized.1 It is well known that
chloroethylenes are toxic and carcinogenic and in high
temperature environments, such as in incinerators, the
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incomplete combustion of chlorinated hydrocarbons
produces trichloroethylene among the most frequently
present of these compounds.


Although a substantial body of kinetic data exits for O
atom reactions with a variety of alkenes, only limited
information is available for haloalkenes, most of which
has been reviewed by Cvetanovic.2


The reaction of CCl2——CCl2 with O(3P) has been
studied previously by Upadhyaya et al.3 using a discharge
flow tube system with chemiluminescence detection at
298 K and at pressures between 1.2 and 1.5 Torr. They
also performed theoretical calculations using PM3 and
CTST methods, observing that the formation of a
biradical in the addition reaction of an O atom to the
double bond was the main reaction pathway.


Concerning the reaction of (E/Z)-CFCl——CHCl with
O(3P) there is only one previous kinetic study at 298 K
performed by Lee et al.4 using a discharge flow tube system
coupled with a chemiluminescence imaging technique.


For the reaction of CCl2——CH2 with O(3P) the available
kinetic data is quite scattered. Room temperature rate
coefficients have been reported ranging from 4.9 to
9.8� 10�13 cm3 molecule�1 sec�1.2,3,5 There is a related
study by Sanhuenza and Heicklen6 which was later
reviewed by Cvetanovic,2 and more recently two absolute
studies reported by Hranisavljevic et al.5 and Upadhyaya
et al.3 Hranisavljevic et al.5 used a high temperature
photochemical reactor (HTP), producing the O(3P) atoms
by either flash photolysis or laser photolysis of SO2 or O2


and monitoring their relative concentrations by resonance
fluorescence.

J. Phys. Org. Chem. 2006; 19: 752–758
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To the best of our knowledge, there are no previous
kinetic data on the reaction of O(3P) atoms with (Z)-
CHCl——CHCl. Therefore, this is the first determination of
the rate constant for this reaction.


As part of a systematic study of O(3P) atom reactivity, we
report in this paper absolute rate constants for the reactions
of O(3P) with (Z)-CHCl——CHCl, CCl2——CH2, CCl2——
CCl2, and (E/Z)-CFCl——CHCl measured in a discharge
flow tube apparatus coupled with a chemiluminescence
detection system to monitor the O(3P) decay at 298 K.


The present study was undertaken to complete our
previous studies on Oþ chloroethene reactions7 using
these reactions as a prototype system of additions to the
C——C double bond. These results could be of importance
in combustion chemistry and the correlations with OH
addition reactions in atmospheric chemistry.


EXPERIMENTAL


The experiments were conducted in a discharge flow
system (Fig. 1) using the air afterglow chemilumines-
cence reaction to monitor the oxygen atom concentration.
Basically, the system consists of a 1.20 m long, 2.50 cm
(i.d.) Pyrex tube reactor fitted with a 0.25 cm (i.d.) sliding
Pyrex injector used to introduce the alkene at one end of
the flow tube at different distances from the center of the
observation region, giving contact times in the range of
5–18 msec.


O(3P) atoms were generated by an electrode less
microwave discharge (30 W, 2.5 GHz) in a 2% O2/He
mixture and introduced into the main flow of He carrier
gas. The flow tube pressures were varied between 2.1 and
3.9 Torr. Helium was used as the carrier gas and under our
experimental conditions, a Reynolds number of less than
50 allowed the work to be carried out under a laminar flow
regime which, due to the rapid radial mixing of the gases,
satisfied the condition known as ‘plug flow,’ allowing a

Figure 1. Schematic diagram of the discharge flow tube used to
photomultiplier tube; MFC: mass flow controller; MFM: mass flow
P: photomultiplier tube; MFC: mass flow controller; MFM: mass flow
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linear correlation between distances and times of contact
between the O(3P) and the chloroethenes.8,9


The system was evacuated by a rotary pump
(Edwards 80 m3 h�1) and a capacitance manometer
(MKS, 0–10 Torr) was used to measure the pressure in
the tube. Electronic mass flow controllers (MKS),
previously calibrated for each gas mixture, were used
to control and measure the gas flows in the reaction tube.
The concentration of O(3P) atoms was monitored by
measuring the chemiluminescence from the air afterglow
reaction in which O(3P) atoms react with NO to produce
electronically excited nitrogen dioxide (NO2


�).10,11 A
constant flow of NO was added, so that [NO] was ca. (3.4–
4.9)� 1014 molecule cm�3 and the chemiluminescence
from NO2


� passed through a wide bandpass filter
(l< 500 nm) before reaching the photomultiplier tube,
the output signal of which was amplified and displayed on
an oscilloscope. In all experiments the background signal
obtained when [NO]¼ [chloroethene]¼ 0, arising from
scattered light in the reaction tube, was subtracted from St
before further analysis. Concentrations of O(3P) atoms in
the kinetic experiments were estimated by the fast
reaction with NO2 under second-order conditions.12 The
initial concentrations of O atoms ranged from 1.9 to
3.6� 1012 atom cm�3. Several experiments were carried
out measuring the chemiluminescence signal in the
absence of added olefin, and introducing O atoms at
different contact times, in order to assess wall losses of O
atoms. The measured values of kw were always less than
8 sec�1, therefore, the flow tube walls were left uncoated.8


The commercial gases used in this study had the
following stated minimum purity: He (AGA 99.999%),
O2 (AGA 99.999%), NO (AGA 99.5%), (Z)-CHCl——
CHCl (Aldrich 97%), CCl2——CH2 (Aldrich 99%),
CCl2——CCl2 (Aldrich 99%) and (E/Z)-CFCl——CHCl
(Apollo Scientific 98%). Nitric oxide was purified by
passing it through a trap held at 153 K to remove NO2.

study the O(3P) atom addition reaction for haloalkenes. PM
meter; MW: microwave cavity; CM: capacitance manometer
meter; MW: microwave cavity; CM: capacitance manometer
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The helium flowed through traps containing silica gel and
molecular sieves (BDH Type 4A) at 77 K to remove water.
Chloroethenes were degassed prior to use and oxygen was
used as supplied.
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Figure 3. Second-order plot for the O(3P)þ (Z )-CHCl——
CHCl reaction at 298K

RESULTS


The absolute rate constants, k, at 298 K were obtained for
the reactions of O(3P) with (Z)-CHCl——CHCl, CCl2——
CH2, CCl2——CCl2 and (E/Z)-CFCl——CHCl.


The experiments were carried out under pseudo-first-
order conditions. The loss of O atoms may be described
by the equation:


lnf½Oð3PÞ�0=½Oð3
PÞ�tg ¼ ðk½ethene�0 þ kxÞt ¼ k0t (1)


where [O(3P)]0 is the concentration of O atoms in the
absence of ethene and [O(3P)]t is the concentration after
reaction with the ethene over time t, k0 is the measured
pseudo-first-order rate coefficient and kx is the first-order
rate coefficient for O(3P) atom disappearance by diffusion
out of the detection zone, reaction with impurities or wall
losses.


The first-order kinetic analysis is based on the ratio S0/
St which is applicable to our system. S0 is the
chemiluminescence signal without reactant and St is
the signal after addition of reactant at a fixed time of
contact. Taking into account the above considerations and
Eqn (1), it is possible to write:


lnðS0=StÞ ¼ k0t (2)


A plot of ln (S0/St) versus time of contact gave the
pseudo-first-order decay rate constant, k0. A typical
pseudo-first-order plot for the reaction of O(3P) with
CCl2——CH2 is shown in Fig. 2. The pseudo-first-order
rate coefficients were corrected for axial and radial
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diffusion.8 This procedure resulted in less than 5%
upward correction of the k0 values.


The second-order rate coefficient, k, was obtained from
the slope of the line of a plot of k0 versus [chloroethene]0


at a given temperature. Figures 3–6 show plots of the
values of k0 versus [(Z)-CHCl——CHCl], [CCl2——CH2],
[CCl2——CCl2], and [(E/Z)-CFCl——CHCl], respectively.


The rate constant values for the reactions studied were
determined from a linear least-squares fit to the data
points and the error limits are one standard deviation from
the least-squares analysis. Consideration of possible
systematic errors in calibration and measurements would
probably increase these accuracy estimates by about 10%.


The linearity of the data points, especially in the low
alkene concentration range in our plots, suggests that the

F
r
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contribution to the decay of O(3P) atoms due to secondary
reactions with the products of the title reactions is
negligible. Also, the fact that the plots show practically no
intercepts is consistent with a negligible loss of oxygen
atoms by wall reactions (kw< 8 sec�1). Therefore, no
corrections for the velocity profile effect were required.8


The bimolecular rate constants at 298 K for the reactions
O(3P)þAlkenes!Products, were determined as
(2.0� 0.2)� 10�13, (11.3� 0.9)� 10�13, (1.9� 0.3)
� 10�13, and (1.4� 0.3)� 10�13 cm3 molecule�1 sec�1


for (Z)-CHCl——CHCl, CCl2——CH2, CCl2——CCl2, and
(E/Z)-CFCl——CHCl, respectively.
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Figure 6. Second-order plot for the O(3P)þ (E/Z )-CFCl——CHCl r
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DISCUSSION


Comparison with previous measurements


The rate constants obtained in this work are compared
with previously reported data in Table 1. This is the first
reported room-temperature rate coefficient for the
reaction of O atoms with (Z)-CHCl——CHCl and, there-
fore, no direct comparison with the literature can be
made. However, rate coefficient data have been reported
for the related compounds, CCl2——CH2, CCl2——CCl2 and
(E/Z)-CFCl——CHCl.


For CCl2——CCl2 our value of k at room temperature is
in excellent agreement with that previously reported by
Upadhyaya et al.3 using the same experimental technique.


Concerning the reaction of O atoms with (E/Z)-
CFCl——CHCl, we obtained an acceptable agreement,
within the experimental error, with the previous value
reported by Yi et al. using the discharge flow technique
with CCD-chemiluminescence detection.4


For the reaction of O(3P) with CCl2——CH2, Table 1
shows that the value of k at room temperature obtained in
this work is in good agreement with the value
recommended by Cvetanovic.2 However, our value of
11.3� 10�13 cm3 molecule�1 sec�1 is 1.7 times higher
than the value reported by Upadhyaya et al.3 of
6.6� 10�13 cm3 molecule�1 sec�1 and 2.3 times faster
than the rate reported by Hranisavljevic et al.5 of
4.98� 10�13 cm3 molecule�1 sec�1. It is worth noting
that there appears to be an upward discrepancy between
our value and those of Upadhyaya et al. and Hranisavl-
jevic et al. for this reaction. We have at present no
satisfactory explanation for this apparent difference aside
from the fact that taking into account that the initial step

1.50E+0151.20E+0159.00E+014


l  ] / molecule cm-3


eaction at 298K
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Table 1. Rate coefficients (k298K) for the reactions of O(3P) with chloroalkenes


Alkene Reference Experimental methoda k298 K/10�13 (cm3 molecule�1 sec�1)


(Z)-CHCl——CHCl This work DF-Chem. 2.0� 0.2
CCl2——CH2 This work DF-Chem. 11.3� 0.9


3 DF-Chem. 6.6� 1.1
5 FP-RF 4.96� 0.6
2 ELR 9.8� 2.0


CCl2——CCl2 This work DF-Chem. 1.9� 0.3
3 DF-Chem. 1.9� 0.3


(E/Z)-CFCl——CHCl This work DF-Chem. 1.4� 0.3
4 DF-Chem. 1.57� 0.02


a DF-Chem.: discharge flow-chemiluminescence; FP-RF: flash photolysis-resonance fluorescence; ELR: extensive literature review.
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for the reactions of the O atom with both halogenated
ethenes and alkenes is the reversible electrophilic
addition of the O atom to the double bond to form an
excited biradical intermediate, the observed rate constant
may be pressure dependent. Because the results of the
present study, although performed at a few Torr of total
pressure in the range considered in this work at room
temperature, demonstrate no observable pressure depen-
dence, we can assume that the rate constants offered here
reflect the high-pressure limit values and could therefore
be directly compared with those of Hranisavljevic et al.
which were obtained at much higher pressures. Moreover,
since the work of Hranisavljevic et al. was carried out at
higher pressures than the present investigation, the
opposite trend should be observed, that is, our values
should be lower than theirs, if we are still in the pressure
dependent regime. Furthermore, Howard13 found, in a
low pressure discharge flow system that, for the reaction
of OHþCHCl——CCl2, the rate constant levels off at only
a few Torr of total pressure and Zhang et al.14 found no
pressure effect on the rate constants for OH with
dichloroethenes in the range 5–50 Torr with Ar.

Reactivity trends


As we pointed out before, the initial step for the reaction
of O atoms with halogenated ethenes and alkenes is the
reversible electrophilic addition of the O atom to the
double bond to form an excited biradical intermediate.


There are different factors that could influence the rate
of addition to the double bond: substitution of H by Cl
atoms on the alkene reduces the electron density of the
double bond through an inductive effect, causing
deactivation toward electrophilic attack. This effect can
be observed in Table 2 through the following trend:
kCH2¼CH2


> kCHCl¼CH2
> kCHCl¼CHCl > kCHClCCl2 . This


negative effect on the rate is offset by a positive
stabilizing effect on the biradical intermediate of the Cl
atoms; the more stable the biradical or radical inter-
mediate formed in the addition step, the faster the reaction
rate. Chlorine atoms have a greater stabilizing effect than

Copyright # 2006 John Wiley & Sons, Ltd.

alkyl groups and this could be one of the main reasons for
the difference in reactivity with O atoms of the two
isomers, CHCl——CHCl and CCl2——CH2.


The presence of F atoms on the alkene produces a
decrease in its reactivity towards the O(3P) atoms. This
effect can be attributed to the strong electron-withdrawing
capacity of the F atoms which reduce the charge density
on the carbon atom next to the double bond as well as
the polarizability of the p electrons, leading to a
decrease in the rate constant value, which is consistent
with the electrophilic character of the O atoms. Thus,
kCH2¼CH2


> kCH2¼CHF > kCH2¼CF2
as shown in Table 2.


The electronic density of the s bond in the C——C bond
is reduced by the inductive effect of the halogen atom,
whereas the electronic density of the p bond is increased
by the mesomeric effect. This is observed if F substitution
by Cl is compared, thus increasing the mesomeric effect
as well as the rate constant (kCH2¼CHF < kCH2¼CHCl and
kCH2¼CF2


< kCH2¼CCl2).

Correlation of k with the ionization potential


The reactivity of O atom addition to ethene and methyl-
substituted ethenes has been found to correlate with the
ionization potentials of the olefins. The energy required to
remove a p electron, the ionization potential,18 is lowered
in the olefins by substitution of an H atom by an alkyl
group while the electron density of the double bond is
increased by the substitution, leading to an increase in the
reaction rates. The opposite trend, however, is observed
with the chloroethenes, the reaction rate constants
decrease as the ionization potentials decrease as can be
noted in Table 2 for the series of CH2


——CH2, CH2
——


CHCl, CHCl——CHCl, CHCl——CCl2 and CCl2——CCl2.
The reason is probably that in the haloethenes, the highest
occupied molecular orbital is composed of carbon–
carbon p bonding and halogen atom lone-pair contri-
butions. The attacking radical, thus, experiences greater
nonbonding interactions in the transition state than it does
in the alkene reactions where the HOMO involves solely
carbon–carbon p bonding.19
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Table 2. Rate constants for the reactions of haloalkenes with O(3P) at 298K and ionization potential (IP) for the corresponding
haloalkenes


Alkene k298 K (cm3 molecule�1 sec�1) Reference IP (eV) Reference


C——C O(3P)þ alkene
CH2


——CH2 7.25� 10�13 2 10.51 17
CH2


——CHF 3.25� 10�13 2 10.36 17
CH2


——CF2 2.34� 10�13 2 10.29 17
CHF——CF2 5.73� 10�13 2 10.15 17
(E)-CHF——CHF 4.62� 10�13 2 10.18 17
CF2


——CF2 9.76� 10�13 2 10.14 17
CF2


——CFCl 4.06� 10�13 15 9.81 17
CF2


——CCl2 3.10� 10�13 16 9.65 17
(E/Z)-CFCl——CFCl 1.67� 10�13 15 9.77 a
CCl2——CCl2 1.9� 10�13 This work 9.33 17
CH2


——CHCl 5.94� 10�13 2 9.99 17
CH2


——CCl2 11.3� 10�13 This work 9.81 17
CHCl——CCl2 1.40� 10�13 7 9.45 17
(E)-CHCl——CHCl 2.20� 10�13 7 9.64 17
(Z)-CHCl——CHCl 2.00� 10�13 This work
(E/Z)-CHF——CHCl 1.648� 10�13 15 9.86 a
CH2


——CFCl 2.83� 10�13 16 10.14 a
(E/Z)-CHCl——CFCl 1.4� 10�13 This work 9.67 a


2 Calculated by PM3 method.
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Linear free-energy correlations


The O(3P) atom has an electrophilic character like the OH
radical. It may be expected that the rate constants for
these species with unsaturated carbon–carbon bonds will
exhibit some degree of correlation. In this sense, Fig. 7
shows a very good correlation between kOð3PÞ and kOH for
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Figure 7. Linear free energy plot of log kOð3PÞ against
log kOH at room temperature for a series of chlorinated
(*), fluorinated (~), chlorofluorinated (!) and hydrogen-
ated (*) alkenes. Room temperature rate coefficients for the
reactions of Oþ (Z )-CHCl——CHCl, CCl2——CH2, CCl2——CCl2
and (E/Z )-CFCl——CHCl are from this work. Rate constants for
the rest of the alkenes with O atoms and for the OH reactions
were taken from Ref. 20


Copyright # 2006 John Wiley & Sons, Ltd.

,


the entire series of ethenes for which measurements exist,
with a least-squares expression of (with the rate constants
in units of cm3 molecule�1 sec�1):


log kOH ¼ 0:57278 log kOð3PÞ � 4:095


The correlation between the reaction rate constants for
OH and O(3P) atoms is sufficiently good for estimations
of the rate constants to be made for reactions that have not
yet been measured. Moreover, this correlation shows that
the mechanism of alkene reactions with O(3P) atoms is
similar to that observed for OH-alkene reactions, this is,
that the addition to the alkene double bond occurs in the
primary step, forming a radical (in the case of OH
additions) or a biradical (in the case of O(3P) additions).21
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ABSTRACT: The capacity of hydroxycinnamic acid derivatives to trap peroxyl radicals was evaluated by competitive
kinetics and oxygen radical absorbance capacity (ORAC) indexes, using c-phycocyanin and pyranine as target
molecules. The pattern of results is similar in all the systems, with the reactivity of the compound determined by the
bond dissociation energy (BDE) of the hydrogen atom of the phenolic moiety. However, differences in the relative
reactivity are observed depending upon the employed methodology (initial rate of consumption or ORAC-type
methodology) and target molecule employed. These differences are explained in terms of the role played by secondary
reactions of the initially formed phenoxyl radicals. This emphasizes the need for performing a complete kinetic
analysis of the results in order to obtain meaningful evaluations of the relative reactivity of the tested compounds.
Copyright # 2006 John Wiley & Sons, Ltd.

KEYWORDS: free radical scavenging; hydroxycinnamic acids; kinetic analysis; phenoxyl radicals

INTRODUCTION


Hydroxycinnamic acids and their derivatives are frequently
considered to be among the most valuable antioxidants
present in natural products and beverages.1–4 The presence
of phenolic moieties confers to these compounds their free
radical scavenging capacities.3,5–15 In particular, caffeic
acid, due to the presence of two vicinal hydroxyl groups, is
one of the most active compounds of the family,16 and it is
considered as the cause of the increase in the total
antioxidant capacity of human plasma measured after
drinking a cup of coffee.17,18


In spite of the large number of studies in which
cinnamic acid derivatives have been reported to act as free
radical scavengers, there are very few quantitative kinetic
data on their reactivity towards reactive oxygen species
(ROS) and their dependence upon the structure of the
molecule.11,14,19 Rice-Evans et al.7 have established
structure-antioxidant activity relationships by evaluating
their capacity to bleach 2,20-azinobis(3-ethylbenzothiazo-
line-6-sulfonic acid) (ABTS) derived radicals, but in this
system the extent of the process is more related to
stoichiometric factors than to reactivity parameters.20,21


Natella et al.16 have evaluated, by competitive kinetics
employing crocin as the target molecule, the reactivity of
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different cinnamic acid derivatives towards peroxyl
radicals. They reported the following pattern of reactivity:


Coumaric < ferulic < caffeic < sinapic


and that the reactivity of ferulic acid is very similar to that
of the reference antioxidant Trolox. However, no
molecular explanations were given to explain their
relative reactivity. In fact, very limited attempts have
been undertaken to relate their relative reactivity to
molecular properties.13 In the present work, we have
evaluated the capacity of different cinnamic acids
(Scheme 1) to protect c-phycocyanin and pyranine from
their bleaching by peroxyl radicals derived from the
thermal decomposition of 2,20-azo-bis(2-amidinopro-
pane) dihydrochloride (AAPH). These target molecules
were chosen in order to ascertain the relevance of the
chemical reactivity of the target molecule on the
reactivity pattern observed for a family of closely related
antioxidants. Cinnamic acid and phenyl propionic acid
derivatives were employed in order to evaluate the imp-
ortance of the conjugated double bond and the number
and position of hydroxyl groups in the aromatic ring.

EXPERIMENTAL


Chemicals


2,20-azo-bis(2-amidinopropane) dihydrochloride, (AAPH),
was used as the peroxyl radical source. c-phycocyanin (c-
Pc), pyranine (Py), Trolox (6-hydroxy-2,5,7,8-tetra-
methylchroman-2-carboxylic acid), all tested cinnamic
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RI (caffeic acid)  1 = OH, R2 = OH, R3 = H 
RII (ferulic acid) 1 = OH, R2 = OMe, R3 = H
R  III 1 = OMe, R2 = OH, R3 = H


IV (coumaric acid) R1 = OH, R2 = H, R3 = H 
RV 1 = H, R2 = OH, R3 = H 
RVI 1 = H, R2 = H, R3 = OH 


VII R1 = OMe, R2 = H, R3 = H


R VIII 1 = OH, R2 = H 
R IX 1 = H, R2 = OH 
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R3


COOH


R1
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Scheme 1. Structures of the cinnamic and 3-phenylpropio-
nic acid derivatives
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acids (Scheme 1), and AAPH were purchased from
Sigma-Aldrich (St. Louis, MO) and employed as
received.

Competitive kinetics experiments


Solutions containing c-Pc or Py, with or without the tested
cinnamic acid in phosphate buffer (10 mM) at pH 7.0,
were incubated at 37 8C in a thermostated cuvette in a
Fluorolog Spex 1681 spectrofluorimeter. The reaction
was initiated by adding a small aliquot (50mL) of AAPH
(10 mM final concentration). The consumption of the
target molecule (c-Pc or Py) was evaluated from the
decrease in its fluorescence intensity. Fluorescence
measurements were carried out using excitation wave-
lengths of 620 and 460 nm for c-Pc and Py, respectively.
Fluorescence emission intensities were measured at 640
and 510 nm for c-Pc and Py, respectively. Cinnamic acid
solutions in phosphate buffer were prepared daily by
addition of small aliquots of a concentrated stock solution
in ethanol.

Oxygen radical absorbance capacity
(ORAC) determinations


The consumption of the probe molecule, c-Pc or Py,
promoted by its incubation in the presence of AAPH, was
estimated from fluorescence intensity (F) kinetic profiles.
F/F0 values, where F is the measured fluorescence and F0


is the fluorescence measured prior to AAPH addition

Copyright # 2006 John Wiley & Sons, Ltd.

(corrected by dilution), were plotted as a function of the
elapsed time. The area under the curve (AUC) was
evaluated, up to a time such that (F/F0) reached a value of
0.2, and employed to obtain ORAC values, defined by:


ORAC ¼ ðAUC � AUC0Þ
ðAUCTROLOX � AUC0Þ


½Trolox�
½Additive�


� �
(1)


where: AUC¼ area under the curve in presence of the
tested cinnamic acid derivative; AUC0¼ area under the
curve for the control without additive; AUCTROLOX¼ area
under the curve obtained employing Trolox as reference
antioxidant.

Bond dissociation energy (BDE) estimations


Bond dissociation energies of the tested compounds were
calculated from their oxidation potentials measured by
cyclic voltammetry. The cyclic voltammograms were
collected with 100mM of the tested compound in
phosphate buffer (50 mM) with KCl 0.1 M at pH 7.0.
The experiments were performed with a Wenking PO753
instrument at a scan rate of 100 mV/sec. A glassy carbon
stationary electrode was used as working electrode, with a
platinum wire as counter electrode. All potentials were
measured against a saturated calomel electrode (SCE)
under an atmosphere of pure (dry) nitrogen. BDE values
were estimated according to Bordwell et al.22:


BDE ¼ 1:37 pKa þ 23:06 Eox þ C (2)


where C is a constant that depends on the working pH and
takes into account entropy changes associated with the
electrochemical oxidation process.

RESULTS AND DISCUSSION


c-Phycocyanin bleaching promoted by peroxyl
radicals: Protection by phenolic compounds


The decrease in c-Pc bleaching rate in the presence of an
additive (XH) able to trap peroxyl radicals can be
interpreted in terms of the following mechanism:


AAPH �!O2
2ROO� (3)


ROO� þ c-Pc ! bleaching (4)


ROO� þ XOH ! ROOH þ XO� (5a)


and/or


ROO� þ XO� ! ROO� þ XO� (5b)


If R0 is the initial c-Pc bleaching rate, and R is the rate
in the presence of the additive, this simplified mechanism
predicts a monotonous increase in R0/R values with the
additive concentration.23 If R0/R values are plotted
against the additive concentration, the initial slope of
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Figure 2. Protection of c-Pc elicited by compound III. The
data are plotted as the ratio between the initial rate of c-Pc
consumption in the absence (R0) and presence (R) of the
additive
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the plot is related to the rate constant of process (5). The
results obtained in the present work do not allow a
distinction between hydrogen (5a) and electron (5b)
transfer. The estimated rate constants must then be
considered as the weighed sum of both processes.
However, phenolic compounds are more prone to react
through a hydrogen transfer mechanism,11 particularly at
pHs well below the pKa of the target molecule, as under
the present experimental conditions. Furthermore, it has
to be considered that although AAPH-derived radicals,
such as ROO, have a positive charge at the amidoyl
moiety, these radicals are generally considered as a
representative example of water-soluble peroxyl radicals,
particularly in the evaluation of the relative reactivity of
uncharged groups. However, the presence of net charge
can be determinant when charged macromolecules are
employed as targets, since in these systems adsorption
promoted by electrostatic interactions can be particularly
relevant.24


Profiles of c-Pc bleaching elicited by its exposure to
peroxyl radicals in the presence of ferulic acid correspond
to those typical of compounds with moderate free radical
trapping capacities (Fig. 1). A plot of R0/R values as a
function of the additive concentration is shown in Fig. 2.
This plot shows a noticeable downward curvature,
incompatible with the simplified mechanism depicted
by reactions (3) to (5). This behavior has been attributed
to secondary reactions of the additive derived radicals,
such as


XO� þ c-Pc ! bleaching (6)


The maximum attainable R0/R value can be considered
as a rough indicator of the damaging capacity of the XO
radical. This damaging capacity will be determined by the

100500
0.0


0.5


1.0


F
 / 


F
o


time / min


Figure 1. Bleaching of c-phycocyanin (0.01mg/mL) elicited
by AAPH (10mM) derived peroxyl radicals in the presence of
different ferulic acid concentrations. Control (&); ferulic
acid: 10mM (*); 50mM (*) and 100mM (&). The reaction
was monitored through the decrease in c-Pc fluorescence
intensity (excitation at 620 nm, emission at 640 nm) at 37 8C
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reactivity of the radical (k6) and its tendency to enter into
radical–radical reactions, such as:


XO� þ XO� ! non radicals products (7)


that must be the dominant termination process at high
XOH concentrations. The data of Table 1 show that most
radicals derived from cinnamic acid derivatives are able
to bleach c-Pc. However, it is interesting to note that this
secondary damage is considerably lesser for caffeic and
ferulic acids, the most reactive compounds considered in
this study. This can be explained in terms of a reduced rate
of reaction (6) and, for caffeic acid, a faster rate of
reaction (7) due to the favorable formation of the
corresponding quinone.25


The curve of the R0/Rversus [XOH] plots makes a
precise kinetic treatment difficult. To characterize the rate
of the process, rather arbitrary indexes must be defined. In
Table 1 we have tabulated two of these indexes:

(i) T

Tab


Com


I (ca
II (f
III
IV (
V
VI
VII
VIII
IX
Trol


Prote
a Tak

he value of R0/R at an arbitrarily chosen additive
concentration. This value was selected as 5mM in
order to minimize the contribution of reaction (6).

(ii) T

he ORAC index; calculated from the area under the
curve of the F/F0 versus time plot measured at a given
XOH concentration (50mM). This index, although

le 1. c-Pc bleaching promoted by AAPH-derived radicals


pound Maximum
(R0/R)


[(R0/R)�1] at
5mM


ORAC at
50mM


ffeic acid) �50 4.5 1.0
erulic acid) 55 2.1 0.32


3.8 1.1 0.07
coumaric acid) 2.7 1.3 0.11


3.9 0.8 0.09
2.4 1.1 0.08
2.6 0.8 0.05
4.8 0.8 0.08
5.5 0.9 0.06


oxa — 4.0 1.0


ction by cinnamic acid derivatives.
en from Ref. [23].
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rather arbitrary, has the advantage that it can be
calculated regardless of the bleaching profiles. How-
ever, it has the shortcoming that it can be influenced
by the stoichiometry of the process and the secondary
reactions of the additive derived products.
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igure 3. Bleaching of pyranine mediated by AAPH derived
eroxyl radicals in the presence of cinnamic acid derivatives.
: Bleaching of pyranine (5mM) elicited by AAPH (10mM) in
he presence of caffeic acid. Control (*); caffeic acid: 1mM
); 5mM (~) and 10mM (~). B: Bleaching of pyranine
mM) elicited by AAPH (10mM) in the presence of com-
ound VIII. Control (*); compound VIII: 5mM (*); 50mM
); 100mM (~); 500mM (&); 1mM (&); 2mM (5)

The data in Table 1 show a good correlation between
R0/R values (measured at a single additive concentration)
and ORAC values. However, it must be noted that the
range of values is larger for the ORAC index. This index
could then magnify the differences in reactivity among
the tested compounds.


The data shown in Table 1 imply that hydroxyl groups
located at position four in cinnamic acids present the
largest peroxyl radical trapping capacity (both as assessed
by the R0/R value and the ORAC index). In this family, the
reactivity order is similar to that reported previously
employing crocin as the target molecule.16 However, the
range of reactivities in the system under study (nearly a
factor four in [(R0/R)�1] and a factor 10 in ORAC values)
is considerably smaller than that reported in the crocin
system (nearly one hundred). Furthermore, the data here
presented imply that ferulic acid is significantly less
efficient than Trolox, a result that contrasts with those
obtained employing crocin as the target molecule.


An interesting feature of the data presented in Table 1 is
the similar reactivity of cinnamic and propionic acid
derivatives (compounds VIII and IX). Also, it is
interesting to point out that even compound VII produces
a small amount of protection, suggesting a moderate
reactivity at the double bond in cinnamic acid derivatives.


Protection by phenolic compounds against
pyranine bleaching promoted by peroxyl
radicals


Pyranine (Py) is a target molecule whose consumption
follows zero order kinetics over a wide range of
concentrations.26 If XO� radicals do not react with Py,
a simple reaction scheme predicts a Stern-Volmer’s like
relationship for the quotient between the rate of Py
bleaching in the absence (R0) and presence of additive
(R)23 such that:


R0


R
¼ 1 þ kOH


kPy


½XOH�
½Py�


� �
(8)


Typical data showing the decrease in Py bleaching rate
elicited by XOH additives are shown in Fig. 3. Different
profiles are observed for different compounds:

(i) C

affeic acid gives well-defined induction times
(Fig. 3A).

(ii) F

erulic acid gives ill defined induction times (data
not shown).

(iii) C

ompounds III to IX, reduce the rate of Py con-
sumption in a concentration dependent way
(Fig. 3B).
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The behavior of caffeic acid is very close to that of an
‘ideal’ inhibitor that efficiently traps peroxyl radicals. In
fact, induction times are proportional to the additive
concentration and nearly independent of the target
molecule (pyranine) concentration (data not shown). If
it is considered that, under the present experimental
conditions, the rate of radical production is 0.75mM/
min,27 the induction time in Fig. 3A implies that ca. 4.8
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radicals are trapped per caffeic acid molecule (n¼ 4.8).
This value is similar to those obtained employing other
ortho-diphenols, such as 3,4-dihydroxy-benzoic acid and
1,2-dihydroxybenzene (data not shown). These large
values would imply that each hydroxyl group scavenges
nearly two radicals. This suggests that, when pyranine is
employed as the target molecule, a quinone is not the
main product associated with ortho-diphenol oxidations
(in this case, n¼ 2 is expected). This conclusion contrasts
with that reached for caffeic acid when c-Pc is employed
as the target molecule, implying that target-derived
radicals can influence the secondary reactions of the
additive.


The presence of an induction time in the protection of
Py by caffeic acid is not compatible with the results
obtained employing c-Pc as the target molecule. In fact,
due to the lower reactivity of this molecule, better defined
induction times would be expected. This suggests that the
high protection afforded by caffeic acid to Py is due to a
repair mechanism, where the target derived radical reacts
with the additive. This type of process seems to be
particularly relevant when Py is employed as the target
molecule.26


Plots of R0/R versus [XOH] for several of the
compounds considered (ferulic acid, coumaric acid, V
and IX) are nearly lineal over the whole concentration
range considered. On the other hand, the data obtained
with the other compounds show a moderate downward
curvature (compound VIII, (R0/R)max¼ 20) or reach a
plateau at relatively low R0/R values (2.3 and 1.7 for
compounds III and VI, respectively), indicating that in
these systems damage of pyranine molecules by additive-
derived radicals cannot be disregarded. However, taken
together these data would suggest that pyranine is less
prone to be degraded by additive derived radicals than
c-Pc.


To obtain relative efficiencies of Py protection by
cinnamic acid derivatives, we calculated the R0/R and
ORAC values. The results obtained are given in Table 2.
These data show that, regarding both R0/R and ORAC
indexes, caffeic and ferulic acid are, as in the c-Pc system,
the most efficient in the protection of pyranine. In

Table 2. Pyranine bleaching promoted by AAPH-derived peroxy


Compound
(XOH)


R0/R
(XOH¼ 5mM)


I (caffeic acid) 50
II (ferulic acid) 3.6
III 1.9
IV (coumaric acid) 1.0
V 1.0
VI 1.0
VII 1.0
VIII 1.1
IX 1.0


Protection by cinnamic acid derivatives.


Copyright # 2006 John Wiley & Sons, Ltd.

particular, the ORAC values (Table 2) indicate that caffeic
acid is nearly three times more efficient than Trolox,
while ferulic acid presents a protection capacity very
close to that of the reference compound. This result
indicates that the catechol moiety is very efficient in the
removal of peroxyl radicals.


Comparison of the data given in Table 2 with that
obtained employing c-Pc as the target molecule (Table 1)
allows the following conclusions:

(i) F

l radi

or most of the compounds considered, particularly
the less reactive, R0/R values are considerably lower
when Py is employed as the target molecule. This is
compatible with the fact that c-Pc consumption is at
the first order limit, while Py consumption is a zero
order process, indicating that Py is regulating the
ROO� steady state concentration. This would
suggest that these compounds are competing for
the initial radicals and not repairing an initial
damage to the Py molecule (vide infra).

(ii) C

affeic acid is more efficient in the Py
(ORAC¼ 3.2) than in the c-Pc system ORAC¼ 1.0).
This is compatible with a role of a repairing mech-
anism in the protection afforded by caffeic acid to Py
molecules.

(iii) P

y, as the target molecule, amplifies the differences
among compounds of different reactivity. In fact, the
ratio of coumaric acid to caffeic acid reactivity
observed is even higher than that previously reported
employing crocin as the target molecule.16 Similarly,
differences in ORAC indexes are larger in the Py
than in the c-Pc system. This could be related to the
relevance of repair mechanisms in systems compris-
ing Py and additives of high reactivity.

Bond-dissociation energies


The oxidation potentials, pKa and BDE, estimated by
Equation (2), are given in Table 3. These values show that
the main features of the data obtained in this study (i.e.,
the high reactivity of caffeic acid, the small effect of the

cals


R0/R
(XOH¼ 50mM)


ORAC
(XOH¼ 30mM)


50 3.2
24 1.0


2.2 0.26
1.3 0.01
1.2 0.01
1.1 0.01


<1.1 0.01
1.2 0.03


<1.1 0.01
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Table 3. Oxidation potentials, pKa and bond dissociation
energies (BDE) of cinnamic and propionic acid derivativesa


Compound Eox/V pKa BDE (kcal mol�1)


I (caffeic acid) 0.377 9.07 76.5
II (ferulic acid) 0.581 9.55 81.9
III 0.662 9.43 83.6
IV (coumaric acid) 0.694 9.45 84.3
V 0.839 9.75 88.1
VI 0.697 10.6 86.0
VIII 0.687 10.61 85.8
IX 0.702 10.47 85.9


aEox values referenced to standard hydrogen electrode.
pKa values were taken from Ref. [28], compound VIII was evaluated in this
study from changes in the UV spectrum with the pH. BDEs were evaluated
according to Equation (2).
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Figure 4. Plot of ln [(R0/R)�1] versus BDE. R values obtained
employing c-Pc (0.01mg/mL), AAPH (10mM), and cinnamic
acid derivatives (5mM)


764 E. PINO ET AL.

C—C double bond, and the higher reactivity of the
phenolic groups located at position four) can be explained
in terms of differences in the O—H bond dissociation
energies. This is emphasized by plotting ln [(R0/R)�1]
values obtained for the c-Pc system against the BDE of
the compounds (Fig. 4). This figure shows a strong inverse
correlation between the two sets of data (r¼�0.93;
p¼ 1� 10�4), but with a rather gentle slope (�0.16). This
would indicate that each kcal decrease in BDE increases
the rate of hydrogen abstraction from the phenolic moiety
only by a factor 1.17. This rather small effect could imply
that the transition state in the hydrogen transfer process
lies close to that of the reactants. It is interesting to note
that a similar treatment of the data obtained employing
pyranine as the target molecule showed a weaker
correlation with the BDE of the compounds
(r¼�0.89; p¼ 0.00255), but a steeper negative slope
(�0.61), in agreement with the greater selectivity
observed in this system.

Copyright # 2006 John Wiley & Sons, Ltd.

GENERAL CONCLUSIONS


Both sets of data, obtained employing c-Pc or Py as target
molecules, show that the reactivity of the tested
compounds towards peroxyl radicals is related to the
BDE of the most labile hydroxyl group. However, there
are significant differences between the two sets of data,
related to differences in the secondary reactions of the
phenol-derived radicals. This emphasizes the need to
perform a complete kinetic analysis of the results to
obtain meaningful evaluations of the relative reactivity of
the tested compounds.
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ABSTRACT: Phenoxy-carboxy-methoxy-p-tert-butylcalix[4]arene esters were synthesized in order to evaluate the
role of electronic parameters on the complexation of alkaline metal cations. Extraction constants of metal picrates to
organic phase were determined. Plots of log (KR/KH) against Hammett s and sþp gave good linear correlations. The best
correlations with s were obtained for Kþ and Rbþ, while the best correlations with sþp were obtained for Liþ and Naþ.
All Hammett plots gave a straight descending line, which is consistent with a dependence of the electronic density on
the C——O. Treatment of data using the Yukawa–Tsuno equation revealed a variation in the contribution of resonance in
the complexation of alkaline metal ions, which is maximum for Naþ and minimum for Rbþ. Electronic parameters
were calculated for a related acyclic model structure and only the HOMO energy showed a good correlation with log
(KR/KH). Copyright # 2007 John Wiley & Sons, Ltd.

KEYWORDS: supramolecular chemistry; Hammett’s correlation; calixarenes; cation complexation

INTRODUCTION


Investigations into free-energy linear relationships allow an
understanding of the molecular parameters involved in
dynamic chemical processes. Hammett’s plot is the most
useful relationship for the evaluation of the role of the
electronic contribution, when sterical crowding of sub-
stituents does not greatly affect the magnitude of the
constants. Host–guest chemistry usually does not fit this
requirement, because complementary structures are needed
for host–guest interactions and only a few studies dealing
with Hammett correlations in supramolecular chemistry1–4


have been reported, with fair success, despite the number of
variables that influence the degree of complexation.


The suitability of O-acetyl esters of calixarenes for the
extraction of alkaline metal cations is well known.5 It has
been found that calix[4]arene in cone conformation is
selective for sodium, whereas the selectivity of calix[4]-
arene in the 1,3 alternate conformation is shifted to
potassium,6 and calix[6]arene complexes cesium selec-
tively.7 The driving force for the formation of the metal-
calixarene complex is the electrostatic interaction of the
metal cation with the lone-pairs of the oxygen atoms. The

to: M. Lazzarotto, Departamento de Quı́mica
S, Av. Bento Gonçalves 9500, Campus do Vale, Porto
de do Sul, CEP 91501-970, C.P. 15003, Brasil.
iq.ufrgs.br
resented at the Eighth Latin American Conference on
Chemistry (CLAFQ0–8), 9–14 October 2005, Flori-


7 John Wiley & Sons, Ltd.

complex formation occurs through the reorganization of
the host to fit the sphere around the cation, with loss of
rotational and vibrational modes of the species.8 The
structure of the sodium complex with the O-acetyl
calix[4]arene ethyl ester has been shown to have the Naþ


cation coordinated to the eight oxygen atoms of
OCH2C——O groups,9 which for the uncomplexed
metal-receptor span out of the center-symmetric axis of
the calixarene, as non-ordered chains. The association of
alkaline metals with calix[4]arene ethers brings into
proximity the four arms containing the O-acetyl ester
moiety and decreases the mobility of the OCH2C——O
group (Scheme 1).


The hard–soft character of the groups present is
another factor that determines the metal selectivity,
shifting it from the sodium cation to the silver cation,
when the C——O bond is replaced by a C——S bond in
calix[4]arene esters.10 The complex formation with alkali
metal ions and substituted phenolic esters of carboxy–
methoxy calixarene is a potential process for the
application of Hammett relationships, since para-sub-
stituents can modulate the ability of carbonyl groups to
interact by ion-dipole attraction with the metal ion.


EXPERIMENTAL


Phenol esters 3–8 were obtained from the reaction of the
acid chloride 2 and the corresponding phenolates
(Scheme 2). The yields were only moderate (30–60%),
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obtained through the partial substitution of the chloride
during the workup process, yielding some hydrolysis
products. The synthesis of 2 has been previously
described7 and the general procedure for the synthesis
of the phenol derivatives 3–8 is given below. The acid
chloride 2 was freshly prepared by the treatment of
200 mg (0.23 mmol) of tetrakis(hydroxy-carboxy-meth-
oxy)-p-tert-butylcalix[4]arene with SOCl2, and dissolved
in 5 mL of dichloromethane. This solution was added
dropwise to a solution of 1.80 mmol of the corresponding
phenol, 230mL (1.78 mmol) of triethylamine and 200 mg
(1.78 mmol) of potassium tert-butoxide in 10 mL of dry
acetonitrile, and the mixture was left to stand overnight
under magnetic stirring. The organic phase was washed-
with 0.1 mol/L NaOH and water, dried over MgSO4,
and evaporated under reduced pressure. With addition
of methanol, the product crystallized after some
minutes. Recrystallization from dichloromethane/
methanol yielded the pure product.

O


O Cl


O


O O


R


O


O OH


[ ]
4


[ ]
4


 a


a)SOCl2 ;b) RPhOH, t-BuOK, Et3N, CH2Cl2


b


3 - 8
3) R= OMe; 4) R= C(CH3)3; 5) R= CH3; 6) R= H;  7) R= Cl; 8) R= NO2


[ ]
4


1 2


Scheme 2. Synthesis of phenol esters from p-t-butyl-calix[4]arene tetraacid 1

Copyright # 2007 John Wiley & Sons, Ltd.

NMR analyses were carried on Varian-200 MHz and
Bruker-300 MHz spectrometers, and IR spectra were
collected with a Perkin–Elmer spectrophotometer.
Extraction experiments were carried in water/dichlor-
omethane in a closed tube, stirring magnetically for
60 min after which the samples were allowed to stand
overnight at 10 8C. The nitro ester 8 did not extract Liþ,
Rbþ, and Csþ picrates. The absorbance of picrate in the
organic phase was determined by spectrophotometry at
375–380 nm, and the association constants were deter-
mined considering the equilibrium below, as reported
by Ungaro:11


Mþ
aq þ Piþaq þ Lorg Ð ½LMþ:Pi��org


where Mþ
aq and Pi�aq represent the alkali cation and


picrate anion in aqueous phase and Lorg and [LMþ.Pi]org


are, respectively, the ligand and ligand-metal complex in
dichloromethane. The equation that describes the
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equilibrium is:


Ke ¼
½LMþ � Pi�org�


g2
�½Mþ


aq�½Pi�aq�f½Lorg�o � ½LMþ � Pi�org�g
(1)


where ½Lorg�o ¼ ½Pi��o ¼ ½Pi�aq� þ ½Pi�org� ¼ 1:25 � 10�4


mol � L�1 and [Mþ
aq]¼ 1.0� 10�2 mol �L�1; the activity


coefficient of the ions was determined as g ¼ 0.8, and in
order to determine [LMþ � Pi]org, ePi� ¼ 1.5� 104 was
used.

Quantum chemical calculations


The semi-empirical program package MOPAC 6.0 was
used in all calculations. For each compound, compu-
tations were carried out with both the AM112 and the
PM313 parameterizations. Input files were conveniently
generated and before being processed the output files
were visualized with RasMol 2.7.1 software. The
molecular structures obtained in this way were used in
a configuration interaction calculation to compute
electron density on O1, O2, O3, and C1, HOMO and
LUMO energies.


p-Methoxy-phenyl ester (3). NMR-1H (CDCl3) 1.10
(s, C(CH3)3, 36 H), 3.29 (d, J 14 Hz, ax. PhCH2Ph, 4 H),
3.76 (s, OCH3, 12 H), 4.96 (d, J 14 Hz, eq. PhCH2Ph,
4 H), 5.09 (s, OCH2, 8 H), 6.74 (d, J 9 Hz arom. CH, 4 H),
6.83 (s, arom. CH, 8 H), 6.90 (d, J 9 Hz arom. C–H, 8 H);
NMR 13C (CDCl3) 169.28, 157.00, 152.98, 145.50,
143.86, 133.46, 125.46, 122.49, 114.24, 77.76, 71.21,
55.49, 33.87, 31.92, 31.37, 30.97; elem. anal.: C¼ 72.41;
H¼ 6.60, calc. for C80H88O16.1/3CH2Cl2: C¼ 72.34;
H¼ 6.70.


(3)-Naþ pic�. NMR-1H (CDCl3) 1.25 (s, C(CH3)3,
36 H), 3.49 (d, J 12 Hz, ax. PhCH2Ph, 4 H), 3.85
(s, OCH3, 12 H), 4.26 (d, 14 Hz, eq. PhCH2Ph, 4 H),
4.67 (s, OCH2, 8 H), 6.43 (d, J 9 Hz arom. C–H, 4 H), 6.73
(s, arom. CH, 8 H), 7.17 (d, J 9 Hz arom. C–H, 8 H).


p-tert-Butyl-phenyl ester (4). NMR-1H (CDCl3)
1.10 (s, C(CH3)3, 36 H), 1.28 (s, C(CH3)3, 36 H), 3.30
(d, J 14 Hz, ax. PhCH2Ph, 4 H), 4.96 (d, 14 Hz,
eq. PhCH2Ph, 4 H), 5.12 (s, OCH2, 8 H), 6.83 (s, arom.
CH, 8 H), 6.92 (d, J 9 Hz arom. C—H, 4 H), 7.26 (d, J
9 Hz arom. C—H, 4 H), NMR 13C (CDCl3): 169.24,
153.00, 148.28, 148.01, 145.47, 133.52, 126.10, 125.46,
120.98, 71.03, 34.42, 33.90, 32.03, 31.42, elem. anal.:
C¼ 77.28; H¼ 7.87, calc. for C92H112O12.1/3CH2Cl2:
C¼ 77.11; H¼ 7.90.


(4)-Naþ pic�. NMR-1H (CDCl3) 1.16 (s, C(CH3)3,
36 H), 1.29 (s, C(CH3)3, 36 H), 3.52 (d, J 13 Hz, ax.
PhCH2Ph, 4 H), 4.29 (d, J 13 Hz, eq. PhCH2Ph, 4 H), 4.70

Copyright # 2007 John Wiley & Sons, Ltd.

(s, OCH2, 8 H), 6.70 (d, J 9 Hz arom. C—H, 4 H), 7.17 (s,
arom. CH, 8 H), 7.28 (d, J 9 Hz arom. C—H, 4 H).


p-Methyl-phenyl ester (5). NMR-1H (CDCl3) NMR
d 1.10 [s, C(CH3)3, 36H), 1.63 (s, ArCH3, 12 H), 3.26 [d, J
14 Hz, ax. PhCH2Ph, 4 H), 4.80 (d, J 14 Hz, eq. PhCH2Ph,
4 H), 5.06 (s, OCH2, 8 H), 6.82 (s, arom. CH, 8 H), 6.86
(d, J 9 Hz arom. C—H, 8 H), 7.04 (d, J 9 Hz arom. C—H,
8 H). NMR 13C (CDCl3): 169.24, 153.06, 148.14, 145.74,
135.06, 133.48, 129.73, 125.46, 121.35, 76.58, 71.27,
33.86, 31.97, 31.35, 20.85; elem. anal.: C¼ 74.66;
H¼ 6.99, calc. for C80H88O12.3/4CH2Cl2: C¼ 74.31;
H¼ 6.99.


Phenyl ester (6). NMR-1H (CDCl3) 1.11 (s, C(CH3)3,
36 H), 3.27 (d, J 14 Hz, ax. PhCH2Ph, 4 H), 4.88 (d, J
14 Hz, eq. PhCH2Ph, 4 H), 5.13 (s, OCH2, 8 H), 6.84 (s,
arom. CH, 8 H), 6.97 (d, J 9 Hz arom. C—H, 8 H), 7.15
(m, J 9 Hz arom. C—H, 8 H), 7.25 (d, arom. C–H, 4 H).;
NMR 13C (CDCl3): 168.98, 152.95, 150.36, 145.58,
133.49, 129.27, 125.99, 129.57, 121.69, 71.24, 33.93,
31.63, 31.41; elem. anal.: C¼ 74.49; H¼ 6.38 calc. for
C76H80O12.1/2CH2Cl2: C¼ 74.83; H¼ 6.65.


p-Chloro-phenyl ester (7). NMR-1H (CDCl3) 1.11 (s,
C(CH3)3, 36 H), 3.27 (d, J 14 Hz, ax. PhCH2Ph, 4 H), 4.90
(d, J 14 Hz, eq. PhCH2Ph, 4 H), 5.08 (s, OCH2, 8 H), 6.84
(s, arom. CH, 8 H), 6.87 (d, J 9 Hz arom. C—H, 8 H), 7.21
(d, J 9 Hz arom. C—H, 8 H). NMR 13C (CDCl3): 168.65,
152.71, 148.71, 145.84, 133.34, 131.10, 129.33, 125.57,
122.99, 71.04, 31.80, 31.34; elem. anal.: C¼ 68.86;
H¼ 5.79, calc. for C76H76Cl4O12: C¼ 68.86; H¼ 5.38.


p-Nitro-ester (8). NMR-1H (CDCl3) 1.12 (s, C(CH3)3,
36 H), 3.31 (d, J 14 Hz, ax. PhCH2Ph, 4 H), 4.87 (d, J
14 Hz, eq. PhCH2Ph, 4 H), 5.14 (s, OCH2, 8 H), 6.86 (s,
arom. CH, 8 H), 7.14 (d, J 9 Hz arom. C—H, 8 H), 8.11 (d,
J 9 Hz arom. C—H, 8 H). NMR 13C (CDCl3): 190.07,
170.05, 168.19, 162.15, 154.76, 152.47, 125.71, 125.02,
122.35, 71.02, 31.80, 31.36; elem. anal.: C¼ 65.77;
H¼ 5.61; N¼ 3.75 calc. for C76H76N4O20.1/3CH2Cl2:
C¼ 68.86; H¼ 5.38; N¼ 4.02.

RESULTS AND DISCUSSION


Extraction data show that phenolic esters 3–8 are
selective for sodium, as is known for alkyl esters of
calix[4]arenes, due to the correct fit of the ionic radii with
the size of the cavity.14 The selectivity decreases as the
electron withdrawing ability of the group at para position
increases. The best receptor is compound 3, for which the
percentage extraction (%E) of Naþ found was 85% and
the selectivity expressed in terms of KNaþ=KKþ is 150, as
reported in Table 1. Such values are not the best possible,
when compared with the ethyl ester, but fall within the
range of other alkyl esters.
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Table 1. Percentage extraction (%E), extraction constants
(Ke) and selectivity factors (KNa/KM) in extraction equilibria of
alkali metal picrates from H2O to CH2Cl2 in the presence of
compound 3


Metal ion %E Ke (�10�5 M�2) KNa/KM


Liþ 12 1.87 265
Naþ 85 497
Kþ 18 3.26 152
Rbþ 11 1.80 275
Csþ 7 1.07 463
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Scheme 3. Resonance structures of the metal complex
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Plots of log (KR/KH) with s and sþ parameters, showed
straight lines with negative slopes for all metals, and the
values of r are listed in Table 2. The plots using these
Hammett parameters are useful to gain an understanding
of the degree of electronic contribution of the para-group
to the positive charge of the metal cation (Figs. 1 and 2).


The quality of the fittings, measured by the correlation
factor r, for Liþ and Naþ and Csþ were better using sþp ,
whereas for Kþ and Rbþ the correlations were better
using the parameter s. The best correlations with sþ for
Liþ and Naþ indicate that the para-group acts through
resonance with a positive charge in these cases. This
suggests a significant contribution of the mesomeric form
IV (Scheme 3) for Liþ and Naþ complexes, where there is
a significant electronic interaction between the ion and
the n and p electrons of the ligand, with a partial
development of positive charge located on the oxygen
directly linked to the aromatic ring.


The Yukawa–Tsuno equation15 allows a numeric
evaluation of the contribution of resonance of the para
group, expressed in terms of factor rYT. Values of rYT and

Table 2. Values of the slopes (r) and correlation factors (r)
for the plots of log (KR/KH) versus s


þ and s for the extraction
experiments


Liþ Naþ Kþ Rbþ Csþ


rþ(sþp ) �0.60 �1.63 �1.09 �0.40 �0.39


rþ(sþp ) 0.97 0.98 0.95 0.84 0.98


r (s) �0.90 �1.96 �1.49 �0.81 �0.64
r (s) 0.84 0.89 0.99 0.97 0.92


Table 3. Values of rYT and r obtained through the Yukawa-
Tsuno equation


Liþ Naþ Kþ Rbþ Csþ


rYT 1.3 1.9 0.2 0.0 0.7
r �0.52 �1.31 �1.06 �0.81 �0.46
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Scheme 4. Model structures for the calculation of electronic parameters
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r are reported in Table 3. The values of rYT> 1 found for
Naþ and Liþ show that even sþ underestimates the
contribution of resonance on complexation. It becomes
less important for Kþ and Csþ, while the complexation of
Rbþ correlates only to s.


log
K


KH


¼ r½s þ rYTðsþ � sÞ� (2)


Semi-empirical calculations of parameters that could
be related to the complexation, for example, electron
density on O1, O2, O3 and C1, HOMO and LUMO
energies, were obtained using AM1 and PM3 Hamilto-
nians, using the structure shown in Scheme 4 as a model,
in syn-like and anti-like conformations.


Initially, plots of log (KR/KH) with the electronic
parameters were constructed for the Naþ ion, which
showed the highest variation among the values of log (KR/
KH) and, thus, is more sensitive to the variation of the
structure, and the results of the correlations are listed in
Table 4. The HOMO (n C——O) energies exhibit fair to
good correlations for both AM1 and PM3 Hamiltonians,
the best result being obtained using AM1 on the anti
conformer. The HOMO parameter was therefore chosen
for the plots of log (KR/KH) for all metals, and the
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Figure 2. Hammett’s plot (log KR/KHvs. s) for extraction
data of potassium picrate


Table 4. Angular coefficients, standard deviations (SD) and
correlation factors (r) for the plot of log (KR/KH)Naþ versus
different electronic parameters


Parameter Angular coefficients SD r


Electron density O1 13.45 1.17 0.05
Electron density O2 56.55 1.09 0.36
Electron density O3 �41.71 1.11 0.30
Electron density C1 7.13 1.16 0.07
HOMO 4.71 0.18 0.98
LUMO 1.28 0.97 0.56
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correlation factors are listed in Table 5. It is worth noting
that sþ is linearly correlated to EHOMO. Thus, the
substituent effect by resonance may account for the
increase in HOMO energy, which allows a more effective
interaction with the electrophile.


There is a clear inversion of the best correlation for the
plot of log (KR/KH) against HOMO-energy going from the
small (Liþ, Naþ) to the larger (Rbþ, Csþ) cations. An
example is the plot of log (KR/KH) versus EHOMO for the
Csþ ion shown in Fig. 3. For Liþ and Naþ the best
correlation was obtained for AM1-HOMO-anti, while for
Rbþ and Csþ the best correlation was obtained for AM1-
HOMO-syn. This is indicative of the change in the
conformation of the host to accommodate larger cations
by an opening of the way for the binding site formed by
the OCH2C——O group.


The 1H-NMR spectra of Naþ-complexes with methoxy
3 and t-butyl 4 derivatives are consistent with an oxygen-
bonded complex in the lower-rim. Some selected values
of d are reported in Table 6. The complexation leads to a
freezing of the motion of the pendant groups, with an
increase in symmetry to C4v.


16 The complexation opens
the t-butyl groups (upper-rim) and brings the phenolic
oxygen atoms closer (lower-rim). The most evident
change is the proximity of the doublets of the equatorial
and axial methylenic hydrogen atoms. The d values
change from 5.00 and 3.27 ppm for the uncomplexed
calixarene to 4.27 and 3.52 ppm for the Naþ complex of
t-butyl derivative 4, as a result of the motion of the oxygen
atoms linked to the calix cavity. The proximity of the
axial hydrogens to the oxygen atoms in the free host is
responsible for their low-field absorption and the
interaction with the metal increases the distance between
these oxygen atoms and the axial hydrogen atoms, so the

Table 5. Correlation factors for the plots of log (KR/KH) with HO
structures for calixarene receptors


AM1-HOMO-anti PM3-HOMO-anti


Liþ 0.92 0.11
Naþ 0.98 0.63
Kþ 0.92 0.64
Rbþ 0.68 0.33
Csþ 0.93 0.02


Copyright # 2007 John Wiley & Sons, Ltd.

net result is a high-field shift. The same pattern for the
chemical shifts of the methylenic hydrogen atoms is
observed for the complexation by the methoxy derivative
3, indicating that the nature of the complexation is the
same for both. The signals related to OCH2 hydrogens
were also shifted to a higher field: from 5.00 to 4.67 ppm

MO energies of anti and syn conformations of the model


AM1-HOMO-syn PM3-HOMO-syn


0.90 0.81
0.92 0.95
0.81 0.88
0.79 0.61
0.98 0.89
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Table 6. Selected d of free calixarene esters 3 and 4 and
complexed with Naþ


OMe-3
OMe.Naþ;-


3.NaR t-Bu-4
t-Bu.Naþ-
4.NaR


Hax. (d) 3.29 3.49 3.30 3.52
Heq. (d) 4.96 4.26 4.96 4.29
OCH2 (s) 5.09 4.67 5.12 4.70
Harom.(s) 6.74 7.17 6.83 7.17
Hortho-R (d) 6.90 6.43 6.92 6.70
Hmeta-R (d) 6.83 6.73 7.26 7.28
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Figure 3. Plot of log (KR/KH) versus EHOMO of syn confor-
mation for extraction constants of cesium picrate
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for OMe derivative-3 and from 5.12 to 4.70 ppm for t-
butyl derivative 4. We conclude that the conformational
change again had a considerable influence on the
chemical shifts of the hosts.


However, we noticed some unexpected trends in the
chemical shifts with the complexation. In the Naþ

Copyright # 2007 John Wiley & Sons, Ltd.

complexes with 3 and 4, there were shifts of the peaks
corresponding to C—H at ortho position to the phenol
esters to higher fields, when compared with the free host,
while we would expect a lower field shift due to the
draining of electronic density by the phenolic oxygen. We
attributed this effect to a shielding of these aromatic
hydrogen atoms by the pendant aromatic rings, which are
brought nearer by the conformational change promoted
by the metal cation complexation. This is a further
indication of the anti conformation around the C—O
bond of the ester for the Naþ complex, when the
proximity between the aromatic rings places the hydrogen
atoms in the shielding region of the aromatic p-clouds.

CONCLUSIONS


Hammett plots for constants of alkaline metal
extraction by para-substituted-phenoxy-ester-calixarenes
3–8 showed good correlations and revealed that electronic
parameters can play a major role in the magnitude of the
constants and improve the selectivity of metal extraction.
The good correlations with HOMO energies of the host
suggest that the frontier orbital interactions contribute to
the complex formation.
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Pablo R. Dalmasso, Jorge D. Nieto, Raúl A. Taccone, Mariano A. Teruel and Silvia I. Lane*


Departamento de Fisicoquı́mica, Instituto de Investigaciones en Fisicoquı́mica de Córdoba (INFIQC), Facultad de Ciencias Quı́micas,
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ABSTRACT: The relative rate technique was used to measure the rate constants for the reactions of Cl atoms
with CHF2OCH2CF3 and CHF2OCHFCF3. Experiments were carried out at 296� 2 K and atmospheric pressure
using nitrogen as the bath gas. Using 1,1,1-trichloroethane and 1,1,1,2-tetrafluoroethane as the reference
compounds, the following rate coefficients were derived: k(ClþCHF2OCH2CF3)¼ (1.14� 0.27)� 10�14 and
k(ClþCHF2OCHFCF3)¼ (1.20� 0.12)� 10�15, in units of cm3molecule�1 s�1. The rate constants obtained are
compared with the literature data. The implications of the results with regard to the atmosphere are briefly
considered. Copyright # 2006 John Wiley & Sons, Ltd.

KEYWORDS: rate constants; hydrofluoroethers; chlorine atoms; relative rate method

INTRODUCTION


It is widely known that chlorofluorocarbons (CFCs) cause
depletion of stratospheric ozone and contribute to global
warming. This has led to an international effort to replace
CFCs with environmentally acceptable alternatives. In
recent years, partially substituted hydrofluoroethers
(HFE) have been suggested as new candidates for CFC
alternatives.1 Since HFE, as well as hydrofluorocarbons
(HFCs) do not contain Cl atoms, they do not contribute to
stratospheric ozone loss via the well-established chlorine-
based catalytic cycles. Therefore, they could be used in
applications such as cleaning of electronic equipment,
heat transfer agents in refrigeration systems, and carrier
fluids for lubricant deposition.2


The gas-phase reaction of Cl atoms with organic species
represents an important loss process for Cl atoms and
organic compounds in the atmosphere.3 Chlorine atoms are
daytime species since they are formed by photolysis of
chlorine-containing substances accumulated in the atmos-
phere during the dark hours. Despite the growing kinetic
database for the reaction of Cl atoms with organic
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compounds there have been relatively few studies on the
reaction of Cl atoms with oxygenated organic species.


As part of an ongoing program in our laboratory to
study the atmospheric chemistry of oxygenated species,
we have used the relative rate technique to investigate the
kinetics of the reactions of Cl atoms with CHF2OCH2CF3
and CHF2OCHFCF3 at room temperature and at
atmospheric pressure, using N2 as the bath gas. To the
best of our knowledge, this kinetic study is the first
experimental determination with a relative rate method
using collapsible bags under quasi-real atmospheric
conditions of the bimolecular rate coefficient for the
reactions of Cl atoms with CHF2OCH2CF3 and
CHF2OCHFCF3, which is an anaesthetic widely known
as desflurane.


The reaction of Cl atoms with CHF2OCH2CF3 has been
studied previously by absolute techniques (VLPR4 and
DF-FP5) and relative methods (FTIR,6,7 GC/MS8). On the
other hand, the reaction with CHF2OCHFCF3 was
measured before using GC/MS as a relative technique.
For both reactions we obtained a good agreement with the
previous results.


The results obtained will be presented and discussed in
terms of the reactivity of these ethers compared to other
compounds of similar structure, and used to estimate their
lifetimes in the troposphere.


EXPERIMENTAL


Rate constants were measured at 296� 2K and atmos-
pheric pressure (�750 Torr) using a relative rate
techniquewhich has been described previously.9 Reaction
mixtures consisting of the HFE and a reference organic
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compound were introduced into an 80L collapsible
Tedlar bag and diluted in N2.


The initial concentrations used in the experiments were
in the range of 110–165 ppm (1 ppm¼ 2.46� 1013


molecule cm�3 at 298K and 760 Torr of total pressure)
for the HFEs, 110–140 ppm for CH3CCl3 and CF3CH2F
used as reference compounds, and 190–220 ppm for Cl2.
Molecular chlorinewas added to generate atomic chlorine
by its photolysis, using a set of blacklamps (Philips 30W)
surrounding the Tedlar bag. These lamps provide UV-
radiation with a lmaximum around 360 nm. In this study,
typically between two and five of these lamps were used
to produce atomic chlorine and the time of photolysis
varied from 5 to 60min.


The reaction mixtures were removed from the Tedlar
bag using calibrated gas syringes. The organics were
monitored by gas chromatography (Shimadzu GC-14B)
coupled with flame ionization detection (FID), using a
Porapak Q column (100–120 Mesh, 2.5m, 1/800 i.d.) held
at a temperature of 1608C for CHF2OCHFCF3 and 1808C
for CHF2OCH2CF3.


The chemicals N2 (AGA, 99.999%), CF3CH2F
(Apollo, 99%), CHF2OCH2CF3 (Apollo, 97%), and
CHF2OCHFCF3 (Apollo, 99%) were used as received.
CH3CCl3 (Aldrich, 99.5%) were degassed by repeated
freeze-pump-thaw cycling. Molecular chlorine was
prepared in our laboratory using the reaction between
HCl and KMnO4 and was purified by repeated trap to trap
distillation until a sample of 99% purity was obtained,
confirmed by IR and UV spectroscopy.

Figure 1. Plot of ln([CHF2OCH2CF3]0/[CHF2OCH2CF3]t) ver-
sus ln([CH3CCl3]0/[CH3CCl3]t) for the reaction of Cl atoms
with CHF2OCH2CF3. The reference compound is 1,1,1-
trichloroethane. Seventeen data points from three indepen-
dent experiments have been plotted

RESULTS


Experiments were performed to measure the relative
values of the rate constants of the following reactions at
296� 2K and atmospheric pressure:


Clþ CHF2OCH2CF3 ! Products (1)


Clþ CHF2OCHFCF3 ! Products (2)


The hydrofluoroether (HFE) and the reference com-
pound react simultaneously with chlorine atoms:


Clþ HFE ! Products (3)


Clþ Reference ! Products (4)


As described in detail elsewhere,10,11 the simultaneous
decay of the HFE and the reference compound from their
initial concentrations at time t¼ 0, [Reactant]0 and
[Reference]0, to [Reactant]t and [Reference]t at time t
is given by Eqn (5):


ln
HFE½ �0
HFE½ �t


� �
¼ k3


k4
ln


Reference½ �0
Reference½ �t


� �
(5)


where k3 and k4 are the rate constants of reactions (3) and
(4), respectively. Thus, a plot of {ln[HFE]0/[HFE]t} vs.

Copyright # 2006 John Wiley & Sons, Ltd.

{ln[Reference]0/[Reference]t}should be linear with a
slope equal to the ratio of rate constants k3/k4.


Prior to carry out the kinetic measurements, to test for
potential losses of the HFE or reference compound by
dark reactions with Cl2, mixtures of molecular chlorine
with both organics were prepared and allowed to stand in
the dark for 2 h. In all cases, the reaction of the organic
species with chlorine, in the absence of UV light, was of
negligible importance over the typical time periods used
in this study. Additionally, to test for possible photolysis
of the reactants used, mixtures of the reactants in
nitrogen, in the absence of molecular chlorine were
irradiated using the output of all the black lamps
surrounding the chamber for 10 min. Experiments were
also carried out with the individual HFE or reference
compound alone with Cl2 under photolysis to ensure that
reactions did not produce species with the same retention
times as the reactants.


The following was used as a reference reaction to
determine the rate constant of reaction (1):


Clþ CH3CCl3 ! Products (6)


where k6¼ (9.9� 2.0)� 10�15.12 For reaction (2) the
reference reaction was:


Clþ CF3CH2F ! Products (7)


with k7¼ (1.50� 0.10)� 10�15.13 All the k values are in
units of cm3molecule�1 s�1.


Figure 1 shows the relative rate data for the reac-
tion (1) with CH3CCl3 as the reference compound.
The relative rate plot for the reaction of Cl atoms with
CHF2OCHFCF3 using CF3CH2F as the reference
compound is shown in Fig. 2. Linear least-
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Figure 2. Plot of ln([CHF2OCHFCF3]0/[CHF2OCHFCF3]t) ver-
sus ln([CF3CH2F]0/[CF3CH2F]t) for the reaction of Cl atoms
with CHF2OCHFCF3. The reference compound is 1,1,1,2-
tetrafluoroethane. Twenty-two data points from three inde-
pendent experiments have been plotted
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squares analysis of the data in Figs. 1 and 2 gives
k1/k6¼ (1.15� 0.02) and k2/k7¼ (0.80� 0.03), respect-
ively. The ratios were obtained from the average of
several experiments using different initial concen-
trations of the reactants. Multiplication of these
ratios by the literature values for k6 and k7 provides
two independent determinations of k1 and k2.
Thus, the derived Cl atoms reaction rate coefficient
for CHF2OCH2CF3 is (1.14� 0.27)� 10�14 and
for CHF2OCHFCF3 is (1.20� 0.12)� 10�15 cm3


molecule�1 s�1 at (296� 2)K and atmospheric pressure.
The linearity of the data points, with correlation


coefficients> 0.99, and the fact that the plots show
practically no intercepts, suggest that the contribution of
secondary reactions with the products of the reactions
here studied could be considered negligible. The errors

Table 1. Rate constants for the reactions of Cl atoms with halo


Ether kCl (296K) (cm
3molecule�1 s�1)


CH3OCH2CF3 (2.31� 0.10)� 10�11


(1.8� 0.9)� 10�11


CHF2OCH2CF3 (3.11� 0.14)� 10�14


(1.1� 0.1)� 10�14


(1.2� 0.2)� 10�14


(1.2� 0.1)� 10�14


(1.5� 0.4)� 10�14


(1.14� 0.27)� 10�14


CHF2OCHFCF3 (1.1� 1.9)� 10�15


(1.20� 0.12)� 10�15


CHF2OCHClCF3 (3.5� 2.2)� 10�15


(5.4� 0.5)� 10�15


CF3OCHFCF3 (6.0� 0.8)� 10�17


VLPR, very low pressure reactor; RR, relative rate; GC, gas chromatography; MS
Fourier Transform Infrared Spectroscopy; FID, flame ionization detector.
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quoted are twice the standard deviation arising from the
least-squares fit of the straight lines and include the
corresponding error in the reference rate constant. The
uncertainties in the rate constants do not take into account
other possible systematic errors, which could be as high
as 15–20%.

DISCUSSION


The rate constants for the reactions of Cl atoms with the
two HFEs of this study at room temperature are
presented in Table 1, where the rate constants for other
ethers obtained from the literature have also been
included for comparison purposes. Absolute and relative
measurements of the rate constant for the reaction of Cl
atoms with CHF2OCH2CF3 have been previously
reported in the literature. The absolute rate constant
obtained by Kambanis et al.,4 using a molecular flow
system equipped with a very low pressure reactor, is
more than twice the value obtained by Beach et al.5


using a discharge-flow/resonance fluorescence method.
There are also three other previously reported values
obtained with relative rate methods, Hickson et al.6 and
Wallington et al.7 using FTIR spectroscopy and Oyaro
et al.8 employing gas chromatography-mass spectrom-
etry (GC-MS) detection. They are in good agreement
within the error limits (Table 1). The value that we
obtained, (1.14� 0.27)� 10�14 cm3molecule�1 s�1,
for this reaction is in good agreement with the average
(�1.25� 10�14 cm3molecule�1s�1) of the different
measurements without considering the result reported
by Kambanis et al.4 It should be noted that the
rate constant for reaction (1) is (0.82� 0.15)�
10�14 cm3molecule�1 s�1 if we take into account the
rate constant of the reference reaction recommended by
Sanders et al.,14 (7.1� 1.1)� 10�15 cm3molecule�1 s�1,
which is around 28% lower than that given by Platz
et al.12 Therefore, further determinations of the rate

ethers at 296�2K


Ref. Experimental method


4 VLPR
8 RR-GC/MS
4 VLPR
5 DF-RF
6 RR-FTIR
7 RR-FTIR
8 RR-GC/MS


This study RR-GC/FID
8 RR-GC/MS


This study RR-GC/FID
5 DF-RF
7 RR-FTIR
2 RR-FTIR


, mass spectrometry; DF, discharge flow; RF, resonance-fluorescence; FTIR,
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Table 2. Estimated tropospheric lifetimes of HFEs studied
with chlorine atoms and OH radicals


Hydrofluoroether tCl
a tOH


a


CHF2OCH2CF3 278 7
CHF2OCHFCF3 2642 10


a Tropospheric lifetime in years.
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constant for this reaction are required to solve this
discrepancy.


The value of the rate constant for the reaction of
CHF2OCHFCF3 with chlorine atoms that we obtained,
(1.20� 0.12)� 10�15 cm3molecule�1s�1, is in good
agreement with that reported recently in Oyaro et al.8


(1.1� 1.9)� 10�15 cm3molecule�1 s�1), where the
authors explain that the error limit given is essentially
determined by the uncertainties in the reaction rate
coefficients of the reference compound.


Hydrofluoroethers are expected to react with Cl atoms
via an H-atom abstraction mechanism. It is clear from the
results in Table 1 that the inclusion of one or more fluorine
atoms in an ether changes its reactivity towards Cl atoms.
The reactivity of HFEs is expected to depend on several
factors, such as the number and position of H atoms, the
degree and position of fluorine substitution and the
strength of the C—H bond.4 As demonstrated in earlier
studies4,15,16 the inclusion of an ether linkage in an alkane
activates the C—H bonds, an effect which reaches
different distances, up to four carbons, from the ether
function group.


Substitution of one or more hydrogen atoms in
the ether by fluorine atoms leads to a reduction in
reactivity of the molecule ðkCH3OCH2CF3 > kCHF2OCH2CF3 >
kCHF2OCHFCF3 > kCF3OCHFCF3Þ. Thus, the reduction in the
reactivity as a result of F substitution in the b C—H bonds
on both sides of the—O— linkage seems to be higher than
when the substitution is in the a position, in the —CH2—
group. This could be due to the strong electron with-
drawing capability of the F atom, obtaining a stronger
and less reactive C—H bond.17 The substitution of
the F atom by a Cl atom increased the rate constant
(kCF2HOCFHCF3 < kCF2HOCClHCF3) probably due to the
donation of electron density of the chlorine lone electron
pairs to the adjacent carbon centers, resulting in a decrease
of the C—H bond strength.


In conclusion, for the fluorinated ethers measured in
this study using collapsible bags, the values obtained for
the Cl atom reaction rate constants, in comparison with
molecules of similar structures, is in agreement with the
observed values.


The tropospheric lifetime of the fluorinated ethers
studied can be estimated using the following expressions:


tCl ¼ 1=kCI½Cl� and tOH ¼ 1=kOH½OH�
where kCl and kOH are the bimolecular rate constants for
the reaction of Cl atoms and hydroxyl radicals with a
certain fluorinated ether at 296� 2K and in units of
cm3molecule�1 s�1, respectively. [Cl] and [OH] are the
concentration of atomic chlorine and hydroxyl radicals,
respectively. The global average tropospheric Cl and
OH concentrations have been estimated as 1� 104


atoms cm�3,18 and 5� 105 radicals cm�3,19 respectively.
At 296� 2K, the rate constants for the reactions of
CHF2OCH2CF3 and CHF2OCHFCF3 with OH have been
reported as (9.1� 1.1)� 10�15 cm3molecule�1 s�1 and

Copyright # 2006 John Wiley & Sons, Ltd.

(6.5� 0.8)� 10�15 cm3molecule�1 s�1, respectively.8


The estimated lifetimes of CHF2OCH2CF3 and
CHF2OCHFCF3 considering their removal by both Cl
and OH are listed in Table 2.


It can be observed in Table 2 that the long tropospheric
lifetimes of both ethers clearly indicates that other loss
mechanisms, such as transport into the stratosphere, will
dominate for these ethers and that the presence of C—F
and C—O bonds in their chemical structures allows the
HFEs to potentially contribute to the greenhouse effect.
Also, it can be seen in Table 2 that the removal of these
HFEs from the troposphere will be dominated by their
reaction with OH radicals.
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ABSTRACT: The kinetic data of the thermal decomposition reaction of acetone cyclic triperoxide (3,3,6,6,9,9-
hexamethyl-1,2,4,5,7,8-hexaoxacyclononane, ACTP) are reported for a wide range of organic solvents (acetone,
toluene, 2-propanol, 2-methoxyethanol, n-butylamine, diethylamine, triethylamine, and chlorobenzene) at 0.02 M
initial concentration and in the temperature range of 135.0–172.0 8C. The thermolysis reaction follows pseudo first-
order kinetic laws up to at least ca. 70% ACTP conversion. The results indicate the importance of solvent polarity and
specific solvent-peroxide interactions in governing the rates of the reactions. The activation enthalpy and entropy of
the thermal decomposition reaction of this triperoxide in several organic solvents were correlated through ‘‘isokinetic
relationships’’ to verify the existence of a genuine solvent effect on this reaction. Other cyclic organic di- and
triperoxides and some cyclic trioxanes showed a similar behavior, in contrast to the pinacolone cyclic diperoxide
(PDP), probably due to a relatively great steric hindrance of this molecule. Copyright # 2006 John Wiley & Sons, Ltd.

KEYWORDS: acetone cyclic triperoxide; solvent effects; thermal decomposition

INTRODUCTION


Cyclic organic peroxides have reached great importance
through the years because of O—O bond linkage whose
decomposition in free radicals makes them applicable in
polymerization, an essential operation in synthetic
polymer fabrication.


Recently, their capacity as initiators in the polymer-
ization of styrene has been evaluated.1


In previous studies kinetic data2–9 and solvent
effects2,3,5,7 related to the thermal decomposition reaction
of cyclic peroxides of the families of substituted 1,2,4,5-
tetroxanes,2,3,5,9 1,2,4-trioxanes6,9 and 1,2,4,5,7,8-hex-
aoxacyclononanes3,6–8 have been evaluated. An evident
substituent effect on the O—O homolytic rupture during
the thermolysis of the 1,2,4,5-tetroxanes was found in
benzene solution.4 Recently, we have published some
results regarding the kinetics of the thermal decompo-
sition of substituted cyclic mono, di and tri-organic
peroxides in toluene solution9 (substituent and ring size
effects).
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Acetone cyclic triperoxide (3,3,6,6,9,9-hexamethyl-
1,2,4,5,7,8-hexaoxacyclononane, ACTP) and acetone
diperoxide (3,3,6,6-tetramethyl-1,2,4,5-tetraoxacyclo-
hexane, ACDP) have found few civilian or military
applications10,11 due to their low chemical stability,
sensitivity to mechanical stress and high volatility.
Unfortunately, the straightforward synthesis of these
cyclic organic peroxides from readily available materials
has made them popular components of explosive devices
improvised by terrorists worldwide. As such, there is a
great demand for an analytical methodology capable of
detecting these materials12 and designing additives that
could improve their detection possibilities. The nature of
these peroxides hampers a detailed experimental study of
these initiation steps and, thus, experimental observations
on peroxide-based materials are limited to analysis of
post-blast residues or thermal decomposition studies.3,6,13


An alternative to experimental studies of thermal
decomposition6 is atomistic-scale computational simu-
lation methods.13 Quantum mechanics (QM) methods14


and a series of molecular dynamics (MD) simulations15


have been successfully employed to study several
possible unimolecular ACTP-decomposition pathways
and have provided valuable insights into the chemistry of
these materials.


A significant variation is evident in the observed values
of the activation parameters. Activation enthalpies near
33 kcal mol�1 correspond to the peroxidic O—O strength
for homolytic types of ruptures16 although lower
activation parameters for the decomposition of peroxides
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have been attributed to ionic reaction in solution17 or a
marked solvent effect.2 However, through an estimate18


of the average O—O bond energy for a series of peroxides
it has been suggested that the expected average bond
energy should be increased from 34 to 45 kcal mol�1.


In a previous study6 it was demonstrated that the
activation parameters for the thermolysis of ACTP in
toluene correspond to the unimolecular reaction of this
triperoxide molecule (Eqn (1)). It was also demonstrated
that the biradical decomposes thermally to form free
methyl radicals that react with the solvent (toluene) to
generate different products such as methane, bibenzyl,
and ethylbenzene.


ð1Þ


In this study the effect of different solvents on the
O—O bond homolysis of ACTP (3,3,6,6,9,9-hexamethyl-
1,2,4,5,7,8-hexaoxacyclononane) was investigated to
assess the kinetic behavior of a representative of a
family of nine-membered ring cyclic peroxides.

EXPERIMENTAL


Materials


ACTP was prepared and purified as described elsewhere.8


The solvents employed in the reaction were purified using
standard methods,19 except 2-propanol and 2-methox-
yethanol, solvents which were distilled from ethylene
diamine tetracetic acid (EDTA) to remove traces of metal
ions.20 In all cases, the suitability of the purity for kinetic
studies was checked by GC analysis.


Kinetic methods


Pyrex glass ampoules (10 cm long� 6 mm o.d.) half filled
with ACTP solution and spiked with octanol as an internal

Table 1. Activation parameters for the unimolecular thermal de


Solvent DH 6¼ kcal mol�1 DS 6¼ cal mol


Acetone 41.7� 2.5 18.3� 5.6
Toluene 41.8� 1.6 18.5� 3.8
2-propanol 36.7� 0.6 7.0� 1.3
2-methoxyethanol 25.1� 1.5 �20.3� 3.2
n-butylamine 49.2� 2.4 37.7� 5.7
Diethylamine 41.3� 0.5 16.0� 1.3
Triethylamine 40.7� 3.4 14.1� 4.0
Chlorobenzene 41.4� 1.4 16.9� 1.2


Copyright # 2006 John Wiley & Sons, Ltd.

standard were thoroughly degassed under vacuum at
�196 8C and then sealed with a flame torch. To perform
the runs, the ampoules (6 at each temperature) were
immersed in a thermostated silicone oil-bath (�0.1 8C)
and withdrawn after predetermined times. The reaction
was stopped by cooling to 0 8C. The concentration of
ACTP remaining in the solution was determined by
quantitative GC analysis in a DB-5 capillary column (5%
biphenyl-95% dimethyl polysiloxane, 30 m� 0.32 mm
ID, 0.25mm film thickness) installed in a Konik -2000C
gas chromatograph with nitrogen as the carrier gas and
flame ionization detection.


The corresponding first-order rate constants were
calculated from the slope of the line obtained by plotting
the values of ln [ACTP] against reaction time. The
corresponding activation parameters were deduced from
the Eyring equation and the errors were determined using
a least mean squares data treatment.21,22


RESULTS AND DISCUSSION


The thermal decomposition reaction of ACTP in different
solvents (acetone, toluene, 2-propanol, 2-methoxyetha-
nol, n-butylamine, diethylamine, triethylamine, and
chlorobenzene) at a 0.02 M initial concentration and in
the temperature range of 135.0–172.0 8C follows pseudo-
first order kinetic law up to at least 70% ACTP
conversion. The corresponding rate constant values of
ACTP thermolysis in different solvents at 140 8C are
shown in Table 1.


In Table 1 a variation in the rate constant values can be
observed. The pseudo-first-order reaction rate constant
for the thermolysis of ACTP in solution showed that
the rate of decomposition was somewhat faster in
polar and protic solvents than nonpolar solvents. The
rates of ACTP decomposition at 140.0 8C, however, did
not vary by more than a factor of about five in these
solvents.


The lowest activation enthalpy and entropy values were
found for the protic solvents (2-methoxyethanol and 2-
propanol, Table 1), and can be attributed to the hydrogen
bonds formed between them and the O—O bond
of the ACTP. In these cases the rate constant values are
the highest. In n-butylamine it is possible to assume that the
ACTP-solvent interaction process is more complex.

composition reaction of ACTP in solution


�1K�1 DG 6¼ kcal mol�1 k140.0 8C� 105, s�1


34.1� 2.5 0.30
34.2� 1.6 0.30
33.8� 0.6 1.1
33.4� 1.5 1.5
33.6� 2.4 1.2
34.7� 0.5 0.40
34.9� 3.4 0.30
34.4� 1.4 0.60
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Table 2. Activation parameters for the unimolecular ther-
mal decomposition reaction of different cyclic organic per-
oxides in 2-methoxyethanol


Peroxide
DH#


kcal mol�1
DS#


cal mol�1 K�1
DG#


kcal mol�1


CðK�150�C
exp Þ � 105,


s�1


ACTP 25.1� 1.5 �20.3� 3.2 33.4� 1.5 5.2
ACDPa 22.5� 1.2 �25.6� 3.0 33.3� 1.2 5.8
T5 24.6� 1.8 �18.3� 4.3 32.6� 1.8 6.6
PDP23 43.8� 1.0 31.9� 2.6 30.7� 1.0 137


a Leiva, L. Doctoral Thesis, Universidad Nacional del Nordeste, 2004.


Figure 2. Arrhenius plot corresponding to the thermal
decomposition reaction of ACTP in different solvents
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The reactivity and activation parameters of ACTP,
acetone cyclic diperoxide (ACDP) and trans- 3,3-
dimethyl-5,6-tetramethylene-1,2,4-trioxacyclohexane (T)
in 2-methoxyethanol (Table 2) are similar, in contrast to
the pinacolone cyclic diperoxide (PDP), probably due to
the relatively strong steric hindrance of this molecule.


Examination of the activation parameters shows that a
change in DH 6¼ is always accompanied by a change in
DS6¼ (compensation effect). The values of DG 6¼ within the
series are almost constant and comparable with the
experimental errors (Table 1).


The values of the activation parameters for the
thermolysis of ACTP (Table 1) show linear correlations
(DH#¼DH8þbDS#) according to Leffler’24 treatment for
the postulation of an isokinetic relationship, changing from
2-methoxyethanol to n-butylamine as reaction solvents. In
these cases, the corresponding plot (Fig. 1, dashed
line, r¼ 0.996) gives an isokinetic temperature of 420 K
(147 8C), which is within the experimental temperature
range in which the kinetic measurements were performed.
This correlation is valid for a wide temperature range
(DT¼ 32.0 8C) and activation parameter range
(DDH¼ 24.1 kcal mol�1, DDS¼ 58.0 cal mol�1 K�1).


Leffler and Grunwald25 have reported that the isokinetic
relationships in which the solvent is the variable often have

igure 1. ‘Isokinetic Relationship‘ according to Leffler for
he thermal decomposition of ACTP in solution. Isokinetic
emperature: dashed line 420 K (147 8C, with 2-propanol
nd 2-methoxyethanol included), solid line 372 K (99.0 8C)


igure 3. Dependence of the residual sum squares Su on
he isokinetic temperature T�1 for the ACTP unimolecular
hermolysis in different solvents

F
t
t
a
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isokinetic temperatures near the experimental temperatures.
When the isokinetic relationship is valid, its general


representation, ln k versus T�1 (Fig. 2), must be a
linear correlation according to the Arrhenius equation, and
all the lines have to intersect at a point known
as the reciprocal isokinetic temperature (b�1). The
Exner26,27 statistical analysis based on a least-squares
method calculates a common point of intersection of the
regression lines in the Arrhenius plot for which the sum of
the squares Su of the deviations of the experimental points
from new regression lines, including that point, becomes a
minimum. If this is not found in the plot representing the
dependence of Su on the assumed values of T�1, the

F
t
t
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expected correlation is not valid. In Fig. 2 it can be
observed that the Arrhenius plots for 2-propanol and
2-methoxyethanol (solvents that possess the alcohol
function) cross each other. In these cases there is probably
a different mechanism of reaction. The corresponding
isokinetic temperature for the ACTP thermolysis for the
other solvents (toluene, chlorobenzene, acetone, n-
butylamine, diethylamine, and triethylamine, Fig. 3)
according to Exner’s treatment is 367.7 K (94.6 8C),
which is also in reasonable agreement with the b value
obtained by the Leffler method with the six solvents (Fig.
1, plain line b¼ 372 K, 99.0 8C). For these cases, the
results mean that the thermolysis conforms to a genuine
‘reaction series,’ where the solvent affects the hexaox-
acyclononane ring O—O bond rupture of the ACTP
molecule.

CONCLUSIONS


The reactivity of ACTP in solution is higher when the
organic solvent is 2-propanol, 2-methoxyethanol or
n-buthylamine.


The results indicate the importance of solvent polarity
and specific solvent-triperoxide interactions in governing
the rates of the reactions.


The activation parameters of the thermolysis of ACTP
in aprotic organic solvents have been correlated through
isokinetic relationships (Leffler and Exner’s treatments)
to validate the existence of solvent effects on the
unimolecular reactions.
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ABSTRACT: Energies of 51 1-(E),4-(E)-disubstituted 1,3-butadienes (1), 36 1,4-disubstituted benzenes (2) and 36
(E)-1,2-disubstituted ethenes (3) with dipolar substituents were calculated at the B3LYP/6–311þG(d,p) level and
evaluated in terms of isodesmic reactions expressing the interaction of substituents through the conjugated system.
The energy of interaction reaches up to 40 kJ mol�1, it is roughly similar in the three series and most regular in the
series 1. While its correlation within the framework of dual substituent parameter analysis lacks physical meaning, it
is possible to separate the conjugative (resonance) component by subtracting the inductive component with reference
to 1,4-disubstituted bicyclo[2.2.2]octanes 4. The conjugative interaction is strongly stabilizing for the combination
acceptor–donor and destabilizing for two donors; in these cases it is parallel to changes of geometry as they are
predicted by the common resonance formulae. Interaction of two acceptors is weak; in addition, there are groups that
cannot be classified either as donors or as acceptors. Therefore, one can construct a scale of the resonance ability of
donors in conjugation with an acceptor and vice versa, but it is not possible to express the interaction of two donors or
of two acceptors on a unified scale for all substituents. The resonance description is certainly appropriate for the
typical examples (interaction of NO2 and NH2) but should not be generalized to all possible structures. Copyright #
2005 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/


KEYWORDS: conjugation; isodesmic reaction; resonance; substituent effect


INTRODUCTION


The main shortcoming of the classical theory of reso-
nance has been the lack of a quantitative aspect. There-
fore, many attempts have been made to obtain
quantitative estimates of the resonance energy and to
predict it empirically. A difficult problem is always
encountered in defining two systems, one with resonance
and the other without resonance, but otherwise as similar
as possible. This problem may be attacked more or less
successfully but always only with rather rough approx-
imations. One important goal was to arrange various
groups, acceptors and donors, into a scale according to
their ability to undergo resonance. Three approaches may
be distinguished:1


(a) The simplest possibility is to compare two com-
pounds in which the variable group X is bonded


once to a saturated hydrocarbon residue R1 and
once to an unsaturated residue R2. The results were
presented as the reaction enthalpy �1H� or calcu-
lated energy �1E of the isodesmic2 and homodesmo-
tic3 reaction:


R1X þ R2H ¼ R2X þ R1H ð1Þ


The value of �1E may depend on the size of R1 but
is no longer changed with larger alkyls beginning
from n-butyl.4 Hence Eqn (2) was used1 to obtain better
balanced measure of the resonance ability than
the previous scales.5,6 Nevertheless, it is still not
certain whether it expresses only the resonance and
does not depend also on polarizability or on other
properties.1,4–6


ð2Þ


(b) Another approach makes use of another group cap-
able of conjugation, that is, various donors are con-
jugated with various acceptors.7 The problem is
whether the conjugative ability of a given group
retains its relative value, irrespective of the pertinent
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partner. In this case all groups could be arranged into
a common scale.


(c) The best-known system, connected with the name
of Taft,8 was based originally on the experimental
dissociation constants. Evaluating one resonance
constant �R requires four dissociation constants:
saturated and unsaturated acids, substituted and un-
substituted;8,9 on the whole, energies of eight species
are involved (acids and anions). The derived reso-
nance constants �R are positive for acceptors and
negative for donors and were compared on a unified
scale. Subsequently, they were correlated with the
experimental reactivities in innumerable cases, in
combination with the inductive constants �I within
the framework of the so-called dual substituent para-
meter (DSP) treatment8 [Eqn (3)].


�E ¼ �E� þ �I�I þ �R�
ðo;þ;�Þ
R ð3Þ


The parameters �I, �R and E� are obtained by multiple
regression; the statistical intercept E� is near to the
energy of the unsubstituted compound. The symbol
�R


(o,þ,�) means that one of the three scales may be
used, �R


o , �R
þ or �R


� whichever gives the best fit.
The success was variable. The main problem even


in this case is proper choice of a saturated and an
unsaturated system: simple subtraction of the induc-
tive effect assumes that it is exactly equal in these two
systems. Various possibilities and corrections were
much discussed.8–10


In all above methods, the calculation is based on the
mere difference between one conjugated and one uncon-
jugated system and no direct relation to the theory of
resonance and to resonance formulae is evident. Perhaps
one could better speak about conjugative interaction and
conjugative constants.


In this paper, we return to method (b) above since the
previous work in this direction was not satisfactory.
Correlation based on experimental enthalpies of forma-
tion11 suffered from the small number and low accuracy
of these data. Recently, an extensive series of reaction
energies was provided, based on quantum chemical
calculations,7 but they were correlated only with the
Taft’s �R and �I ; hence the information obtained was
not fully exploited. We used here three models, each
having its merits. They are represented by the isodesmic
reactions in Eqns (4)–(6).


ð4Þ


ð5Þ


ð6Þ


ð7Þ


The molecule of 1E,4E-disubstituted (sp)-1,3-butadiene
(1), Eqn (4), is in our opinion most suitable with respect to
comparison with saturated reference systems, particularly
with 1,4-disubstituted bicyclo[2.2.2]octane 4, Eqn (7),
investigated previously by the same theoretical ap-
proach.12 The para derivatives of benzene 2 are often
used5–9 model compounds but their inherent defect is that
the conjugation requires disturbing another conjugated
system (crossed conjugation). In the derivatives of ethene
3, the substituents are situated relatively near to each other
and substituent effects in such systems are usually less
regular. These compounds were included here for compar-
ison only since this reaction has some practical impor-
tance.13 The reaction enthalpies �4H� to �6H� would
only in few cases be available from experimental data,14


mostly with an insufficient accuracy. We calculated the
reaction energies �4E to �6E within the framework of the
density functional theory15 at the B3LYP/6–311þG(d,p)
level, well tried in similar cases.1,4,12


The central problem is whether a general scale of
resonance effects is possible at all, i.e. whether the effects
retain their relative values when the conjugated partner is
changed. In the past, the problem was circumvented by
using several scales of resonance constants, discriminated
by various superscripts8,9 as shown in Eqn (3). This
treatment was criticized16 since the choice of the proper
constant was not always unambiguous.17 To resolve this
problem at least for a restricted set of compounds, we
choose eight common dipolar substituents (Tables 1–3)
and calculated the energies �4E to �6E for all combina-
tions; series �4E was additionally complemented by four
further substituents (Table 1). In this way, we could
evaluate not only the interaction between an acceptor
and a donor (conjugation) but also the interaction be-
tween two acceptors or two donors, which has received
little attention.7,18 The resonance contribution was esti-
mated on the one hand by the traditional procedures and
on the other separately for acceptors and donors.


RESULTS AND DISCUSSION


Conformation of the model compounds


Structures of the compounds 1–3 were designed with the
intention of restricting the number of possible conforma-
tions. In 1 the conformation on the C(2)—C(3) bond is of
central importance. We started the calculation with the
angle � ¼ffC(1)—C(2)—C(3)—C(4) near to 0� but it
reached values near 30� in the process of structure
optimization. The exact values are listed in Table SI
(see Supplementary Material, available in Wiley Inter-
science). When � exceeds 30�, the conformation should
be denoted sc, but we shall make no distinction and
discuss all derivatives as near-to-planar (sp). Distortion
by 30� has little impact on energy, as observed on
butadiene mono derivatives.1
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Variable conformation within the substituent itself is
possible only with six of our substituents. For our purpose
it was sufficient when the disubstituted compounds were
in the same conformation as the corresponding mono
derivatives.1 This was fulfilled with all compounds 1: the
COOH group prefers the sp conformation on the C—C
bond [——O near to C(2)], OH, SH and OCH3 the sp
conformation on C—O or on C—S [H or CH3 near to
C(2)]. Exceptionally, these uniform conformations were
not the best for all related compounds (Table SI, footnote
g), but the energy differences were negligible. In the
preferred conformation of the CH2Cl substituent, the Cl
atom is distant from the plane of the double bond. The
CF3 group in the SO2CF3 substituent is similarly situated.
The same conformations were always found for ethene
derivatives 3.


With some compounds 2, two conformers are possible
even when the conformation of mono derivatives is
retained. For instance, the planar molecule of 1,4-dihy-
droxybenzene can exist either in the C2v or C2h form, and
in the non-planar molecule of C6H4(CH2Cl)2 the Cl atoms
can be situated either on the same side or on the opposite
sides of the ring plane. Energy differences are negligible;
some details are given in the footnotes to Table SI.


Comparison with experimental data


Of the interaction energies �4E to �6E (Tables 1–3),
only a few values of �5E can be compared with
experiments. The enthalpies �5H� can be derived
from the experimental enthalpies of formation14


�fH
�(298), but their uncertainty is rather high.4,6 Re-


cently, �5H� was estimated from combustion data for
several derivatives,18 in good agreement with our �5E
values except for 1,4-dinitrobenzene. A more sensitive
test was carried out with the gas-phase ionization of
substituted benzoic acids19 and phenols.20 In all cases,
tests on experimental data are restricted to compounds
that are of little importance in the following correla-
tions.


Interaction energies


Tables 1–3 represent three source matrices: in Tables 2
and 3 the matrices are symmetrical 9� 9 and full, each
with 45 independent entries. Table 1 has been extended
by 15 additional compounds with strong substituents
[N(CH3)2, OCH3, SH, SO2CF3] and now has 60 indepen-
dent entries. The first problem is the relation between the
three scales. Figure 1 reveals a fair correlation of the
butadiene series (�4E) with the benzene series (�5E) but
a poor correlation with the ethene series (�6E). In both
cases, the correlation is spoiled by large deviations of a
few substituents: the important cases are noted in Fig. 1.
In some of them, we tried to identify the cause of the
deviation. For instance, �E for the substituents NO2 and
CH2Cl should be rather close to that for CN and CH2Cl:
this is confirmed for �4E but not for �5E. Several such
cases led us to the conclusion that �4E values are more
trustworthy than �5E and much more than �6E. We have
no explanation for the few deviations of �5E, while the
much greater deviations of �6E can be simply classified
as a proximity effect. The following correlations were
mostly carried out with both �5E and �6E even when we
report only the more exact results obtained with �4E.


In classical terms, one can assume that the values of
�4E are a result of coincident action of the inductive
effect and conjugation (resonance); the latter should be
strong when an acceptor group is connected with a donor.
Inspection of Tables 1–3 reveals that the substituents are
better classified into three groups: acceptors (A), strong
donors (D) and neutral substituents or say weak donors
(N). The combination D–A (framed with double lines in
Tables 1–3) brings about strong stabilization, as expected.
Destabilization of substituents in the combinations A–A
(within broken lines in Tables 1–3) can be understood as
an inductive effect. Strong destabilization with the com-
bination D–D (within full lines in Tables 1–3) is not so
obvious and need not be a priori expected.


Our analysis had the main goal of separating the
resonance component. Three approaches were attempted:
(a) common DSP analysis, (b) correlation based only on


Table 1. Interaction energies of substituents in 1(E),4(E)-disubstituted 1,3-butadienes 1, Eqn (4) (kJmol�1)


H CN CF3 COOH NO2 SO2CF3 NH2 OH Cl CH2Cl


H 0 0 0 0 0 0 0 0 0 0


CN 0 10.62 9.18 7.36 14.13 �13.50 �5.20 3.32 2.75
CF3 0 9.18 7.34 7.91 11.97 �9.68 �3.76 2.87 2.33
COOH 0 7.36 7.91 5.83 10.10 �13.58 �6.52 1.55 1.72
NO2 0 14.13 11.97 10.10 18.82 21.07 �20.94 �8.41 3.62 3.37


NH2 0 �13.50 �9.68 �13.58 �20.94 �23.59 17.29 6.47 �1.42 �3.57
N(CH3)2 0 �16.42 �11.74 �16.34 �24.64 �28.34 11.39
OH 0 �5.20 �3.76 �6.52 �8.41 �9.86 6.47 8.45 0.31 �1.29
OCH3 0 �10.75 �12.76 10.71
SH 0 �6.10 �7.07 2.05


Cl 0 3.32 2.87 1.55 3.62 �1.42 0.31 1.91 1.04
CH2Cl 0 2.75 2.33 1.72 3.37 �3.57 �1.29 1.04 1.12


CONJUGATION THROUGH UNSATURATED SYSTEMS 3
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the values of �4E and (c) comparison with saturated
compounds. The results are presented in the next three
sections.


The DSP analysis


Correlation of experimental data with the DSP equation8


[Eqn (3)] may be regarded as a standard procedure;
differences are only in the choice of �R constants (�R


o ,
�R
þ or �R


�). We correlated the reaction energies �4E [Eqn
(4)], always with a constant group Y and variable X, that
is, eight series with Y¼CN, CF3, COOH. NO2, NH2,
OH, Cl and CH2Cl. With the best values9 of �I and �R that
are available, we obtained a satisfactory fit, with correla-
tion coefficients R from 0.951 to 0.988 and standard
deviations s from 0.4 to 3.0 kJ mol�1. However, some
results are unacceptable since they have no physical
meaning. From the three examples given below, the
values of �4E(NO2), that is, Eqn (4) with the constant
substituent Y¼NO2, gave meaningful results [Eqn (8)].
The positive regression coefficients �I and �R mean that
the molecule is destabilized when both X and Y are
electron attracting by any mechanism.


�4EðNO2Þ ¼ 0:7 � 1:4 þ ð21:0 � 3:0Þ�I þ ð30:2 � 1:7Þ�R


R ¼ 0:9931; s ¼ 1:9 kJ mol�1; N ¼ 13


ð8Þ


Table 2. Interaction energies of substituents in 1,4-disubstituted benzenes 2, Eqn (5) (kJmol�1)


H CN CF3 COOH NO2 NH2 OH Cl CH2Cl


H 0 0 0 0 0 0 0 0 0


CN 0 10.82 9.27 6.58 13.16 �9.36 �3.51 4.22 3.50
CF3 0 9.27 7.47 6.01 10.82 �6.83 �2.64 3.46 2.88
COOH 0 6.58 6.01 5.21 8.61 �10.29 �5.54 1.35 1.82
NO2 0 13.16 10.82 8.61 16.79 �12.50 �5.22 4.73 10.48


NH2 0 �9.36 �6.83 �10.29 �12.50 11.04 9.00 1.26 �3.45
OH 0 �3.51 �2.64 �5.54 �5.22 9.00 7.82 3.01 �0.93


Cl 0 4.22 3.46 1.35 4.73 1.26 3.01 3.91 1.61
CH2Cl 0 3.50 2.88 1.82 10.48 �3.45 �0.93 1.61 0.59


Table 3. Interaction energies of substituents in 1,2-(E)-disubstituted ethenes 3, Eqn (6) (kJmol�1)


H CN CF3 COOH NO2 NH2 OH Cl CH2Cl


H 0 0 0 0 0 0 0 0 0


CN 0 18.53 15.75 9.30 22.83 �18.81 �4.22 8.08 4.09
CF3 0 15.75 13.86 10.90 22.73 �11.75 �0.24 9.45 4.74
COOH 0 9.30 10.90 9.51 18.38 �25.16 �9.97 3.52 2.36
NO2 0 22.83 22.73 18.38 39.55 �24.57 �0.67 11.58 6.79


NH2 0 �18.81 �11.75 �25.16 �24.57 34.19 35.95 12.19 �3.58
OH 0 �4.22 �0.24 �9.97 �0.67 35.95 37.96 18.17 1.79


Cl 0 8.08 9.45 3.52 11.58 12.19 18.17 13.47 4.63
CH2Cl 0 4.09 4.74 2.36 6.79 �3.58 1.79 4.63 2.09


Figure 1. Energy of interaction of two substituents in
1(E),4(E)-disubstituted 1,3-butadienes 1, Eqn (4) (x-axis) vs
interaction in 1,4-disubstituted benzenes 2, Eqn (5) (y-axis,
plus symbols) and 1,2-disubstituted (E)-ethenes 3, Eqn (6) (y-
axis, triangles). The substituents are indicated at some
deviating points
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�4EðNH2Þ ¼�1:7�3:2 � ð21:5 � 6:9Þ�I � ð23:6�3:9Þ�R


R ¼ 0:950; s ¼ 4:3 kJ mol�1; N ¼ 13


ð9Þ


�4EðCOO�Þ ¼ �2:3 � 4:5 � ð70 � 11Þ�I � ð38 � 7Þ�R


R ¼ 0:974; s ¼ 6:2 kJ mol�1; N ¼ 9


ð10Þ


In the series �4E(NH2) with the constant substituent
Y¼NH2, the negative value of �R in Eqn (9) means that
acceptor substituents X are stabilizing and donors
destabilizing, but there is a large defect in the negative
value of �I. This would mean that two electron-
attracting substituents are stabilizing, in contrast to
the broad experimental evidence. A similarly unaccep-
table result was obtained also for the series �4E(OH):
�I is negative but smaller in absolute value (�5.2� 2.4).
In the series �4E (Cl), �R is positive classifying Cl as
acceptor, at variance with the structure but the effects
are small and Cl cannot be classed either as acceptor or
donor.


These examples show the danger inherent in DSP and
similar treatments of data by multiple regression. In many
cases physically impossible regression coefficients were
claimed; often the statistical significance of all terms was
not tested. The algorithm of the multiple regression
allows an increase in one term at the cost of another,
particularly when the number of data is small and/or the
explanatory variables are dependent on each other [this is
not the case in Eqn (9)]. Improvement of the correlation
can be still attempted by trying alternative values of �R:
for instance, the correlation in Eqn (8) may be slightly
improved (R¼ 0.993, s¼ 1.9 kJ mol�1) by introducing9


�R
þ instead of �R. However, the fundamental difficulty is


not removed.
Recently, the DSP equation was extended to substitu-


tion by two equivalent substituents and Eqn (11) was
derived:7


�E ¼ �E� þ �I�IðXÞ�IðYÞ þ �R�RðXÞ�RðYÞ
þ �in½�IðXÞ�RðYÞ þ �RðXÞ�IðYÞ�


ð11Þ


For our 51 compounds, we obtained a good correlation
with R¼ 0.975 and s¼ 2.6 kJ mol�1, but the physical
meaning is not clear. The interaction term with �in is
not a small correction but is sometimes the largest; in
many cases the small final result arises by compensation
of fairly large terms. However, the main weakness again
lies in the significance of individual terms. This can be
shown on an artificial example: The interaction energies
�7E of bicyclo[2.2.2]octanes 4 [Eqn (7)] were correlated
with Eqn (11), although any resonance effect is a priori
impossible. The term with �R(X)�R(Y) was absent
but the interaction term was highly significant at


�< 0.001 (�I¼ 24.6� 1.5, �in¼ 3.4� 0.7, R¼ 0.950,
s¼ 1.0 kJ mol�1). In our opinion, Eqn (11) should be
further tested but it will be difficult to provide a suffi-
ciently large data set.


Internal correlations


Correlation of the values of �4E themselves, without
assistance from any explanatory variable, was attempted
by principal component analysis (PCA). This was based
on an 8� 9 data matrix (completely filled columns and
lines in Table 1). The data were not standardized since
otherwise the irregular series would have a deciding
effect. With two latent variables, 99.4% of the variability
was explained; improvement against DSP was highly
significant. However, we found no physical meaning of
the latent variables and no relation to common scales of
substituent effects. In particular, no latent variable or
their linear combination was correlated with �I, not even
approximately (R¼ 0.692).


We searched also for similarities of particular series,
i.e. of two series of �4E with different substituents Y.
There is a close proportionality of the interaction of two
donors with variable acceptors or vice versa, for instance
of �4E(OH) and �4E(NH2) (variable acceptors,
R¼ 0.9911) or of �4E(NO2) and �4E(SO2CF3) (variable
donors, R¼ 0.9997), but there is no correlation with the
weak substituents or when acceptors are compared with
donors.


Estimation of the resonance energy


Although the dependence of �4E on the inductive effect
was not proven, we made an attempt to separate the
resonance effect by the traditional treatment,8,9 i.e. by
subtracting the inductive effect determined from bicy-
clo[2.2.2]octane derivatives12 4 in Eqn (7). The problem
is that the inductive effects in Eqns (7) and (4) need not be
of the same intensity. The resonance component �12E is
then given by Eqn (12), where � is not far from unity but
unknown exactly.


�12E ¼ �4E � ��7E ð12Þ


It is generally not possible to define two systems, one
conjugated and the other saturated, in which the inductive
effects would be a priori equal. The problem has already
been encountered when interpreting the solution reacti-
vities10a and has been discussed extensively, mainly on
benzene derivatives.8–10,21,22 In Eqn (12), � must be
greater than unity since the substituent effects in 1 are
1.3 times greater than in 2 (Fig. 1, plot at the bottom) and
2 were always accepted as comparable to 4. Fortunately,
the choice of � is of little consequence for the values of
�12E, as shown in Fig. 2. When �4E values are plotted
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against �7E, the compounds without resonance should be
situated near the straight line y¼�x and for the other
compounds the resonance energy �12E is given by the
(positive or negative) distance from this line. Figure 2
reveals that the choice of �¼ 1 or 1.3 makes little
difference: the acceptor–donor interaction is strongly
stabilizing and the donor–donor interaction strongly
destabilizing. The choice of � may affect the interaction
of two acceptors: some �12E may become negligible.
However, this result is acceptable and will be confirmed
(see the next section).


The values of �12E calculated with �¼ 1.3 are listed in
Table 4. In the qualitative sense, there is no great
difference compared with Table 1; certain regularities
are seen more clearly. The acceptor–donor interaction is
always stabilizing (the area limited by double lines in


Table 4), the donor–donor interaction destabilizing
(heavy lines) and the acceptor–acceptor interaction
slightly destabilizing or virtually zero (broken lines).
The Cl and CH2Cl substituents behave towards acceptors
as weak donors and towards donors as weak acceptors
(like CH——CH2 and similar groups23). The central ques-
tion is now whether �12E values are proportional in all
series. According to our results, this is not fulfilled
generally with acceptable accuracy. PCA of �12E carried
out with the same data matrix as above with �4E is
deciding. The DSP theory would require that one com-
ponent were sufficient corresponding to the term �R�R.
However, one component explained only 91.6% of the
variance and two components 98.6%. Detailed analysis
revealed a close correlation in a subset when one sub-
stituent was an acceptor and the other a strong donor. In
Fig. 3, several series are directly compared. For the
combination donor–acceptor, the correlation is very close
(open circles). The accuracy is lowered when the Cl and
CH2Cl substituents are included. For the combinations
acceptor–acceptor and donor–donor (open and closed
triangles, respectively) large deviations are observed.
We carried out PCA on a small 5� 4 data matrix,
restricted to the combinations acceptor–donor. One com-
ponent gave 99.87% of the explained variance and
allowed �12E to be expressed by an empirical equation
of the common type:


�12E ¼ 57:71�D�A þ 0:028


R ¼ 0:9988; s ¼ 0:35 kJ mol�1; N ¼ 20


R ¼ 0:9968; s ¼ 0:65 kJ mol�1; N ¼ 28


R ¼ 0:947; s ¼ 4:5 kJ mol�1; N ¼ 52


ð13Þ


We used the symbols �D and �A in order to stress that
the equation is valid only for the combination of a donor
and an acceptor substituent. Nevertheless, their scaling
was carried out to express also the other combinations of
substituents with the highest possible accuracy. The
variable range of validity is evident from the statistics


Figure 2. Energy of interaction�4E of the two substituents
in 1(E),4(E)-disubstituted 1,3-butadienes 1, Eqn (4), vs inter-
action �7E of the same substituents in 1,4-disubstituted
bicyclo[2.2.2]octanes 4, Eqn (7). Circles, substituents accep-
tor and strong donor; crosses, two donors; triangles, two
acceptors; plus symbols, neutral substituents or weak do-
nors. The substituents are indicated at some typical com-
pounds. The full line has a slope of 1.0 and the broken line
1.3


Table 4. Estimated resonance energies in 1(E),4(E)-disubstituted 1,3-butadienes 1, Eqn (12) (kJmol�1)


H CN CF3 CO2H NO2 SO2CF3 NH2 OH Cl CH2Cl


H 0 0 0 0 0 0 0 0 0 0


CN 0 �1.28 0.21 1.73 1.18 �15.63 �9.57 �5.35 �1.69
CF3 0 0.21 0.81 4.80 0.49 �11.25 �7.20 �3.82 0.42
COOH 0 1.73 4.80 3.93 4.33 �14.85 �4.09 �2.65 �0.59
NO2 0 1.18 0.49 4.33 3.72 4.15 �23.93 �14.27 �6.66 �3.20


NH2 0 �15.63 �11.25 �14.85 �23.93 �26.06 16.17 4.85 �3.57 �4.75
N(CH3)2 0 �16.87 �10.41 �15.75 �25.26 �27.42 10.90
OH 0 �9.57 �7.20 �8.79 �14.27 �15.59 4.85 5.41 �3.89 �3.67
OCH3 0 �15.10 �16.02 9.09
SH 0 �12.62 �14.30 0.39


Cl 0 �5.35 �3.82 �2.65 �6.66 �3.57 �3.89 �5.48 �2.28
CH2Cl 0 �1.69 0.42 �0.59 �3.20 �4.75 �3.67 �2.28 0.90
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accompanying Eqn (13). They confirm generally what
was observed with the examples in Fig. 3: Eqn (13) holds
with very high accuracy for the combinations acceptor–
donor [CN, CF3, COOH, NO2, SO2CF3 with NH2,
N(CH3)2, OH, OCH3, SH]; this accuracy is much lowered
on adding the ‘weak’ substituents Cl and CH2Cl (second
line with 28 compounds). Equation (13) does not hold for
all combinations of substituents (third line; the individual
deviations may reach up to 20 kJ mol�1).


The constants �D and �A are given in Table 5. We do
not intend to introduce a new scale of resonance constants
in addition to all scales already published. Our intention
was merely to show that a unified scale is not possible and
would have no physical meaning. Remarkably, there is a
similarity of �D to the constants9 �R


þ and of �A to �R
�


when properly scaled (Table 5, columns 4 and 5), but the
two scales cannot be merged together. We conclude that
the resonance ability can be evaluated on a scale for
donors and on another scale for acceptors. Interaction of


two groups of the same category cannot be empirically
predicted from the same scale: the strong interaction of
two donors is different from the weak interaction of two
acceptors. There still remain groups that do not belong to
either donors or acceptors.


Resonance formulae and geometric parameters


Until now, we understood the term resonance effect in the
same sense as Taft in the DSP theory:8 a simple differ-
ence between the effects in a conjugated and a saturated
compound. This definition is evident from Eqn (12).
However, the classical resonance theory goes further in
describing the structure by contribution of resonance
formulae. A molecule of 1 with a donor and an acceptor
substituent is described by the formulae 1A$ 1B, which
predict that resonance makes the C(2)—C(3) bond
shorter and the dihedral angle �ffC(1)—C(2)—C(3)—
C(4) smaller.


For comparison with resonance energies, we derived
from the bond lengths l23 the relative values �l23 accord-
ing to Eqn (14). These values are due only to mutual
interaction of the two groups X and Y and are equal to
zero for all mono derivatives, similarly as �4E or �12E.


�l23 ¼ l23ðX;YÞ � l23ðX;HÞ � l23ðH;YÞ þ l23ðH;HÞ
ð14Þ


The two measures of resonance, �12E and �l23 are
compared in Fig. 4. There is a good correlation for all
combinations of substituents. In the case of two donors,
1D, one can imagine that they can be conjugated either
one or the other (1E or 1F), hence the resonance is
weakened.


The theory of resonance makes no distinction between
donors and acceptors and would predict the same effect
also for acceptors (equations 1G–1J). However, this was
not observed: Both �12E and �l23 display only small
values, almost within the errors of the whole approach
(Fig. 4, plus symbols). The great quantitative difference
between the conjugation of acceptors and donors was
claimed already on the basis of solution reactivities10a and
supported by various arguments.10,24 Figure 4 gives a
simple proof based directly on observable quantities.
Weak to negligible resonance of acceptors was considered
even in conjugated compounds such as 1A assuming that


Figure 3. Comparison of estimated resonance interaction
energies �12E of the two substituents in 1(E),4(E)-disubsti-
tuted 1,3-butadienes 1; plotted are always two series with
two constant substituents Y: x-axis, Y¼NH2; y-axis, at the
top Y¼Cl, at the bottom Y¼OH. Open and closed circles,
acceptor substituents X; open and closed squares, X¼Cl or
CH2Cl, open and closed triangles, donor substituents X. The
correlation coefficients relate to the subgroups open and
closed circles


Table 5. Resonance constants obtained with Eqn (12) from
the energies of 1(E),4(E)-disubstituted 1,3-butadienes 1,
separately for donor and acceptor groups


Substituent �D �A �R
þ /1.5 1.5�R


�


H 0 0 0 0
NH2 �0.728 �0.73
N(CH3)2 �0.765 �0.81
OH �0.438 �0.43
OCH3 �0.453 �0.44
SH �0.391 �0.37
Cl �0.212 �0.14
CH2Cl �0.045 �0.08
CN 0.377 0.39
CF3 0.248 0.18
COOH 0.356 0.47
NO2 0.571 0.56
SO2CF3 0.621 0.83
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only the donor group is conjugated and its resonance is
strengthened by the inductive effect of the acceptor
group.25 This may be pictured by 1C. A test can be based
on the length of the A—C(1) bond, which is shortened in
1B but not in 1C. Then the C—N bond in various nitro
derivatives should be little dependent on the donor pre-
sent, in contrast to various amino derivatives where it
should depend on the acceptor present. Selected bond
lengths presented in Table SIII (Supplementary Material)
do not support this assumption, hence the importance of
1C has not been proven.


Additional information was searched for in the bond
lengths of the C——C double bonds. According to the
resonance formula for 1B, the two bonds C(1)——C(2)
and C(3)——C(4) in one molecule should be affected
equally. Even when the effect of hybridization at the
C(1) and C(4) atoms is taken into account, these bonds
should be equal for instance in 1-nitro-4-aminobuta-
diene. This is not the case; generally, the double bonds
adjacent to a donor are much more lengthened than
those at an acceptor. In addition, there are specific
effects, for instance the small effect of OH and
relatively strong effect of CN. This all shows on
the one hand the restricted ability of resonance formu-
lae to predict the geometric parameters and on the other
the qualitative differences between groups of various
structures.


Figure 4 can serve as an additional proof of the
physical meaning of the resonance energy �12E and of
the approximate value of the coefficient �. When the
relative bond lengths �l23 were plotted against the
original interaction energies �4E (Fig. 5), a linear de-
pendence as in Fig. 4 was not obtained: derivatives
with and without a donor group behave differently,
the latter being controlled mainly by the inductive
effect.


We attempted also to draw similar conclusions from
the dihedral angle � . The relative values �� were derived
similarly to �l23 in Eqn (14). When they were plotted
against �12E (not shown), it turned out that they are
influenced also by some unknown factors. There was a
rough proportionality of �� and �12E controlled by the
strong donors, but some compounds with COOH and
NO2 substituents deviated since they are almost planar (�
near to zero). Different effects of resonance on energy
and on geometry are known,1 and �� is perhaps too
sensitive to structural changes since the torsional barrier
is low.


CONCLUSIONS


In our opinion, resonance is a simple, merely qualitative
concept, valid in typical cases, that should not be too
much generalized or refined. Conjugation of a donor and
an acceptor group through a conjugated system is an
evident fact and can be quantified in terms of both energy
and geometry: the results are concordant. There are,
however, differences between the conjugation of donors
and acceptors. Any scale of resonance constants should
be better divided into two scales: one for donors describ-
ing their conjugation with an acceptor and the other for
acceptors when they are conjugated with a donor. Mutual
interactions of two donors or of two acceptors cannot be
expressed using the same scale.


In principle, similar but weaker objections have al-
ready been raised12b against the concept of the inductive
effect. This principle is valid and quantitatively defined in
typical examples, that is, for the interaction with charged
or strongly polar groups; in other cases the effect is not
only weak but also less regular.12b The experimental
proofs of both inductive and resonance effects were


Figure 4. Comparison of two measures of resonance:
increase of the bond length �l23 of the C(2)—C(3) bond
in 1(E),4(E)-disubstituted 1,3-butadienes 1 [Eqn (14)] plotted
vs the estimated resonance energy �12E [Eqn (12)] of the
same compound. Diamonds, derivatives with two strong
donors; circles. with one strong donor; and plus symbols,
with acceptor substituents and/or weak donors


Figure 5. Increase of the bond length �l23 of the C(2)—
C(3) bond in 1(E),4(E)-disubstituted 1,3-butadienes 1
[Eqn (14)] plotted vs the interaction energy �4E of the
same compounds. Symbols as in Fig. 4
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mostly presented as linear correlations, controlled essen-
tially by the end-points; it was almost never proven that
they are valid even for the weak effects in the middle
region.


CALCULATIONS


The DFT calculations were performed at the B3LYP/6–
311þG(d,p) level with the Gaussian 03 program.26


Previously we attempted to improve this model to the
B3LYP/AUG-cc-VTZ//B3LYP/6–311þG(d,p) level, but
it turned out that it was necessary to compute at the tight
convergence;4 the results were then little different from
those at the B3LYP/6–311þG(d,p) level. For this reason,
we used the latter level even in this work.


Full energy optimization and vibrational analysis were
carried out for all molecules. The minimum-energy con-
formations were searched for starting from two or more
initial structures with different conformations within the
functional group. The conformation on the C(2)—C(3)
bond of 1 was a priori chosen as near to sp. The
calculation started with a dihedral angle � near to 0�


and this was allowed to take the optimum value. The
final values of � are given in Table SI (Supplementary
Material).


The energies of 1, 2 and 3 are given in Table SI together
with some geometric parameters, energies of additional
compounds of the series 4 are given in Table SII and
additional geometry parameters of selected compounds 1
are given in Table SIII. The reaction energies �4E–�6E
of the isodesmic reactions Eqns (4)–(6) are given in
Tables 1, 2 and 3, respectively.
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4. Exner O, Böhm S. J. Comput. Chem. 2004; 25: 1979–1986.
5. (a) Hehre WJ, Radom L, Pople RA. J. Am. Chem. Soc. 1972; 94:


1496–1504; (b) Greenberg A, Stevenson TA. J. Am. Chem. Soc.
1985; 107: 3488–3494; (c) Helal MR. J. Mol. Struct. (Theochem)
2000; 528: 255–261.
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A supramolecular network of 2-(4,4,5,5-tetramethyl-3-
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through p–p stacking and hydrogen bonding
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ABSTRACT: The X-ray study of 2-(4,4,5,5-tetramethyl-3-oxylimidazoline-1-oxide)-5-bromopyridine (PyNN) shows
an unusual 3-D supramolecular assembly formed by the combined non-covalent interactions of p–p stacking and
H-bonding forces. The mean p–p stacking distance between two pyridine units is �3.64 Å. The angle between the
plane of the pyridine ring and the stack column axis (c-axis) is 7.468. The H-bonding distance between the oxygen
atom of the water and the nitronyl nitroxide (NN) oxygen [H���O—N] is 1.891 Å. Two potential short N—O���O—N
contacts are found (N—O1���O1—N¼ 3.673 Å and N—O1���O2—N¼ 3.695 Å) along the stacked column. Four water
molecules through H-bonding with four different radical oxygens form a perfect square in the a, b plane which extends
as a tubular cage along the stack axis. Experimental spin densities of PyNN estimated from the 1H-NMR spectroscopy
and its bulk magnetic property have been correlated with the X-ray structure in an attempt to understand the possible
magnetic exchange interactions. The observed low temperature antiferromagnetic interaction is analyzed on the
basis of McConnell’s model I (spin polarization approach) and this magnetic behavior is probably due to the
dominant N—O���O—N close contacts along the chain surpassing the stacking, H-bonding and other interactions.
Copyright # 2006 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894–3230/suppmat/


KEYWORDS: intermolecular hydrogen bonding; radicals; pi-interactions; paramagnetic NMR studies; magnetic


properties; spin densities; supramolecular chemistry


INTRODUCTION


The preparation of pure organic based magnetic
materials mostly depends on the construction of
supramolecular entities1 following the crystal engi-
neering2 approach, although most of the exciting
developments in organic magnets are based on
serendipity. The discovery of the first pure organic
based magnet by Kinoshita and co-workers3 in 1991, i.e.
the b-phase of p-nitrophenyl nitronyl nitroxide with
Tc¼ 0.65 K, evoked the successive rapid development
and discovery of other pure organic molecules based
ferromagnets4. Many paramagnetic molecules were
assembled in the solid state using H-bonding synthons


such as carboxylic, acetylene, and hydroxy groups1,6,7


although scarce reports are available on p–p stack-
ing7c,d,j. Magnetic ordering in these compounds is
mainly driven by intermolecular interactions. In most of
the known compounds1 the magneto-structural correla-
tions are interpreted following the McConnell’s model
I5 considering the spin polarization pathways, i.e. short
intermolecular contacts (through space) between atoms
carrying different sign of spin densities mediate
ferromagnetic interaction. Recently Novoa et al.6 have
checked the validity of this model for several nitronyl
nitroxide (NN) derivatives and emphasized the impor-
tance of considering all the magnetically active short
contacts. Many experimental7 and computational8


reports are available on the magnetic exchange
interactions pathways of paramagnetic molecules in
the solid state, aggregated via p–p stacking and
hydrogen bonding forces. To our knowledge no
literature is available on the 3-D solid state organization
of NN derivatives through both p–p stacking and
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H-bonding interactions, where water acts as
H-bond linker. In this work, we report here such an
example, i.e. the molecular crystal structure of a
monoradical 2-(4,4,5,5-tetramethyl-3-oxylimidazoline-
1-oxide)-5-bromopyridine (PyNN) forming p–p stack-
ing together with the H-bonding to the tetrameric water
extending the structure into 3-D. Determination of the
proton hyperfine coupling constants and the spin
densities deduced from the 1H-NMR spectroscopy
and also the bulk magnetic properties will be discussed.


EXPERIMENTAL SECTION


Compounds 2-(4,4,5,5-tetramethyl-3-oxylimidazoline-1-
oxide)-6-bromopyridine11 and 2-(4,4,5,5-tetramethyl-3-
oxylimidazoline-1-oxide)-pyridine10a were synthesized
according to the reported procedures. Temperature-
dependent static susceptibilities of randomly oriented
crystalline samples were recorded using MPMS-5S
(Quantum Design) SQUID magnetometer over a tem-
perature range of 3.5–300K at 5000 Oe applied DC field.
The diamagnetic corrections of the molar magnetic
susceptibilities were applied using well-known Pascal’s
constants. 1H-NMR spectra of the radicals were recorded
on Bruker DPX 300 spectrometer with solvent proton as
internal standard. Chemical shifts are given in ppm
relative to the signal of CDCl3 which was taken as
d¼ 7.26 (for 1H). A single crystal of PyNN suitable for
the X-ray diffraction study was obtained by slow
evaporation from mixed solvents of dichloromethane:
hexane (1:1 ratio). X-ray data collection was performed
on a STOE IPDS II diffractometer with a graphite
monochromatedMoKa radiation at 200K. The structures
were solved by direct methods (SHELX-97). Refinement
was done with anisotropic temperature factors for all non-
hydrogen atoms. The H atoms were refined with fixed
isotropic temperature factors in the riding mode. Crystal
data of PyNN: C12H15O2N3Br; Tetragonal; Space group:
P-421c; a¼ 19.655(3); b¼ 19.655(3); c¼ 7.3317(15);
a, b, g (8)¼ 90; Z¼ 8; V(Å3)¼ 2832.3(8); Crystal size
(mm)¼ 0.44� 0.18� 0.11; Index ranges¼�23� h�
8,�22� k� 24, �8� l� 9; Theta range for data
collection (8)¼ 2.07–26.19; Dobsd (mg/m3)¼ 1.553;
m (mm�1)¼ 2.911; F(000)¼ 1352; Reflections coll-
ected/unique¼ 5696/2744 [R(int)¼ 0.0492]; Final R
indices [I> 2sigma(I)] R1¼ 0.0377, wR2¼ 0.0769; R
indices (all data) R1¼ 0.0805, wR2¼ 0.0949; Largest
diff. peak and hole¼ 0.383 and �0.387 Å�3; GOF on
F2¼ 1.018; T¼ 200K.


CCDC-287112 contains the supplementary crystal-
lographic data of PyNN for this paper. These data can be
obtained free of charge at www.ccdc.cam.ac.uk/conts/
retrieving.html or from the Cambridge Crystallographic
Data Centre, 12 Union Road, Cambridge CB2 1EZ, UK
[Fax: 44-1223/336-033; E-mail: deposit@ccdc.cam.
ac.uk].


RESULTS AND DISCUSSIONS


Synthesis and crystal structure


The synthesis of the doublet monoradical PyNN has
been described earlier9. Re-crystallization of PyNN
from the mixed solvents of dichloromethane: hexane
(1:1) yielded blue needle-shaped single crystals. X-ray
analysis revealed the tetragonal space group P-421c of
PyNN together with a co-crystallized water molecule.
Per unit cell eight molecules of PyNN together with
eight water molecules are found. The ORTEP diagram
of PyNN is presented in Figure 1. The pyridine rings are
superimposed each other by forming p–p stacks in a
columnar fashion along the crystallographic c-axis. The
angle between the plane of the pyridine ring and the
c-axis is 7.468 (Fig. 3c). The mean interpyridine vertical
stacking distance (d) between the two molecules is
�3.64 Å. One molecule is stacked on top of another
molecule with a glide plane c running through each
stack (see Fig. 2b). Besides that, two water molecules
bridge two molecules of PyNN by forming hydrogen
bonds with the NN oxygen. The H-bonding distance
between the oxygen atom of the water and the NN
oxygen (H3A���O2–N3) is 1.89 Å. The four water
molecules form a perfect square parallel to the a, b
plane and extend as a tube along the c-axis (Fig. 3b
and 4b). Each water square is hydrogen bonded
with four different NN oxygens. Over all, the observed
3-D network is a combined interplay between the
stacking and hydrogen bonded interactions (Fig. 3).
Earlier we have reported9a by AM1 calculation that the
ferromagnetic coupling through space depends on the


Figure 1. ORTEP plot (50% probability ellipsoids) of PyNN
together with a co-crystallized water molecule. Hydrogen
atoms are omitted for clarity in PyNN. Selected bond lengths
[Å]: O1–N2 (1.286(5)), O2–N3 (1.293(5)), C6–N3 (1.344(5)),
C5–N1 (1.348(6)), C6–C5 (1.482(6)), N1–C1 (1.352(6)), C1–
C2 (1.381(6)), C2–C3 (1.380(7)), C3–C4 (1.380(7)), C4–C5
(1.375(6)), C2–Br1 (1.898(5)), H3A–O2 (1.891). Selected
bond angles [8]: O(1)–N(2)–C(6) (126.2(4)), O(1)–N(2)–C(7)
(120.5(3)), C(6)–N(2)–C(7) (113.3(4)), O(2)–N(3)–C(6)
(125.4(3)), O(2)–N(3)–C(8) (121.4(3)). Selected torsional
angles [8]: N1–C5–C6–N3 (38.18), N2–C6–C5–C4 (35.41).
[This figure is available in colour online at www.interscience.
wiley.com]
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intermolecular vertical distance (d) and the alignment
[rotational angle u] of the dimeric radical stack. Larger
triplet stabilization DES-T was observed when u¼ 608
and 1808. In our present case, the rotational angle u of
each pyridine and water mediated H-bonding interac-
tions fulfills the requirements for the ferromagnetic
interaction (Fig. 2c and 4b). Due to this rotational angle
atoms of different sign of spin densities are aligned in
such a way that the polarized spins can interact
ferromagnetically through p–p stacked column. Thus,
the determination of spin densities of PyNN becomes
important, in order to consider the intermolecular
contacts in the solid state.


Magnetic properties


Nuclear magnetic resonance techniques have been widely
used earlier by Kreilick et al. and further developed by
Köhler et al. to determine both the sign and magnitude of
proton hyperfine splitting constants and spin density
distribution of several NN derivatives as an alternative
tool to electron nuclear double resonance (ENDOR)
technique10. In concentrated solutions in which the spin
exchange is very rapid, one observes a shift in the
resonance line. These lines are broadened by the
relaxation of proton spin in the presence of electron
spin. The large chemical shift is due to local magnetic


Figure 3. a: Projection of the 3-D network having p–p stacking (c-axis) and hydrogen bonding (a, b-axis) interactions. b: A
closer view of the water-radical connectivity in the crystal lattice, O2 and O3 stand for radical and water oxygens, respectively. c:
View along the crystallographic b-axis


Figure 2. a,b: p–p stacking of PyNN along the crystallographic c-axis (water molecules and H atoms are omitted for clarity). c:
Spin polarization model for PyNN, the arrows show the spin densities, up-positive; down-negative (Br and H atoms are omitted
for clarity)
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fields generated by the hyperfine interaction. The shift of
a given line (DH) is related to the hyperfine interaction (A)
by the following Eqn 1,


DH ¼ �Aðge=gNÞðgbH=4kTÞ (1)


Nuclei carrying positive spin shift the line to down field
and the nuclei having negative spin shift the line to up
field. The 1H-NMR spectra was recorded for the
concentrated solution of PyNN in CDCl3 at room
temperature. For the identification of the meta protons
the spectra of compounds 2-(4,4,5,5-tetramethyl-3-oxyli-
midazoline-1-oxide)-6-bromopyridine11 and 2-(4,4,5,
5-tetramethyl-3-oxylimidazoline-1-oxide)-pyridine10b


were also recorded in the same conditions (See Fig. 5).
The spectrum of PyNN shows a single down field shifted
line for the ortho protons (2) due to the presence of
positive spin densities. The peak from the meta protons is
split into a doublet due to the different environments, and
shifted high-field indicating nonequivalent negative spin
densities at the meta protons (3/4). The methyl protons
showed a single strong peak (1) which is shifted high-field
due to the negative spin densities and the single peak is due
to the averaged structures in solutions. The line shift
values (DH¼Hexp�Hdia) of PyNN were calculated from
its diamagnetic precursor9 chemical shift values. The
calculated proton hyperfine coupling constant values
using Eqn 1 and also the calculated spin densities of the
aromatic ring using McConnell’s equation (A¼Qrpc ;
assuming Q¼�22.5G) are as follows, for the pyridine
ortho proton (2) AH2¼þ0.405G (rpc ¼�0.0180), for the
two meta protons (3 and 4) AH3¼�0.156G
(rpc ¼þ0.0069) and AH4��0.125G (rpc �þ0.0056),
respectively, and methyl protons (1) AH1¼�0.189G.
These values in comparison with benzene derivatives
show that the two meta protons in the pyridine have
different magnitude of spin densities10b due to the
presence of pyridyl nitrogen.


The magnetic measurement of polycrystalline sample of
PyNN was performed using a Quantum Design SQUID
magnetometer at an applied field of 0.5T in the temperature
range of 3.5–300K. The temperature dependence of the
xT value of PyNN is shown in Fig. 6. The xT value of


Figure 4. a: Schematic diagram of the intermolecular inter-
action directions along the crystallographic coordinates. b:
Spin polarization model for the radical-water interaction,
arrows show the spin densities


Figure 5. 1H-NMR (300MHz) spectra of (a) 2-(4,4,5,
5-tetramethyl-3-oxylimidazoline-1-oxide)-6-bromopyridine11,
(b) 2-(4,4,5,5-tetramethyl-3-oxylimidazoline-1-oxide)-
pyridine10b, and (c) PyNN measured in CDCl3 solvent at
room temperature. S¼ solvent, X¼ diamagnetic impurities


Figure 6. Magnetic behavior of PyNN together with a
water molecule (Dotted line and the solid line show the
experiment curve and fit, respectively.)
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0.388 emumol�1 K at room temperature is close to the
value for a pure S¼½ species. The value decreases
gradually down to �75K then further decreases sharply
down to 3.5K to the value of 0.284 emumol�1K. This
behavior indicates antiferromagnetic interaction.


The obtained magnetic behavior of PyNN is surprising
at first glance, since one may anticipate ferromagnetic
interactions along the stack (c-axis) and also via H-
bonded connection along the a, b plane. Here the role of
the pyridine stack for the magnetic exchange interaction
cannot be ignored since the presence of spin densities and
their signs are clearly deduced from the 1H-NMR
spectroscopy. One can question the role of water as a
magnetic exchange linker, but a recent bulk magnetic
study shows the function of a single water molecule as a
ferromagnetic chemical linker between two NN radicals
(N—O���H—O—H���O—N) in a biradical12. However,
from the obtained result it is clear that even if there is
magnetic interaction, presumably it should be weak due
to the long through bond contact distance of 8.521 Å (N—
O2���H3A—O3—H3B���O3—H3A���O2—N) between
the two NN radical units bridged by two water molecules
(see Fig. 4b). The intermolecule contacts between the
PyNN moieties are given in Table 1. The shortest
intermolecular contacts involving N—O group are (i) two
N—O���O—N intermolecular contacts (N—O1���O1—
N¼ 3.673 Å and N—O1���O2—N¼ 3.695 Å) along the
stacked column, which is comparable to the mean stack
distance of �3.65 Å, (ii) two N—O1���C4 and N—
O1���C6 interactions between the N—O group and the
pyridine carbons. But considering the magnitude of spin
densities, the N—O���O—N interaction should be the
dominant one due to the presence of large spin densities
on the NO units. The interaction between pyridine units
within the stacks should be much less important since
the spin densities distribution is significantly lower. The
possible ferromagnetic exchange interactions between the
N—O group and the pyridine carbons (C4 and C6 ) and
also N—O and methyl hydrogen (H12C) are probably
moderate due to the contact between atoms carrying high
spin densities and those with low spin densities. The


plausible antiferromagnetic interactions between the
methyl hydrogen (H11B) and water hydrogen (H3A),
and also pyridine meta hydrogen (H1) and methyl
hydrogen cannot be ignored since both contacts are
comparatively short even though these contacts carry
small spin densities. So, the observed antiferromagnetic
interaction most probably arises due to the close N—
O���O—N contacts between the molecules along the
chain. Assuming negligible interaction through water
molecules (a, b plane) and strong interaction along
the stack column (c-axis) the magnetic plot was found to
be fitted using Bonner–Fischer’s model13 for an isotropic
1-D Heisenberg chains of S¼½ spin carriers along the
stack column with the value of J/2k¼�0.53 (�0.01)K.


CONCLUSIONS


In this paper we have shown the 3-D solid state
organization of PyNN radical derivative through both
p–p stacking and water mediated H-bonding interactions.
The distribution of spin densities in the stacked pyridine
and the NN was demonstrated from the 1H-NMR
spectroscopy. The observed antiferromagnetic behavior
of the bulk crystalline sample was correlated with the
solid state exchange interaction pathways through p–p
stacking and H-bonding according to McConnell’s model
I. In the above analysis all potential close contacts
between the atoms in the crystal lattice were considered
and the absence of ferromagnetic interaction in the
present compound may probably be due to the two strong
potential N—O���O—N interactions which overshadows
the stacking, H-bonding and other interactions.


Acknowledgements


This work was supported by DFG. We thank Prof. Victor
Ovcharenko [Novosibirsk] for the magnetic susceptibility
measurement. We also thank Dr. Mario Ruben, [INT, FZ
Karlsruhe] for his helpful discussion.


REFERENCES


1. (a) Itoh K, Kinoshita M. Molecular Magnetism: New magnetic
Materials. Gordon and Breach: Amsterdam, 2000. (b) Lahti PM.
Magnetic Properties of Organic Materials. Marcel Dekker Inc.:
New York, 1999. (c) Kahn O. Magnetism: A Supramolecular
Function. Kluwer: Dordrecht, 1996. (d) Sugawara T, Nakazaki
J, Matsushita MM. In Magnetic Properties of Organic Materials,
Lahti PM (ed). Chapter 26; Marcel Dekker: New York, NY, 1999,
540–545. (e) Miller JS, Drillon M (eds).Magnetism: Molecules to
Materials, Vols. I–IV. Wiley-VCH: Weinheim, 2001–2003. (f)
Miller JS, Epstein AJ. Chem. Eng. News 1995, Oct. 2, 30–41. (g)
Veciana J, Cirujeda J, Rovira C, Vidal-Gancedo J. Adv. Mater.
1995; 7: 221–225. (h) Gatteschi D. Adv. Mater. 1994; 6: 635–645.
(i) Lehn J-M. Supramolecular Chemistry: Concepts and Perspec-
tives. VCH: Weinheim, 1995.


Table 1. Intermolecular interatomic contacts, distances and
sign of interaction of PyNN


Interatomic contacts
Distance


(Å)
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U, Rentschler E, Gancedo JV, Veciana J, Sutter J-P. J. Phys. Chem.
A. 2004; 108: 5903, and the references there in.


11. Romero FM, Ziessel R. Tetrahedron. Lett. 1999; 40: 1895.
12. Rancurel C, Daro N, Borobia OB, Herdtweck E, Sutter J-P. Eur. J.


Org. Chem. 2003; 1: 167.
13. (a) Bonner JC, Fisher ME. Phys. Rev, [Sec.] A. 1964; 135: A640.


(b) Estes WE, Gavel DP, Hatfield WE, Hodgson DJ. Inorg. Chem.
1978; 17: 1415 (for further reference).


Copyright # 2006 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2006; 19: 257–262


262 C. RAJADURAI ET AL.








JOURNAL OF PHYSICAL ORGANIC CHEMISTRY
J. Phys. Org. Chem. 2006; 19: 780–785


rscience.wiley.com). DOI: 10.1002/poc.1079

Published online 26 November 2006 in Wiley InterScience (www.inte

Thermodynamics of the partitioning of poly(propylene
oxide) between aqueous and chlorinated organic
phases compared to poly(ethylene oxide)
and other hydrophilic polymersy
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ated with the partitioning of poly(propylene oxide), PPO, between
ane, and chlorobenzene) phases were determined and analyzed in


comparison with those for the partitioning of poly(ethylene oxide), PEO, and poly(vinyl pyrrolidone), PVP. Amounts
of water accompanying the partitioning of PPO to the organic phases were also measured. These results reveal that
PPO partitioning is controlled by hydrophobic effects (entropic contribution), which was confirmed by the release of a
significant amount of water molecules following the partitioning. Hydrophilic polymers like PVP and polyacrylamide,
on the other hand, remain almost quantitatively in the aqueous phase. PEO remains a unique example of a polymer
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INTRODUCTION


Poly(ethylene oxide), PEO, is a widely studied
polymer due to its varied applications in industrial,
cosmetic, and biomedical products.1 Moreover, its
solution properties have been the focus of many
investigations producing some results which point to
an elusive character that led Israelachvili to refer to ‘‘the
different faces of poly(ethylene glycol).’’2 These different
faces account both for its surprisingly high solubility in
water, especially if compared to the other homologs,
poly(methylene oxide) and poly(propylene oxide), which
display quite reduced water solubility. On the other hand,
PEO is also soluble in polar organic solvents, displays
some surface activity in polar solvents and can be
attracted to hydrophobic surfaces.2 These features are of
relevance for a variety of potential applications of PEO,
especially for biomedical purposes.1,3


This behavior is also reflected in a statement by Bailey
and Koleske,4 that ‘‘. . .PEO. . . is totally extractable from
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water solution to chloroform. The extraction by chloro-
form must be due in part to a high entropic contribution
since the extraction involves disordering of local helical
conformations of PEO chains and a gain in entropy with
respect to water as a solvent.’’


This statement prompted a series of investigations by
our group, whose main results may be summarized as
follows:


– partitioning of PEO between aqueous and organic
(CHCl3 and CH2Cl2) phases depends on its molar mass,
being it almost quantitatively transferred to the organic
phases at higher molar masses, resulting from the
decrease in end group contributions;5,6


– PEO is not extracted to chlorobenzene phases, which
has been ascribed to the lack of hydrogen bond
donating capacity of this organic solvent;6


– PEO partitioning is endothermic and, hence, must be
entropically driven;6


– a significant amount of water molecules are released
from their role of solvating PEO as it is transferred to
the organic phases, and this release is ascribed as being
the origin of the entropy increase.6


Some of these findingsweremore recently confirmed by
the report of an investigation on the partitioning of PEO
between aqueous and fluorinated organic phases.7
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The study reported here presents new data on the
partitioning of PEO, but also extends the same systematic
investigation to the partitioning of poly(propylene oxide),
PPO, producing thermodynamic data which are discussed
in comparison to those for PEO. Partitioning of other
hydrophilic polymers, poly(vinyl pyrrolidone), PVP, and
poly(acrylamide), PAM, is also investigated.

EXPERIMENTAL


Materials


The polymers used in this study were: PEO 300, 400,
1500, and 4600 (from Aldrich), PEO 6000 (from Riedel),
PEO 600, PEO 1000, PEO 3350, and 10 000 (from
Sigma), PEO 35 000 (from Fluka), PPO 425, 725, 1000,
2000, 2700, and 4000 (from Aldrich), PVP 10 000 and
55 000 (from Aldrich) and poly(acrylamide), PAM,
1500 gmol�1 (from Aldrich). All polymers were used
without further treatment.


Water used throughout was deionized and of Milli-Q
grade. Dichloromethane and chloroform (from Merck)
were refluxed over CaCl2 (previously activated at 170 8C,
for 24 h), distilled under N2 and kept over molecular sieves.
Chlorobenzene, from Merck, was used without treatment.

Determination of partition coefficients


Biphasic systems were prepared by dissolving the
polymers in organic solvent (PPO), or in water (PVP
and PAM), then adding the second phase. The amount of
polymer was kept as 0.5wt% (global composition),
except for PAM, whose concentration was 56wt%. These
systems were shaken and left in a water bath at 25 8C
(�0.01) for at least 15 days. A previous kinetic
investigation confirmed that this time was enough to
ensure equilibrium. Aliquots of both phases were
withdrawn and dried at 60 8C until constant weight,
which also allowed derivation of their partition coeffi-
cients. For systems with more extreme K values, care was
taken in adjusting the volume of phases and aliquots so that
final polymer masses were always greater than 1mg. With
PVP, after drying, the polymer content was assayed using
the colorimetric method proposed by Levy and Fergus8 and
a Beckman DU 640 B spectrophotometer, at 500 nm.


All partition coefficients are expressed as the ratio of
mole fractions in the organic over the aqueous phase,
calculated on a monomer basis.

Calorimetric measurements


Transfer enthalpies were determined directly using a
titration calorimeter VP-ITC (MicroCal, Inc, USA).
Systems were prepared as described for the determination
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of partition coefficients. After equilibrium, the phases
were separated and one of them added to the calorimeter
cell (volume of 1.436mL), operating at 25 8C. During
these experiments, aliquots of 3–15mL of the other phase
(to which an excess of polymer was added) were injected
consecutively and the heat exchanged recorded. Enthalpy
values were calculated using the actual number of moles
transferred during each injection, calculated with the aid
of the previously determined partition coefficients. Phases
were selected so that the phase where most of the polymer
was found was placed in the cell, and the other in the
syringe, maximizing the energy exchanged per injection.


Typically 15 injections were made for each experiment.
Averages were determined using at least two independent
titrations and deviations of the derived enthalpy values
were smaller than 7%.


This procedure was tested against that used previously6


for the partitioning of PEO 3350, producing similar
precision and values that were in agreement within
their uncertainties. The titration method, however, was
advantageous since it was faster and required smaller
samples.

Determination of water content in
the organic phases


Biphasic systems were prepared as for the determinations
of the partition coefficient. The amount of water in the
organic phases in the presence and absence of polymer
was directly determined by Karl Fischer titration using
Orion AF 8 equipment, as previously described.6

RESULTS AND DISCUSSION


Determination of transfer enthalpies for PEO


Previous investigation6 produced calorimetric data for the
partitioning between aqueous and organic phases for PEO
of three molar masses. The present investigation reports
data for other PEO, and they are all shown in Fig. 1. As
in the previous investigations, the data refer to the
polymer transfer from the aqueous to the organic phase.
These new data were determined by an alternative
procedure involving direct titration of one of the phases,
containing a greater amount of PEO, into the other phase.
The close agreement between data from the two
techniques validates this new procedure. With respect
to the transfer enthalpies shown in Fig. 1, a trend similar
to that displayed by the Gibbs transfer function is
observed as a function of PEO molar mass (Fig. 2). An
increase in PEO molar mass leads to more positive
transfer enthalpies, indicating that the contribution of
the EO units to the transfer is more positive than that of
the hydroxyl end groups. The transfer enthalpy for one
ethylene oxide unit can be estimated by the plateau values
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Figure 3. Entropic contributions to the transfer of PEO and
PPO between aqueous and organic phases, at 25 8C (values
calculated on a monomer basis). Symbols: (&) PEO between
water/chloroform; all others refer to PPO between water and
(*) chloroform, (~) dichloromethane, and (!) chloroben-
zene


igure 1. Transfer enthalpies for PEO and PPO between
queous and organic phases, at 25 8C (values calculated
n a monomer basis). Symbols: (&) PEO between water/
hloroform; all others refer to PPO between water and (*)
hloroform, (~) dichloromethane, and (!) chlorobenzene
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Figure 2. Gibbs transfer energies for PEO and PPO between
aqueous and organic phases, at 25 8C (values calculated on a
monomer basis). Symbols: (&) PEO between water/chloro-
form; all others refer to PPO between water and (*) chloro-
form, (~) dichloromethane, and (!) chlorobenzene

in Fig. 1 as being ca. 2.5 and 3 kJmol�1, from aqueous to,
respectively, chloroform and dichloromethane phases.
Both EO and —OH groups should be less energetically
solvated by the organic solvents than in water, hence the
positive values, but these results also indicate that the
difference between solvation energies is more pro-
nounced for ethylene oxide units than for the hydroxyl
groups. Only two PEOs were studied with chlorobenzene
phases,6 but all values are significantly more positive than
those determined with the other chlorinated solvents,

Copyright # 2006 John Wiley & Sons, Ltd.

which has been ascribed to the lack of hydrogen bond
donating capacity of this solvent.


The values for the transfer entropies, derived from the
enthalpy and Gibbs function values, are shown in Fig. 3.
Again, the same trend of variation with PEO molar mass
is observed, indicating a more positive entropic contri-
bution for the transfer of the EO units than of the hydroxyl
groups. This finding may be rationalized taking into
account that this entropy increase is ascribed to the
release of the water solvation molecules that were
restrained in the aqueous phase and are displaced when
the polymer moves to the organic phase. According to this
hypothesis the present observation indicates that the
organic solvent displaces more water molecules from the
EO units than from the hydroxyl end groups.

Partitioning of poly(propylene oxide)


Partition coefficients determined for the partitioning of
PPO of different molar masses between water and
chlorinated organic phases showed the same behavior
found for the partitioning of PEO: partitioning towards
the organic phases becomes more favorable as the molar
mass increases, until a plateau value is reached. Figure 2
compares these data in the form of Gibbs transfer
energies, along with those for the partitioning of PEO, for
comparison. Analysis of this figure reveals that partition-
ing of PPO is more favorable than that of the similar PEO.
This confirms what may be expected from the assumption
that PPO is more hydrophobic than PEO, since it has an
extra methylene group in the repeating unit. Additionally,
only a small difference is observed among the partition
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coefficients for PPO in the three organic solvents, values
for systems with chlorobenzene being slightly smaller,
but still all are capable of efficiently extracting PPO. This
is in contrast to what was observed with PEO, which only
displayed favorable partitioning towards phases contain-
ing dichloromethane and chloroform. This finding may
suggest that the contribution from hydrogen bonding
between the organic solvent and PPO, present in phases
containing chloroform and dichloromethane, but not with
chlorobenzene, is not so relevant for this partitioning,
which should therefore be controlled by hydrophobic
contributions.


The difference between the Gibbs transfer energies for
EO and PO units can be estimated at the plateaus of the
two curves of Fig. 2 as ca. �3 kJmol�1, reflecting the
contribution to the Gibbs transfer energy from a (CH2)
unit. In the related literature, this contribution has been
referred to as the hydrophobic contribution, and is usually
derived from studies on the partitioning of homologous
series of solutes between aqueous and organic phases.9


Typical reported values lie at around �3 kJmol�1,9,10 in
good agreement with the value determined in this
study.


Partitioning data for PPO, shown in Fig. 2, also display
a break in the trend of increasing partitioning coefficients
with molar mass, which occurs at a lower molar mass for
PPO (ca. 1000 gmol�1, equivalent to ca. 17 PO units)
than for PEO (ca. 2000 gmol�1, or 45 EO units). Using
the same interpretation proposed for the partitioning of
PEO,5,6 this break would correspond to the disappearance
of contributions from the hydroxyl end groups to
partitioning and defines the molar mass at which PPO
loses its polyglycol character to behave like a polyether.
Since this position reflects the balance between the
opposing contributions of —OH groups versus EO or PO
units, if we assume that the —OH contributions are
similar for the two polymers, the different positions of this
break lead to the conclusion that the PO contribution to
partitioning is more important than that of EO units,
consistent with the more negative value for its Gibbs
transfer energy reported above.


The transfer enthalpies for some PPO were determined
calorimetrically and these values are shown in Fig. 1.
These values are more positive than those determined for
PEO (also shown in Fig. 1, for comparison), indicating a
greater difference in solvation enthalpies for PPO
between aqueous and organic phases. Assuming that
hydration of PEO should be more energetic than that of
PPO, such a difference in transfer enthalpies could be
ascribed to a less energetic solvation of PPO in the
organic phase, in comparison with PEO. Moreover,
enthalpy values for partitioning with chlorobenzene and
dichloromethane are essentially the same, slightly more
positive than those determined with chloroform. Once
more, this indicates that specific interaction between
organic solvents and PPO, which should involve
hydrogen bonding, should not be so relevant for this
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process, because chlorobenzene behaves similarly to
chloroform and dichloromethane.


Due to their limited solubility, calorimetric data could
not be collected for PPO above 1000 gmol�1. Assuming
that enthalpy values would remain constant above this
molar mass, as they did with PEO after the point where
end group contributions vanished, one can estimate a
difference in the transfer enthalpy of EO and PO units of
between ca. 3.5 and 5.5 kJmol�1. Once more, assuming
the same additivity scheme applied to analyze the Gibbs
transfer energies (discussed above), this difference could
be ascribed to the contribution from a methylene unit.
Literature data are scarce for this parameter but, for
comparison, one may use a report by Beezer et al.9 that
mentions a null enthalpic contribution from (CH2) to the
partitioning of a homologous series of alkoxyphenols
between water and heptane or octanol.


By using the values of the Gibbs transfer functions and
enthalpies, the entropies of transfer of PPO between the
two phases can be calculated, as shown in Fig. 3. Again,
the trend is similar to that observed for PEO, but with
more positive entropic contributions. Assuming that a
plateau is reached above PPO 1000, the difference
between the transfer entropies of PEO and PPO,
expressed as TDS, can be estimated as ca. 6 kJmol�1.
Once more, for comparison, data for the (CH2)
contribution to the transfer entropy reported by Beezer
et al.9 vary between 3 and 4 kJmol�1.


This more positive transfer entropy is in agreement
with the frame of the hydrophobic effect, which proposes
that water molecules restricted due to the presence of an
apolar moiety in an aqueous phase are released upon its
removal (in this case, transfer to the organic phase).


To further investigate this hypothesis, we determined
the amount of water that is transferred with PPO to the
different organic phases, obtaining the values listed in
Table 1. These data were calculated using the amount of
water determined in the organic phase in the presence and
absence of PPO, relating the difference (moles of extra
water present in the organic phase) to the amount of PO
units in the organic phase. It is interesting to note that
values for the number of moles of water solvating each
PO unit is higher for the smaller PPO (425, 725, and
1000), decreasing with its molar mass until a constant
value of ca. 0.02 moles of water per mole of PO unit. The
same trend was observed for PEO,6 and agrees with the
proposition of different contributions from the hydroxyl
end groups and monomer units in both cases. Moreover,
constant ðnH2O=nPOÞ values are attained above molar
masses that are consistent with the region for the
transition between polyglycol to polyether behavior of
PPO as determined from its Gibbs transfer energies and
enthalpies (Figs. 1 and 2).


These data can be analyzed using an additivity scheme
that assumes a fixed number of moles of water solvating
the —OH and EO units, as previously applied to the
partitioning of PEO.6 Using this scheme, the plateau
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Table 1. Water-dragging effect accompanying poly(propylene oxide) transfer from aqueous to organic phases


Polymer


Amount of
water in the
CHCl3 phase


(wt%) (nH2O/nPO)
a


Amount of
water in the


CH2Cl2 phase
(wt%) (nH2O/nPO)


a


Amount of
water in the


C6H5Cl phase
(wt%) (nH2O/nPO)


a


No polymer 0.18� 0.04 0.16� 0.01 0.08� 0.01
PPO 425 0.392� 0.007 0.052� 0.003 0.28� 0.02 0.03� 0.01 0.590� 0.002 0.11� 0.01
PPO 725 0.44� 0.01 0.051� 0.003 0.283� 0.006 0.02� 0.01 0.480� 0.002 0.09� 0.02
PPO 1000 0.357� 0.002 0.04� 0.01 0.264� 0.003 0.018� 0.007 0.440� 0.001 0.08� 0.01
PPO 2000 0.307� 0.004 0.02� 0.01 0.232� 0.003 0.007� 0.001 0.47� 0.002 0.07� 0.02
PPO 2700 0.326� 0.004 0.02� 0.02 0.21� 0.01 0.006� 0.002 0.48� 0.01 0.08� 0.01


aValues determined by subtracting the amount of water in the organic phasewith and without polymer, then calculating the ratio between the number of moles of
extra water molecules per PO unit in the organic phase.
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values of ca. 0.02, 0.007, and 0.08 moles of water per
mole of PO unit, respectively, in chloroform, dichlor-
omethane, and chlorobenzene should remain constant for
the smaller PPO, leading to values of 0.08 moles of water
per mole of hydroxyl groups, in all of the three solvents.
These values are lower than those determined for PEO:6


0.08 moles of water per EO unit (in chloroform and
dichloromethane), and 0.3 and 0.6 moles of water per
hydroxyl group, respectively, in chloroform and dichlor-
omethane. The large difference between water molecules
that remain solvating the PO units in the organic phase,
with respect to EO units, may be related to the greater
(and positive) entropic contribution to the transfer of PO
from aqueous to organic phases. Interestingly, the number
of water molecules that remain solvating the hydroxyl end
groups of PPO is also smaller than for PEO, which may
suggest that the assumption of an additivity scheme may
not be completely correct, though valid as an estimate.
Comparing these results with the current views on the
partitioning of hydrophobic solutes, a large and positive
transfer entropy is expected in line with the proposition of
a hydrophobic effect. Once more, it is the trend observed
for the partitioning of PEO that seems peculiar.

Partitioning of poly(vinyl pyrrolidone)
and poly(acrylamide)


In order to investigate the partitioning of more hydro-
philic polymers, PVP and PAM were investigated. With
both PVP 10 000 and 55 000, partition coefficients of ca.
5� 10�4 (corresponding to a Gibbs transfer energy of
14 kJmol�1) were determined with each of the three
solvents. Similar values were determined for poly(acryl-
amide), confirming that these polymers reside almost
quantitatively in the aqueous phases, in agreement with
their hydrophilic character. For PVP 10 000 and 55 000, in
systems with chloroform, transfer enthalpy values of ca.
6 kJmol�1 were determined, which are more positive than
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those for PEO, and similar to those measured for PPO.
Using these values, a transfer entropy of�8 kJmol�1 was
calculated, in contrast with the positive values determined
for PEO and PPO. Assuming the hypothesis that this
entropy is related to the release of water molecules
solvating the polymer, this may be interpreted as an
indication of the incapacity of the organic solvents to
displace water from the polymer solvation shell.
Alternatively, it is also possible that the restriction of
water molecules due to solvation of PVP is not as great as
that caused by PEO, which is related to a close fit of PEO
into the structure of liquid water, or by PPO, which is
ascribed to hydrophobic restriction. Neither the transfer
enthalpy nor the transfer entropy favor the partitioning of
PVP to the organic phase, a feature that seems to fit better
an assumption of a hydrophilic polymer.

CONCLUSIONS


This investigation confirmed that the thermodynamic
transfer functions for PEO between aqueous and organic
phases vary with its molar mass as a function of the
contribution of its hydroxyl end groups, reaching a
plateau value above ca. 2000 gmol�1.


Partitioning of PPO showed the same behavior,
except that the end group contributions vanish at lower
molar mass, ca. 1000 gmol�1. PPO is effectively
extracted to all three chlorinated solvents, but for
PEO this was not the case with chlorobenzene. Its
partitioning to organic phases is followed by increases
in enthalpy and entropy, both greater than the respective
values measured for PEO. Much smaller amounts of
water molecules were found to accompany the transfer
of PPO to the organic phases, which may indicate a
more extensive release of water molecules restricted
around this polymer when in the aqueous phase, which
could be the cause of this larger entropy increase. This
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picture agrees well with that proposed as the basis of the
hydrophobic effect.


On the other hand, partitioning of two other hydro-
philic polymers, PVP and PAM, towards the aqueous
phases, is prevalent. For PVP, this partitioning is
accompanied by an increase in enthalpy similar to that
determined with PPO, but associated with a significant
decrease in entropy. Again, this behavior agrees with that
predicted for hydrophilic polymers, stressing the peculiar
partitioning behavior of PEO.


In summary, this investigation confirmed that hydro-
philic polymers such as PVP and PAM stay preferentially
in the aqueous phases, whereas a more hydrophobic
polymer, PPO, is extracted to the organic phases. PEO,
however, remains as an outlier to such a trend: it is
undoubtedly hydrophilic, as confirmed by its total
miscibility with water, but, due to an entropy increase,
it may be quantitatively extracted to organic solvents that
are capable of interacting as hydrogen bond donors, such
as dichloromethane and chloroform. This duality, which
has been referred to as ‘the two faces of PEO,’2 also
appears in a variety of phenomena and it is hoped that this
series of investigations may contribute to the under-
standing of this elusive behavior.

Copyright # 2006 John Wiley & Sons, Ltd.
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ABSTRACT: The cohesive energy of an infinite two-dimensional lattice such as graphite is governed by the
connectivity (number of bonds per atom) of the graph and by the cyclic effects. We propose to define the aromatic
contribution to the cohesive energy of a specific lattice as the difference between the exact cohesive energy and that of
an ideal dendrimer of the same connectivity. Direct evaluation of the cyclic contributions are possible starting from
fully localized zeroth-order wavefunctions and using an order-by-order perturbative expansion or a recently proposed
coupled-cluster formalism, which allow one to identify clearly the energetic role of the ring currents. Copyright #
2005 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/
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INTRODUCTION


The concepts of aromaticity and antiaromaticity play an
important role in chemistry. Several criteria, including
bond length equalization, chemical reactivity and physi-
cal properties (e.g. stabilization energy), have been in-
troduced to rationalize these definitions. Based on
Hückel’s milestone papers,1 specific stabilities have
been attributed to the presence of six- (or ten-) mem-
bered rings with six (or ten) electrons. Conversely, the
lack of stability has been sought in four- (or eight-)
membered rings occupied by four (or eight) electrons.
An important, although not systematic, connection was
established between these energetics features and the
existence of cyclic circulations of electrons along the
ring, i.e. the so-called ring currents, as they manifest
themselves in other observables, in particular in NMR
spectroscopy. It is commonly accepted that aromatic
molecules (4nþ 2 �-electrons) are characterized by uni-
fom geometries (i.e. identical C—C distances), whereas
antiaro-matic species (4n �-electrons) exhibit alternating
bond lengths and rather localized electronic structures.
However, some antiaromatic species (e.g. the polymethi-
nium cation C5H9Nþ


2 ) may exhibit nearly equal C—C
bond lengths. Even more surprinsingly, the highly aro-
matic compound tetracene exhibits bond length varia-
tions of the order of 0.1 Å. Hence, the characterization of


aromaticity using these criteria may be ambiguous. Con-
sidering these limitations, it was therefore suggested that
coumpounds which exhibit significantly exalted diamag-
netic susceptibility are aromatic.2 Such a definition was
supported by a detailed analysis of experimental and ab
initio data.


In fact, the magnetic properties of aromatic and anti-
aromatic compounds families differ significantly. In the
former, a prefered flow orientation in the presence of a
magnetic field generates a magnetic field in the opposite
direction, resulting in an enhancement of the diamagnetic
contributions. Conversely, the paramagnetic contribu-
tions arising from the mixing of the excited states with
the ground state may be dominant, resulting in a net
positive magnetic susceptibility.


Recently, the important factors controlling the aro-
matic and antiaromatic patterns have been analyzed.3


On the basis of a valence-bond approach, the authors
concluded that a fundamental difference lies in the
symmetry-controlled mixing of ionic stuctures into the
covalent states. In particular, the absence in the ground
state of the so-called diagonal ionic structures where
charges are located on opposite sites is clear evidence
of the vanishing circulation of �-electrons in antiaromatic
species such as cyclobutadiene. In molecules such as
benzene, it has been shown that such mixing accounts for
the electronic flow around the ring perimeter. On the basis
of a topological analysis using the electron localization
function (ELF), the separation into the � and � contribu-
tions has been evoked to build up an aromaticity scale.4


From the experimental point of view, much effort has
been devoted to the synthesis of conjugated molecules.
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Among the most challenging issues are the design of
molecular wires using conjugated oligomers such as
polypyrrole or polythiophene and the control of the linear
(and non-linear) optical response trends.5 The synthesis of
ladder-conjugated systems was first considered as a pos-
sible strategy to avoid the Peierls instability and simulta-
neously reach and control low bandgaps. Following this
trend, dendrimeric structures (Fig. 1) consisting of in-
creasing branches of definite length and chemical consti-
tution have been prepared in the last decade.6 Clearly, the
electronic and photonic applications which have been
anticipated in these conjugated materials has opened up
a wide perspective for theoretical investigations.


The aim of this study was to look into the importance
of aromatic contributions in periodic systems. We shall
concentrate mainly on the cohesive energy and leave the
evaluation of other properties such as the bandgap energy
for the future. Although mostly used for molecules, and
particularly for conjugated hydrocarbons, the concept of
aromaticity may also be applied to periodic lattices such
as graphite. However, the criteria used to distinguish
aromatic from antiaromatic species are controversial, as
mentioned before for molecular systems. Therefore, one
has first to define a reference system on which the
delocalization contributions can be evaluated.


The equivalence of all atoms in such a lattice greatly
simplifies the issue of the definition of a non-aromatic
reference from which the strictly aromatic contributions
should be defined. It will be shown from a simple
derivation that the first crucial characteristic of a lattice
regarding its cohesive energy is the connectivity of the
graph, i.e. the number of bonds in which each atom is
involved. We will then concentrate on a relevant ring-free
lattices, the dendrimers of the same connectivity, to
evaluate the aromatic or antiaro-matic contributions to
the total energy. An analytical approach is derived in
order to identify directly the energetic role of the cyclic
electronic circulation around the rings which appears
directly as differences to the energy contributions of the
ideal dendrimeric reference. The influence of closed
paths (i.e. rings) in infinite systems has already been
reported using the moment method.7


We shall follow a constructive approach for both the
periodic system and the reference dendrimer to identify
the differenciated contributions and grasp their physical
content in the light of the cyclic circulation. The method
starts from strongly localized zeroth-order pictures and
relies on a Rayleigh–Schrodinger (RS) expansion or a


coupled-cluster (CC) treatment.8 It will become apparent
that the localized character of the reference function is
crucial in order to obtain analytical expressions and to
stress the respective role of the connectivity of the graph
and the cyclic circulations of the electrons in a variety of
graphs of connectivity 3 combining squares, hexagons
and octagons. Emphasis will be placed on the RS expan-
sion since the energy is built as a rational sum of order-
by-order corrections. The CC evaluations based on the
recently reported self-consistent perturbative equations
(SCPEs)9 will be used for control.


METHODOLOGICAL DETAILS


Step-by-step perturbative energy evaluation


Our analysis will be limited to periodic lattices where all
sites are equivalent and bring one electron per site (half-
filled bands). The familiar �-systems of conjugated
hydrocarbons obviously fall into this class of compounds.
In order to illustrate the role of the connectivity (defined
as the number of nearest-neighbor atoms) in the cohesive
energy, we shall consider a dendrimer of connectivity nc.
Such systems are under intense experimental investiga-
tion at present since important properties such as non-
linear optics are anticipated. Dendrimers with connectiv-
ities 2 and 3 (the so-called ‘3-tree’) are shown in Fig. 1.
For nc¼ 2, the dendrimer is a linear chain. Obviously,
steric hindrance prevents the existence of such dendri-
meric conjugated hydrocarbons. However, their treatment
through simplified Hamiltonians such as Hubbard or
Hückel is perfectly possible. In the Hückel limit, the �
spin electrons move independently from the � spin
electrons. Hence one can concentrate on the � part of
the wavefunction which will give half of the cohesive
energy. Details of the step-by-step energy corrections
using the RS perturbation theory are given in the Sup-
porting Information, available in Wiley Interscience.


Each atom is involved in a single bonding orbital i of
energy t built on two atomic orbitals (AOs), whereas the
corresponding antibonding MO i� energy is �t. The
zeroth-order determinant �0 is the product of the doubly
occupied bonding MOs. Hence the zeroth-order energy
per bond (i.e. the zeroth-order cohesive energy) is the
same for all lattices, Ecoh¼ t.


One must then introduce the delocalization between
bonds which proceeds through the excitations from a
bonding MO i to the nearest-neighbor (NN) antibonding
MOs j� (see Fig. 2). The resulting charge-transfer


Figure 1. Schematic representation of dendrimers


Figure 2. Schematic view of the reference function �0 and
the NNCT determinant �ij�
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determinant (NNCT) �ij� lies �2t higher in energy than
�O. One can easily calculate the coupling between �0


and �ij� , Hij� ¼ h�0jHj�ij� i ¼ hijhjj�i ¼ t=2. From first-
order perturbation theory, the coefficient of the charge
transfer determinant �ij� in the ground-state wavefunc-
tion �0 ¼ �0 þ


P
cij��ij� þ � � � is given by


cij� ¼ h�ij� jHj�0i=2t ¼ t=2=2t ¼ 1=4


whatever the connectivity of NN bonds i and j. In the
following, we shall consider systems with a single type of
NNCT, that is, cij� ¼ c. However, the second-order en-
ergy correction introduces the connectivity since
2ðnc � 1Þ charge transfers between NN bonds are possi-
ble from a given i. Each charge transfer brings an energy
lowering which is equal to jHij� j2=2t ¼ cij� t=2 ¼ t=8.
Therefore, the second-order corrected energy is


Eð2Þ ¼ t þ 2ðnc � 1Þt=8 ¼ tð1 þ ðnc � 1Þ=4Þ


An improved evaluation takes into account the so-
called EPV (exclusion principle violating10) correc-
tions.11 These corrections reflect the fact that acting on
a given charge transfer determinant �ij� some similar
charge transfers cannot be generated as a result of the
Pauli principle. One may show that an infinite summation
of the higher order corrections result in a simple energy
shift of the denominators. If one calls EPVð�KÞ the sum
of the second-order corrections brought by all the excita-
tions which are possible on �0 and impossible on �K , the
energy denominators should be shifted according to
�0K ¼ h�0jHj�0i � h�K jHj�Ki ! �0


0K ¼ h�0jHj�0i�
h�K jHj�Ki � EPVð�KÞ. The number of NN bonds con-
nected to a given bond i is 2ðnc � 1Þ. Since both i and j
are involved and i ! j� cannot be repeated, the number of
forbidden charge transfers on �ij� is 4nc � 5, while the
EPV correction is ð4nc � 5Þct=2 (see Fig. 3). The EPV-
corrected first-order coefficient therefore become con-
nectivity dependent:


c ¼ t=2


2t þ ð4nc � 5Þct=2
ð1Þ


The numerical values for nc¼ 2, 3 and 4 are given in
Table 1. This leads to a second-order equation fixing
an improved value as compared with 1/4 of the
NNCT coefficient c and the second-order energy
correction is


Eð2Þ ¼
X
ij�


ch�ij� jHj�0i


Owing to the monoelectronic nature of the Hamiltonian
H, the third-order energy correction rises from the coupling
between NNCT �ij� and �kl� with i¼ k or j� ¼ l�. To be
non-zero, this correction requires an actual interaction
between the NNCT �ij� and �kl� As will be shown later,
this correction is crucial as soon as six-membered rings
are present. Therefore, its contribution is strictly zero in
dendrimers.


Finally, the fourth-order energy correction implies
back-and-forth displacements of the electrons through
charge transfer between next-nearest-neighbor (NNN)
bonds. It should be noted (see the Supporting Informa-
tion) that if the propagation goes through a ‘branched’
pattern (see Fig. 4), the contribution vanishes. The non-
zero NNNCT coefficients c


ð2Þ
ik� concern the ‘linear’ pat-


terns (see Fig. 4). Since hj�jHjk�i ¼ �t=2 and
hijHjki ¼ t=2, one obtains c


ð2Þ
ik� ¼ 2cð�t=2Þ=2t ¼ �c=2.


If one introduces the EPV relative to �ik� , a refined
evaluation of c


ð2Þ
ik� can be derived (see Supporting


Information) and the fourth-order energy correction
results:


Eð4Þ ¼
X
ij�


X
kl�


ch�ij� jHj�kl� ic


A self-consistent pertubative approach
to the cohesive energy


A second strategy to evaluate the cohesive energy of a
periodic lattice relies on a recently proposed self-consis-
tent perturbation method9 that we shall briefly recall here.


Table 1. Cohesive energies of dendrimers with connectivity
nc in the unit of t


nc


2 3 4


MO-based NNCT amplitudea 0.215 0.188 0.170
perturbation


2nd order 1.250 1.500 1.750
2nd orderþEPV 1.215 1.376 1.511
4th orderþEPV 1.253 1.478 1.683


AO SCPE CTb 1.224 1.480 1.688
CT/double CTc 1.265 1.500 1.701


a See Eqn (1).
b Self-consistent determination of the CT between adjacent atoms.
c Self-consistent determination of the CT and double CT between adjacent
atoms.


Figure 3. EPV processes in the nc ¼ 3 dendrimer. Dotted
lines indicate the antibonding bond MOs i� and j�


Figure 4. ‘Branched’ (a) and ‘linear’ (b) patterns of electron
propagation. The signs indicate the phases on the antibond-
ing MOs i�, j� and k�
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Let us start with the mostly localized picture which is
based on AOs. It can be demonstrated that the valence
bond determinant of largest weight in the exact wave-
function is a Néel determinant exhibiting spin alternation
on all bonds. Thus, each �-electron is surrounded by �-
electrons. The prevalence of this function reflects (i) the
preference for neutral valence bond distribution and (ii)
the impact of the Fermi hole which is due to the
antisymetry of the wavefunction. If the one-site energy
is arbitrarily taken as zero, the energy of �0, h�0jHj�0i,
is also zero. Starting from �0, the hopping of a given
electron from one site to an adjacent site gives rise to an a
NNCT determinant �i with positive and negative charges
on the pair of atoms. For the Hückel Hamiltonian, all the
valence bond distributions have the same energy, that is,
zero. The exact wavefunction can be expanded in terms
of the different determinants as


� ¼ �0 þ
X
k 6¼0


ck�k þ
X
�6¼0


c���


where the fckg and fc�g coefficients stand for the NNCT
and beyond-NNCT amplitudes, respectively. The eigen-
equation problem H� ¼ E� can be specified by simply
projecting on to �0. The knowledge of the NNCT
amplitudes fckg is sufficient to determine the energy
precisely:


E ¼
X
k


ckt


For equal bond lengths, the unique charge-transfer
amplitude fully determines the cohesive energy ncct.
The evaluation of c goes through the projection of the
eigenequation problem on to the NNCT �i along the i
bond. The resulting equation is


ðHii � EÞci � Hi0 þ
X
�


Hi�c� ¼ 0 ð2Þ


where Hij ¼ h�ijHj�ji. Note that for a Hückel Hamilto-
nian the excitation energies Hii � H00 are zero, and
therefore Hii � E ¼


P
k ckt. The only determinants ��


interacting with �i are obtained by a second charge
transfer along another bond k. Provided that the reference
bond i and k are sufficiently far apart, the amplitude of the
�� determinant can be approximated as c� ¼ ckci ¼ c2.
This equation reflects the independence of the two NNCT
involved in the generation of the ��. For such processes,
a cancellation occurs between the quantity ð�cktÞci and
the quantity tckci in the first and third terms of Eqn (2).
However, this particular simplification does not hold for
(i) the NNCT determinants �k which are not possible on
�i and (ii) the NNCT which generate double charge-
transfer �� states corresponding to non-additive excita-
tion energies, i.e. H�� � H00 6¼ Hii � H00 þ Hkk � H00.


The former have been mentionned previously and give
rise to the EPV corrections,10 shifting the excitation
energies as �0


ii ¼ Hii � H00 � EPVðiÞ.11 The amplitude
c� of the non-additive charge transfer �� can be eval-
uated by means of first-order perturbation theory:


c� ¼ cick
�0


ii þ�0
kk


�0
��


� �


The difference Hi�c� � ðcktkÞci in Eqn (2) vanishes as
soon as �0


ii þ�0
ii ¼ �0


��. Inspection of the charge trans-
fers along the NNN bonds of bond i displays non-additive
excitation energies, �0


�� ¼ �ð4nc � 3Þct 6¼ �0
ii þ�0


kk ¼
�2ð2nc � 1Þct. Since the number of NNN bonds is
2ðnc � 1Þ2


, the equation which determines the unique
NNCT amplitude c is


½�ð2nc � 1Þct�cþ t þ 2ðnc � 1Þ2
tc2


ð4nc � 3Þct ¼ 0 ð3Þ


The analytical resolution of this equation is obviously
straightforward. More accurate evaluations can be ob-
tained when one evaluates the coefficient d of the double-
adjacent charge transfer on NNN bonds in a self-consis-
tent manner. This strategy leads to a set of coupled
equations (see Supporting Information). Interestingly,
this particular treatment allows one to account for the
third-order contributions which might be crucial in the
characterization of cyclic effects.


A different strategy starts with bond MOs. The zeroth-
order determinant �0 is the product of the doubly
occupied bonding MOs as in the previous perturbative
approach. The charge-transfer determinants correspond
to excitations i ! j� between NNN bonds. Whereas the
determination of the coefficient c goes through the same
logics, the cohesive energy is t þ 2ðnc � 1Þct=2 ¼
ð1 þ ðnc � 1ÞcÞt. Since there are 2ðnc � 1Þ NNN bonds
for a given one, the EPV correction to the excitation
energy �2t is ½4ðnc � 1Þ � 1�ct=2. Using this bond MO
approach, the equation defining c is


½�2t � ð4nc � 5Þct=2�cþ t=2


þ ðnc � 1Þ ct


2½1 þ ðnc � 1Þc� ¼ 0
ð4Þ


where the first term represents the quantity ½Hii � E
�EPVðiÞ�c, the second is the coupling H0i and the third
represents the propagation effects (see Fig. 5) creating
charge transfers between NNN bonds.


Figure 5. Schematic view of the NNN bond charge transfers
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RESULTS AND DISCUSSION


Our goal was to identify the aromatic and antiaromatic
contributions to the total energy of a given two-dimen-
sional periodic systems. Considering a lattice of a given
connectivity including rings, we used the same logics as
before to (i) establish its cohesive energy and (ii) identify
the contributions of the cyclic effects.


Evaluation of dendrimer energies


As mentioned earlier, the dendrimer energies will be used
as references to identify, by contrast, the cyclic contribu-
tions of two-dimensional periodic systems which are
absent in the hypothetic parent dendrimers. Both strate-
gies based either on a step-by-step perturbative evalua-
tion of the cohesive energy or on the so-called SCPE
strategy reported previously9 were used. As seen in
Table 1, the cohesive energy increases fairly rapidly
with the connectivity nc. Therefore, in the partitioning
of the energy, the connectivity has to be explicitly taken
into account. Since for nc¼ 2 the exact energy is
4=� � 1:273, our energy calculation based on a self-
consistent evaluation of both the NN and NNN charge
transfer amplitudes c and d deviates by only 0.8%.


The exact energies of the 2D square lattice [(4/
�)2t¼ 1.621t] and of the honeycomb lattice (1.572t) are
known. Therefore, one may immediately estimate the
cyclic corrections to be (i) stabilizing 1.57t –
1.48t¼ 0.09t, �6% of the cohesive energy of the latter
or (ii) destabilizing 1.62t – 1.69t¼�0.07t, �4% of the
cohesive energy of the former. However, an enlightening
approach consists in a direct fourth-order evaluation of
the cohesive energies of these lattices, following the same
expansion as those derived in the previous section. Con-
sidering a lattice of a given connectivity including rings,
we used the same logics as before based on a local
evaluation to establish its cohesive energy. Hence any
change with respect to the corresponding dendrimer (that
is, of same connectivity) can be attributed to the cyclic
circulation of electrons around the ring perimeters.


In the following, special attention will be dedicated to
lattices of connectivity 3 and 4. As seen in Table 1, the
dispersions in the parent dendrimer energies are relatively
small. Therefore, we fixed these values as references to
1.480t and 1.690t, respectively.


Evaluation of honeycomb lattice energies


This strategy allows one to compare order-by-order the
contributions to the energy in the graphite with respect to
those in the reference 3-tree dendrimer. However, �0 can
be either defined from a quinonic distribution of the
double bonds (i.e. all double bonds being parallel) or
from a Kékulé-type distribution. For the latter, one ring


over three does not hold any double bond (see Fig. 6). The
zeroth- and second-order corrections are the same as for
the nc¼ 3 dendrimer. Changes appear at third-order,
corrections which are absent in the dendrimer. They
correspond to the processes �0 ! �ij� ! �ik� ! �0


and �0 ! �ij� ! �kj� ! �0, i.e. to a cyclic circulation
of the electrons in a hexagon. The resulting third-order
energy contribution is c2t. It corresponds to an anti-
clockwise electronic circulation. A clockwise circulation
is also possible in the same hexagon and, since i belongs
to two hegaxons, the third-order correction is Eð3Þ ¼ 4c2t.
The CT between NNN bonds appeared as fourth-order
processes in the parent dendrimer. Consequently, there
are only four remaining linear propagation to NNN bonds
out of the eight in the dendrimer. The back-and-forth
propagations are reduced by a factor of two. Finally, the
energy change starting from the dendrimer is


� ¼ Egraphite � Enc¼3 ¼ 4c2t
1 þ 4c


2 þ 4c


� �
¼ 0:094t


The cohesive energy of the graphite can be expressed as
Egraphite¼ (1.480þ 0.094)t¼ 1.574t, which is in excel-
lent agreement with the exact value. Therefore, the
identification of the cyclic circulation of the electrons
around the rings as responsible for the aromaticity of
graphite is correct. They account for 6% of the cohesive
energy.


An alternative approach would define either a Kékulé
(see Fig. 6) or a quinonic (see Fig. 7) distribution of the
double bonds (i.e. all double bonds being parallel) as a
zeroth-order wavefunction to derive the SCPE. The latter
strategy has been reported previously.9 A similar identi-
fication of the circulation effects was interpreted as the
enhancement of the fourth-order corrections. Indeed, the
coefficient of the colinear NNNCT determinants �ik� is
multiplied by a factor of two since it may be reached
through j or j0 (see Fig. 7). The processes such as
i ! j� ! k� ! j0� ! i which do not exist in the dendri-
mer introduce the cyclic circulation of the electrons
around the rings. Starting from the Kékulé D3h symmetry


Figure 6. D3h distribution of bond MOs on graphite


Figure 7. Quinonic distribution of the double bonds on
graphite
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wavefunction, the derivation of the unique SCPE is
straightforward and an accurate evaluation of the
NNCT amplitude which fully determines the cohesive
energy can be performed. The calculated energy (1.580t)
is again in excellent agreement with the exact value. The
clockwise NNCT �ik� can be generated from (i) �ij� by
propagating the electron from j� to k� and (ii) �jk� by
propagating the electron from i to j (hole propagation),
that is, two anti-clockwise NNCT. The resulting inter-
ference is clearly stabilizing by comparison with the
nc¼ 3 dendrimer. Hence the electronic circulation around
the six-membered ring is indeed energetically favorable.


At this point, the question of the cyclic effects exten-
sion should be raised. One way to look into this important
issue is to derive the SCPEs using an AO-based picture.
The equation defining the unique NNCT amplitude is
very similar to that given in the Supporting Information
for the dendrimer. The major difference lies in the
determination of the double adjacent charge-transfer
amplitude when the electron jumps occur within a given
six-membered ring. As pictured in Fig. 8, the electron
jump on a third bond of the same ring gives rise to a third-
order determinant which can actually be generated
through three series of clockwise and three series of
anti-clockwise jumps. The positive interference of these
two series of processes introduces a cyclic circulation of
the electrons that is obviously absent in the dendrimer.
These processes are responsible for the energy change
from the 3-tree dendrimer to the honeycomb lattice.
Applying rigorously the same self-consistent method to
this lattice, one has to distinguish the coefficient of the
double-adjacent charge-transfer configuration in which
both NNCT occur within the same ring (cis-movement)
and the one associated with electron jumps in two
different rings (trans-movement). The energy is calcu-
lated without any computational cost and leads to 1.574t.
Agreement with the exact value is excellent since our
evaluation exhibits a negligible deviation (<0.01%).
Hence the aromaticity appears again as a local phenom-
enon induced by the cyclic circulation of the electrons
around the ring perimeter.


Evaluation of 2D square lattice energy


Whether the antiaromatic effects appear as a restriction of
the delocalization processes with respect to those occur-
ing in the parent dendrimer is a relevant issue which
we now intend to clarify. The reduction of the electron
flow can be traced within the two so far used strategies.
An appropriate zeroth-order wavefunction is pictured
in Fig. 9(a). In effect, the ‘columnar’ wavefunction
[Fig. 9(b)] does not allow any delocalization between
one-dimensional horizontal chains. The electrons are
constrained to move within a given horizontal line. The
charge transfer i ! i0� is forbidden for symmetry reason
whereas the processes (i ! j�) (j� ! j0�) and (i0 ! j0�)
(i ! i0) cancel each other. Actually the solution con-
verges to a solution which is merely the product of
solutions on independent lines. Conversely, starting
from the ‘shifted’ function a third-order destabilizing
contribution around the square such as the clockwise
circulations (i ! j�) (j� ! k�) (k� ! i) or (i ! j�)
(k ! i) (j� ! k). Each of these clockwise contributions
is �c2t=2. By taking into account (i) the anti-clockwise
contributions and (ii) the participation of i in four
different rings, the total contribution is �8c2t. However,
the processes such as i ! j� ! h� ! i contribute with an
opposite sign, thus leading to a third-order energy-correc-
tion Eð3Þ ¼ �4c2t ¼ �0:11t. This positive third-order
effect is partly balanced by additional fourth-order cor-
rections. For instance, the NNNCT i ! l� can be reached
from i ! j� and i ! l�. Moreover, one must take into
account the double NNCT such as (i ! j�) (k ! l�) or
such as (i ! j0�) (i0 ! k0�). All these additional correc-
tions reflect the cyclic circulations along the rectangles
composed of two adjacent squares. They partly compen-
sate the destabilizing third-order effects. The antiaro-
matic contributions have also been investigated by
means of the SCP approach. Starting from AOs, one
can easily show that a pair of clockwise (or anti-clock-
wise) electron jumps is prohibited within the same ring.
The nullity of the corresponding double charge-transfer
amplitude �i0j0 is a consequence of the destructive inter-
ference between the two processes (i ! i0) (j0 ! j) and
(i ! j) (j0 ! i0) (see Fig. 10). Hence the equation defin-
ing the NNCT amplitude c (�7c2 þ 1 þ 14=13c2 ¼ 0)
hardly differs from that derived previously for the 4-tree
(�7c2 þ 1 þ 18=13c2 ¼ 0). The cohesive energies of the
2-D square lattice and the parent dendrimer are 1.640t


Figure 8. Clockwise processes leading to electronic
circulation


Figure 9. Bond MOs distributions on a 2D square lattice: (a)
‘shifted’ and (b) ‘columnar’
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and 1.690t, respectively. Note that the exact value is (4/
�)2t � 1.621t. Hence our evaluation is (i) in good
agreement with the exact value, and (ii) reflects the
destabilizing contribution [(1.64–1.69) t¼�0.05t] aris-
ing from the antiaromatic character of the 2-D square
lattice.


Even though the featuring physical effects have been
identified, we turned to the now usual second strategy
starting from the shifted bond MOs distribution. Two
types of charge transfer are to be considered, within a line
(i ! j) and between adjacent lines (i ! j0). The SCPEs
are easily derived. The cohesive energy of the 2D square
lattice was estimated as 1.640t, in agreement with all our
results.


Aromaticity versus anti-aromaticity: 2D
square and hexagon containing lattices


Owing their unusual electronic and mechanical proper-
ties, hydrocarbon systems such as carbon nanotubes have
attracted a great deal of interest.12 In particular, symme-
try-breaking distortions have been considered for nano-
tubes and also for higher dimensional compounds such as
fullerenes.13 In order to evaluate the importance of cyclic
circulations, we looked into the cohesive energies of two
featuring 2D squares and hexagons containing lattices,
consisting of squares, hexagons and octagons. In effect,
the honeycomb lattice is not the unique periodic lattice of
connectivity 3.


The first periodic array we were interested is a typical
structure that is encountered in zeolites such as the
AlPO—514 (see Fig. 11). If one starts from the hexagon
supported distribution of bonds, the second-order energy
correction is the same as for the dendrimer since the two
types of charge transfer (intra- and inter-hexagon) have
the same energy and same EPV corrections. The differ-
ence appears since two out of the eight NNNCT con-


tributions are now third-order corrections corresponding
to the cyclic circulations in the hegaxon. Therefore, the
comparison with the dendrimer exhibits an energy gain at
third order (2c2t ¼ 0:071t) and an energy loss at fourth
order [six NNNCT instead of eight, (2c2=ð2 þ 4cÞt ¼
0:026t]. Finally, the overall cyclic effects are 0.045t and
account for 3% of the predicted cohesive energy, which is
much less than in the graphite network (6%).


The second system is the so-called 1/5-depleted repre-
sented in Fig. 12. Such an array is well-known in
theoretical solid-state physics since a magnetic lattice
has been (at least for a while) schematized according to
Fig. 12 in reference to the spin-gapped compound
CaV4O9.15 The real material is highly correlated (i.e.
the bi-electronic repulsion greatly overrides the hopping
integral). This particular net is also found in the non-
metal part of the CaB2C2 system. For our purpose, one
may conceive of a conjugated hydrocarbon and estimate
its cohesive energy in the Hückel limit. Again, the
second-order energy correction is the same as for
the dendrimer. Since there is no third-order correction,
the changes rise from fourth-order correction. They
concern the cyclic circulation along the octagons. First,
the coefficient of the NNNCT �ik� (see Fig. 12) is zero
since �0 is symmetric whereas �ik� is antisymmetric.
This cancellation suppresses half of the fourth-order
NNNCT corrections of the nc¼ 3 dendrimer, i.e. reduces
the energy by 0.051t. Then, this cancellation is partly
balanced by the presence of double NNNCT such as
(i ! j�) (k ! l�) exhibiting a charge alternation along
the octagon. This state can be also reached from (i ! j�),
(k ! l�), (i ! l�) or (k ! j�). Hence its coefficient (con-
sidering the exciting energy 4t and the twelve EPV) is
cNNN ¼ 4ct=2=ð4t þ 12ct=2Þ ¼ c=ð2 þ 3cÞ. This inter-
ference effect brings a stabilizing contribution of
0.014t. The overall cyclic effects are antiaromatic,
�0.051tþ 0.014t¼�0.037t. However, this antiaromatic
contribution is smaller than the antiaromatic contribution
in the 2D square lattice.


CONCLUSION


This paper has shown, through a direct evaluation of the
cohesive energy of a lattice, the fundamental roles of
the connectivity and the circulation of the electrons


Figure 10. Destructive intereference between the up/down
and right/left arrows jumps


Figure 11. Schematic representation of the pseudo-zeolite
array


Figure 12. Schematic representation of the 1/5-depleted
array
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around the rings perimeters. The direct evaluations of
the cohesive energy from localized pictures performed
either from AOs or bond MOs (i.e. Kékulé determi-
nants) are in very good agreement with exact values. By
calculating the possibly EPV-corrected NNCT ampli-
tude, we first clarified the importance of connectivity by
considering dendrimeric architectures where cyclic
circulations are absent. The main concept which has
been conveyed is that a direct evaluation of the cyclic
contributions is accessible through the cohesive energy
comparison between a periodic lattice with and its
parent dendrimer. The perturbative evaluation of the
energy confirmed that electronic circulations are re-
sponsible for this energy difference. The energy per-
turbative expansion of notorious two-dimensional
lattices has shed light on the relative importance of
aromatic and antiaromatic contributions. Our apprach is
straightforward when all the atoms in the graph have the
same connectivity, but it can be generalized to any kind
of lattices. Our results would be even further improved
if the electron–electron repulsion which tends to loca-
lize the electrons were explicitely included. Finally, our
approach might well be applied to research into cyclic
effects in the � frame. Actually, cyclic third-order
effects take place in this system, in perfect isomorphism
with what occurs in the � system. Such mechanisms
involve, for instance, the interaction between the NNCT
from the �-bonding MO �1�2 to the antibonding MO
��3�4 and the NNCT from the same bonding MO to the
antibonding MO ��


5�6. Future works will extend the


present analysis to more realistic treatments, and estab-
lish the connection between the energetic cyclic correc-
tions and the magnetic properties.
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ABSTRACT: A calorimetric method for the determination of cooperative hydrogen bonding (HB) enthalpy of
proton acceptors (B) with associated species of alcohols is proposed. The average enthalpy of cooperative HB
of pyridine with associated species of alcohols was found to be �19.8� 0.6 kJmol�1 for all alcohols investigated.
This value exceeds the enthalpy of HB in the complex ROH . . .NC5H5 (the average for all alcohols is �15.8�
0.2 kJmol�1) by 20–30%. Cooperativity factors (Ab, AOx) of hydrogen bonds for (ROH)2 . . .NC5H5 complexes were
determined using the IR-spectroscopic method. The average values for the alcohols under consideration were found to
be Ab¼ 1.41� 0.04 and AOx¼ 1.54� 0.05. On the basis of IR-spectroscopic and calorimetric data, the enthalpy of
cooperative interactions of pyridine with the dimer (ROH)2 was estimated. This value for all the alcohols studied is, on
average, �20.9� 0.1 kJmol�1. Copyright # 2006 John Wiley & Sons, Ltd.


KEYWORDS: hydrogen bonding; aliphatic alcohols; pyridine; enthalpy of solution; calorimetry; IR spectroscopy;
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INTRODUCTION


Hydrogen bonding (HB) is one of the most important
types of intermolecular interactions. It plays a huge role
in various physicochemical and biological processes.1,2


HB is regarded as a non-covalent type of interaction3 and
one of its basic properties is non-additivity or coopera-
tivity. The cooperativity of HB exerts a marked influence
on the behavior of biological and other supramolecular
systems.4–9


The concept of cooperativity between hydrogen bonds
implies that the primary hydrogen bond between a proton-
donor X-H and a proton-acceptor B (X-H . . .B) becomes
stronger, when a third partner A forms a complex with
a lone electron pair of atom X (A . . .X-H . . .B).10–13


A species A may be either a cation (Al3+ , Mg2+ , Ba2+ ,
Li+ , K+ ) or another proton-donor Y-H.14–17 In the latter
case a complex Y-H . . .X-H . . .B can be formed.17


The cooperativity phenomenon results not only in
strengthening of the X-H . . .B bond in ternary complex,
but also in strengthening of the secondary H-bond
(Y-H . . .X)14–16,18 in comparison with elementary
X-H . . .B or Y-H . . .X complexes.


Authors of Ref. 15,16 have proposed two cooperativity
factors Ab and AOx defined as the slopes of the linear
correlations between the experimental frequencies of
OH . . .B and OH . . .O bonds in the ternary complex
(ROH)2 . . .B and the frequency of the OH bond in
ROH . . .B complexes, respectively. Detailed infor-
mation on H-bond cooperativity was obtained from
matrix-isolation FTIR spectroscopy by Maes and
Smets.18


Cooperativity factors are analyzed not only in terms of
the frequency shifts of X-H stretching vibrations but also
using the energy of the additional interaction (DEadd) which
is calculated using quantum chemical methods.19–21


Average enthalpies of HB for pure aliphatic alcohols
were determined in our previous paper22 using a novel
calorimetric approach. Being averaged over all associ-
ated species presented in neat alcohol these values
are essentially the enthalpies of cooperative HB. For
such cases a cooperativity factor AI


b was proposed,
defined as:


AI
b ¼


DintðspÞHROH=ROH


DHBHROH...ROH
(1)


whereDint(sp)H
ROH/ROH is the specific interaction enthalpy


for ROH in neat alcohol, which is the HB enthalpy
averaged over all associated species present;
DHBH


ROH . . .ROH is the enthalpy of linear dimer formation.
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The cooperativity factor AI
b reflects the strengthening of


HB in associated species of alcohol relative to the HB in
the dimer.


In the present work we propose a method for
determining the averaged cooperative HB enthalpy for
a proton-acceptor B with the associated species of
alcohols. Pyridine is investigated as an example of such a
proton-acceptor.


EXPERIMENTAL SECTION


Materials


All solutes and solvents were commercial products of the
best grade available. They were additionally dried and
fractionally distilled.23


The residual water content was checked by Karl
Fischer titration. It did not exceed 3� 10�2% (v) for
alcohols and 5� 10�3% (v) for the other chemicals.


Calorimetry


Enthalpies of solution were measured at 298K using a
differential quasi-adiabatic calorimeter. The technique
for the determination of these values was described
in more detail earlier.24,25 Concentrations of solutes did
not exceed 0.01M for alcohols and 0.02M for others.
The absence of a concentration dependence of the
heat effects was used as a criterion for infinite dilution
conditions. The solution enthalpies obtained were avera-
ged over 4–6 measurements. The uncertainty of the
calorimetric measurements was evaluated as the average
deviation from the average value. The uncertainty for all
solute – solvent systems was (�0.1 kJmol�1).


IR spectroscopy


Infrared spectra were recorded using an FTIR Bruker
Vector 22 spectrometer. Interferograms were collected
and Fourier transformed using Blackman–Harris apodi-
zation to provide spectra at a resolution of 1 cm�1. The
number of scans varied between 64 and 128. CaF2 cells
were used with different spacers (0.1–1.0mm) to achieve
the best signal/noise ratio. Concentration of alcohols was
in the range of 0.07–0.80% (v) in inert solvent (minimum
for methanol and maximum for octan-1-ol) and 1–10%
(v) in pyridine.


RESULTS AND DISCUSSION


Determination of cooperative interaction
enthalpy of pyridine with associated species
of alcohols using a calorimetric method


The essence of the method for the determination of
averaged cooperative HB enthalpy for proton-acceptor B
with associated species of alcohol is as follows.


The transfer of solute molecules from the ideal gas
phase to the solvent at infinite dilution is named solvation.
Standard molar enthalpy of this process are expressed by
the simple Eqn (2):


DsolvH
A=S ¼ DsolnH


A=S � DvapH
A (2)


where DsolvH
A/S is the solvation enthalpy of solute A in


solvent S; DsolnH
A/S is the solution enthalpy and DvapH


A is
the standard molar vaporization enthalpy of the solute.


The solvation enthalpy can be regarded as the sum of
the non-specific solvation enthalpy (Dsolv(nonsp)H


A/S)
and the enthalpy of solute-solvent specific interaction
(Dint(sp)H


A/S) (commonly considered as localized donor-
acceptor interactions, including HB):


DsolvH
A=S ¼ DsolvðnonspÞHA=S þ DintðspÞHA=S (3)


Previously we have proposed a simple method for
extracting the specific interaction enthalpy from the
enthalpy of solvation.26 An equation for the enthalpy of
solute-solvent specific interaction was derived:


DintðspÞHA=S ¼ DsolnH
A=S � DsolnH


A=C6H12


� dcavh
S � dcavh


C6H12
� �� VA


X


� aR þ bR
ffiffiffiffiffiffiffiffiffiffiffiffi
dcavhS


p� �


� �
DsolnH


A=R � DsolnH
A=C6H12


� ðdcavhR � dcavh
C6H12Þ � VA


X � (4)


where DsolnH
A/S, DsolnH


A/R and DsolnH
A/C6H12 are the


solution enthalpies of solute A in the solvent S, standard
solvent R, and cyclohexane, respectively; dcavh


s, dcavh
R


and dcavh
C6H12 are the specific relative cavity formation


enthalpies27,28 for each solvent:


dcavh
S ¼ DsolnH


Alkane=S


VAlkane
X


(5)


where VAlkane
X is the characteristic volume of the


alkane29; DsolnH
Alkane/S is the solution enthalpy of alkane


in the solvent S.
The empirical coefficients aR and bR are calculated using


linear regression analysis with magnitudes depending upon
the choice of standard solvent.22,26 For example, if R is
tetrachloromethane then aR¼ 0.34 and bR¼ 0.61, whereas
if R is benzene then aR¼ 0.20 and bR¼ 0.38. The standard
solvent R is defined as a non-alkane solvent that does not
interact specifically with the solutes. Thus, tetrachloro-
methane can be used as a standard solvent in themajority of
cases. However, some electron donor solutes (for example,
triethylamine, pyridine, diethyl ether, 1,4-dioxane, etc.) are
known to interact specifically with tetrachloromethane.30,31


Therefore, another solvent (e.g., benzene) should be
selected as a standard for such solutes.


In the present work we use Eqn (4) to determine the
specific interactions enthalpies (298K) of pyridine in a
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series of aliphatic alcohols. Data on solution enthalpies
for pyridine in alcohols are shown in Table 1. The solution
enthalpy of pyridine in cyclohexane is taken from
Ref. 32. Benzene was taken as the standard solvent
(DsolnH


C5H5N/C6H6¼ 0.04 kJmol�1).32 Specific relative
cavity formation enthalpies are taken from Ref. 26.
The specific interaction enthalpies of pyridine in a
series of aliphatic alcohols (Dint(sp)H


C5H5N/ROH) calcu-
lated by Eqn (4) are shown in Table 1. Specific
interaction enthalpies of aliphatic alcohols in pyridine
(Dint(sp)H


ROH/C5H5N) are also included in Table 1 for
comparison. The latter values are calculated using Eqn
(4) and the solution enthalpies of alcohols in pyridine
(DsolnH


ROH/C5H5N) which are also shown in Table 1. In this
case tetrachloromethane was used as the standard solvent.
Solution enthalpies of alcohols in cyclohexane and
tetrachloromethane are taken from Ref. 22.


As it is evident from Table 1, Dint(sp)H
C5H5N/ROH values


are dramatically lower than Dint(sp)H
ROH/C5H5N. We are


sure that this difference is not the result of the differences
of HB enthalpies in the different media. This is confirmed
by the near coincidence of Dint(sp)H


ROH/C5H5N and
DHBH


ROH
CCI4


...NC5H5 values which are also shown in
Table 1. The latter values are determined using IR
spectroscopy and calorimetric methods in tetrachloro-
methane as the solvent.34 In our opinion the decrease in
Dint(sp)H


C5H5N/ROH relative to Dint(sp)H
ROH/C5H5N is the


result of competition for the most acidic H-atom in
the alcoholic solvent between the alcohol and pyridine
molecules. This phenomenon has been investigated in a
series of papers.35–37


We consider that the specific interaction enthalpies of
pyridine in alcohols can be presented as the difference:


DintðspÞHC5H5N=ROH¼DintðspÞHðROHÞn...NC5H5�DintðspÞHROH=ROH


(6)
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Table 2. IR frequencies (cm�1, 298K) of monomers of
different alcohols in inert solvents


Alcohol nROHn�hexane nROHCCI4
nROHCCl3


nROHCH2Cl2


Methanol 365438 364438 363438 362738


Ethanol 364438 363338 362238 361438


Butan-1-ol 3648 3638 3625 3618
Hexan-1-ol 3646 3636 3624 3617
Octan-1-ol 364638 363738 362438 361738


Table 3. IR frequencies (cm�1, 298K) of dimers of aliphatic
alcohols in inert solvents


Alcohol nROH...ROHn�hexane nROH...ROHCCl4
nROH...ROHbenzene nROH...ROH1;2�C2H4Cl2


Methanol 355238 352338 350738 349338


Ethanol 353438 350938 349838 348438


Butan-1-ol 3533 3510 3496 3478
Hexan-1-ol 3534 3512 3496 3484
Octan-1-ol 353338 351038 349338 348338
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The second value on the right-hand side of
Eqn (6) is the average self-association enthalpy
of the alcohol.22 The first value on the right-hand side
of Eqn (6) represents the average specific interaction
enthalpy of pyridine with associated species of the
alcohol. It is likely that an overwhelming majority of
the pyridine molecules in alcohols reside in
(ROH)n . . .NC5H5 complexes (the degree of complexa-
tion of pyridine is close to 1). The large difference
between the HB enthalpies for alcohol dimer
(DHBH


ROH. . .ROH¼�8.7� 0.6 kJ mol�1)22 and for
ROH . . .NC5H5 complexes (Dint(sp)H


ROH/NC5H5¼
�15.8� 0.2 kJmol�1) (Table 1) proves this conjecture.
Consequently, the value of Dint(sp)H


(ROH)n . . .NC5H5, in
our opinion, represent the average enthalpy of
cooperative HB of pyridine with associated species of
alcohols (DHBH


(ROH)n . . .NC5H5). Values of the average
enthalpy of cooperative HB (Dint(sp)H


(ROH)n . . .NC5H5), as
obtained by Eqn (6), are presented in Table 1.


In accordance with the work carried out by Kleeberg
et al.14–16, not only the OH . . .N bond in the cooperative
complex (ROH)n . . .NC5H5 becomes stronger, but also
the OH . . .O bond. This fact must be kept in mind when
calculating the cooperativity factors from a comparison of
Dint(sp)H


(ROH)n . . .NC5H5 with the enthalpy of HB in the
alcoholþ pyridine complex obtained in pyridine or in an


inert solvent (Table 1). The average cooperativity factor
for all alcohols studied amounts to 1.25� 0.05.


Determination of cooperative hydrogen bond
enthalpy of pyridine with dimer (ROH)2 using
IR spectroscopic and calorimetric methods


The IR spectroscopic method, in contrast to solution
calorimetry, gives information about the strengthening
of every HB participant in a cooperative interaction.
The method of determining cooperativity factors in the
ternary complex ROH . . .ROH . . .B using IR spec-
troscopy was proposed by Kleeberg et al.14–16


In our opinion this method is not completely correct.17


We have suggested a new model for the description of
solvent effects on stretching vibration frequency shifts.38


Based on this model, a more correct method of
determining cooperativity factors in the ternary complex
(CH3OH)2 . . .B was proposed.17 To calculate the
cooperativity factors Ab and Aox in the system
(ROH)2 . . .NC5H5, according to previous work,


17 stretch-
ing vibration frequencies of aliphatic alcohols and their
dimers in a series of solvents were obtained. Results are
listed in Tables 2 and 3. Table 4 contains correlation
parameters obtained from comparison of frequencies and
solvent parameters (dcavh


S) responsible for non-specific
solvation.27,28 Using the data of Table 4 we have
calculated OH stretching vibration frequencies of
alcohol monomers (nROHC5H5N


) and dimers nROH...ROHC5H5N
in


pyridine. Moreover, OH vibration frequencies of
OH . . .N (n


ðROHÞ2...NC5H5


C5H5N
) and OH . . .O (nROH...ROH...C5H5N


)
bonds of the ternary complex (ROH)2 . . .NC5H5 in
pyridine were determined as described previously.15,16


These results are listed in Table 5. Using the values given
above, cooperativity factors were calculated by Eqns (7)
and (8):


AOx ¼
nROHC5H5N


� nROH...ROH...C5H5N


nROHC5H5N
� nROH...ROHC5H5N


(7)


Ab ¼
nROHC5H5N


� n
ðROHÞ2...NC5H5


C5H5N


nROHC5H5N
� nROH...NC5H5


C5H5N


ð8Þ


Table 4. Correlation parameters of dependencies n ¼
aROH þ bROH�


ffiffiffiffiffiffiffiffiffiffiffiffi
dcavhS


p
for IR frequencies of monomers


and dimers of aliphatic alcohols, standard deviation of fre-
quencies values (S0) and correlation coefficients R


Alcohol aROH bROH S0 R


Monomers
Methanol 3654.9 �10.3 3.1 0.98
Ethanol 3645 �11.4 3.4 0.98
Butan-1-ol 3649.2 �11.5 4.3 0.96
Hexan-1-ol 3647 �11.1 3.9 0.97
Octan-1-ol 3647.4 �11.1 4.5 0.96
Dimers
Methanol 3551.8 �20.4 0.3 0.99
Ethanol 3533.8 �17.0 1.4 0.99
Butan-1-ol 3534.4 �18.6 2.9 0.99
Hexan-1-ol 3534.7 �17.4 1.3 0.99
Octan-1-ol 3533.3 �17.6 1.6 0.99


Table 5. IR frequencies (cm�1, 298K) of monomers of aliphatic alcohols and their complexes with pyridine, cooperativity
factors (A), enthalpy of cooperative HB of pyridine with dimer (ROH)2 (kJmol�1, 298K)


Alcohol nROHC5H5N
nROH...NC5H5


C5H5N
n
ðROHÞ2...NC5H5


C5H5N
Ab nROH...ROHC5H5N


nROH...ROHC5H5N
AOx DHBH


(ROH)2 . . .NC5H5


Methanol 362817 331517 320017 1.3717 349917 343617 1.4917 �21.0
Ethanol 3616 3313 3185 1.38 3490 3419 1.56 �21.0
Butan-1-ol 3620 3314 3185 1.42 3486 3414 1.54 �21.0
Hexan-1-ol 3618 3316 3181 1.45 3490 3415 1.59 �20.9
Octan-1-ol 3619 3316 3190 1.42 3488 3417 1.54 �20.5
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where nROH...NC5H5


C5H5N
is the OH stretching vibration


frequency in the complex ROH . . .NC5H5. Results are
shown in Table 5. One can see that the strengthening of
OH . . .O hydrogen bonds in the complexes
(ROH)2 . . .NC5H5 is greater than that of OH . . .N
hydrogen bonds (Table 5).


Badger and Bauer were the first to propose a linear
dependence of Dn/n on DHBH


X�H . . .B with an intercept of
zero.39 Further investigations have shown that in a wider
range of frequency shifts this dependency is not linear.
More sophisticated and universal dependencies between
HB enthalpy and HB frequency are given by the Ratajczak–
Orville–Thomas–Rao equation40 (�DHBH


X�H . . .B¼
c(n20 � n2)½þ d) and the Iogansen relations described in
Ref. 41,42, where DHBH � ffiffiffiffiffiffiffiffiffiffiffi


DHBn
p


. These dependencies
for HB in complexes of alcohols with different bases give
approximately the same results. Therefore following
Eqn (9) provides the dependence between cooperativity
factors determined by Eqns (7) and (8) [A(Dn)] and those
from enthalpies of HB [AI(DH)]:


AI DHð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
AðDnÞ


p
(9)


Equation (10) gives us the opportunity to calculate the
enthalpy of a cooperative HB of pyridine with dimer
(ROH)2:


DHBH
ðROHÞ2...NC5H5 ¼ DHBH


ROH...ROHð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
AOxðnÞ


p
� 1Þ


þDintðspÞHROH=C5H5N �
ffiffiffiffiffiffiffiffiffiffiffi
AbðnÞ


p


(10)


The values of the cooperative HB enthalpy of pyridine
with dimer (ROH)2 are listed in Table 5. The values of
DHBH


ROH . . .ROH are taken from Ref. 22. If we
compare the values of DHBH


(ROH)2 . . .NC5H5 (Table 5) with
Dint(sp)H


(ROH)n . . .NC5H5 values (Table 1), we can conclude
that they coincide within 2 kJmol�1. It means that the
cooperativity effect will reach a certain value after which
all additional molecules extending the chain will be
stabilized by a constant amount. It was demonstrated by
quantum chemical methods5,7 that the manifestation of
the cooperative effect of HB extends to 3–4 molecules of
associated species.


CONCLUSION


Average values of the cooperative HB enthalpy of
pyridine with associated species of methanol, ethanol,
butan-1-ol, hexan-1-ol, and octan-1-ol were determined
using a new calorimetric approach. The average enthalpy
of cooperative HB for all alcohols explored lies in the
range from �20.9 kJmol�1 (pyridineþmethanol) to
�18.7 kJmol�1 (pyridineþ octan-1-ol). The increase in
the cooperative HB enthalpy is about 20–30% relative to
the HB enthalpy in complex ROH . . .NC5H5.


Cooperativity factors of HB in the complexes
(ROH)2 . . .NC5H5 obtained by IR spectroscopy for all
alcohols investigated amount to 1.41� 0.04 for Ab and
1.54� 0.05 for Aox.


The average value of the cooperative HB enthalpy of
pyridine with dimer (ROH)2 is about �20.9�
0.1 kJmol�1.


The approach for the determination of the average
cooperative HB enthalpy suggested in this work, may be
used to determine the HB energies in the majority of
systems involving proton acceptor solutes and associated
solvents. It may also be valuable for water as the
solvent.
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ABSTRACT: Host–guest interactions of a-, b-, and g-cyclodextrin with three solvatochromic dyes derived
from barbituric and Meldrum’s acids, 5-(4-N,N-dimethylaminobenzylidene)-1,3-dimethyl-2,4,6(1H,3H,5H)-
pyrimidinetrione (1), 5-[bis(4-N,N-dimethylaminophenyl)methylene]-1,3-dimethyl-2,4,6(1H,3H,5H)-pyrimidine-
trione (2), and 5-(4-N,N-dimethylaminobenzylidene)-2,2-dimethyl-1,3-dioxane-4,6-dione (3), were studied by
UV–visible and 1H-NMR spectroscopic methods, and the obtained results compared with molecular dynamics
simulations employing the linear interaction energy (LIE) protocol. Copyright # 2006 John Wiley & Sons, Ltd.

KEYWORDS: cyclodextrins; barbituric and meldrum acid derivatives; molecular dynamics simulation

INTRODUCTION


Molecular dynamics simulations have been increasingly
employed for the study of host–guest interactions in
aqueous solution. Among various methods used for the
estimation of affinities of ligands for proteins,1 the linear
interaction energy (LIE) protocol is a relatively straight-
forward option, where the solvating water molecules are
treated explicitly, and not as a continuum.2,3


The method relies on the determination of two empi-
rical parameters, a and b, which account for the non-polar
and electrostatic contributions to the free energy of
association of the enzyme complex. These parameters
must be obtained from a regression analysis of a set of
experimentally determined binding energies for which
the LIE method has been applied.2–4


The method has been applied almost exclusively
to the estimation of affinities of ligands to proteins.1,5–8


The lack of applications to smaller host molecules
prompted us to employ the method in a study of
b-cyclodextrin (CD) inclusion complexes with two
solvatochromic dyes derived from N,N-dimethylbarbitu-
ric acid.9 Although association constants for the for-
mation of a wide variety of CD inclusion complexes are
available in the literature, the absence of corresponding
simulation studies employing the LIE method precluded
its use for the estimation of CD-dye binding energies.
In spite of this, we showed that the method could be used
for comparing different modes of inclusion of the dyes
into the hydrophobic CD cavity. We could also arrive at a
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qualitative comparison of the relative stabilities of these
different conformers in solution. Our theoretical predic-
tions were based on UV–visible spectral changes that did
not provide enough evidence for a quantitative compari-
son of the complexes and their association constants.
In the present work, we determined the association con-
stants of these and related CD complexes. In addition, by
means of 1H-NMR spectral analysis, we were able to
deduce host–guest interactions for these complexes. The
experimental results were compared with the complex
structure obtained by simulations employing the LIE
method in a complete study of a g-CD inclusion complex
with the dye 3.

RESULTS


UV–visible spectroscopic measurements


Formation of inclusion complexes was evident from
the spectra of dye 1 in the presence of increasing
concentrations of a- and g-CDs. In the first case, a
hypochromic shift of the charge-transfer maximum at
488 nm was observed (Figure 1a). In the latter case, this
hypochromic shift was accompanied by the appearance
of a shoulder near 450 nm (Figure 1b). In both cases,
isosbestic points suggested equilibria between two
species in solution.


Spectra of dye 2 exhibited small changes in the presence
of a- and g-CDs. A similar situation had rendered difficult
the determination of an association constant for the
complex formed between 2 and b-CD.9 In the present
work, we resorted to 1H-NMR measurements for the
determination of this constant (see below).


Negligible spectral changes were observed for
solutions of dye 3 in the presence of a- or b-CDs.

J. Phys. Org. Chem. 2006; 19: 786–792







NM


O


OO


MeMe


NMe2


NM


O


OO


MeMe


Me2 NMeN 2
1 2


OO


OO


NMe2


MeMe


3


Scheme 1


HOST–GUEST INTERACTIONS IN CYCLODEXTRIN INCLUSION COMPLEXES 787

Judging from these spectra, there was little association
between these species. With g-CD, more significant
changes were observed but their interpretation was not
straightforward. After an initial decrease of the CT
absorbance at 475 nm, upon addition of a nearly 300-fold
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Figure 1. Spectra of dye 1 in water:methanol (95:5) (dye
concentration ca.10�5M) in the presence of increasing
concentrations of a- (a) and g-CD (b). Curves in (a) corre-
spond, from top to bottom, to the following concentrations:
[a-CD]¼ 0, 2.0, 5.5, 12.0, 13.1, and 15.5mM. Curves in (b)
correspond, from top to bottom, to the following concen-
trations: [g-CD]¼ 0, 0.8, 1.3, 2.4, 3.6, and 4.6mM
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excess of g-CD, absorbance readings increased consist-
ently with the addition of more CD (Figure 2). Treatment
of five data points obtained for various concentrations
of g-CD, according to Eqn (3) below, yielded a straight
line with a very good correlation coefficient (0.998)
(Figure 3), allowing the determination of a 1:1 association
constant for the g-CD/dye 3 complex, given in Table 1.
These observations led us to discard the initial absor-
bance decrease as an artifact, arising from difficulties of
keeping guest concentrations constant in a supersatu-
rated solution. Such problems, met with supersaturated
solutions of CD inclusion complexes, are well docu-
mented in the literature.10


All association constants were obtained by addition
of a large excess of a CD to a fixed concentration [D]0


of the corresponding dye. Under these circumstances, and
assuming a 1:1 association, approximation (1) holds,


K ¼ ½C�=½CD� � ð½D�0 � ½C�Þ (1)


where [C] is the concentration of the complex in
equilibrium with dye D, and [CD] is the concentration
of added CD.


The complex concentration [C] may be expressed as a
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Figure 2. Spectra of dye 3 in water:methanol (95:5
(c¼1.7� 10�4M) in the presence of increasing concen-
trations of g-CD, [g-CD]¼0 (a), 5.1 (b), 7.7 (c), 9.3
(d), 12.8 (e), and 15.5 (f) mM
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Figure 3. Benesi–Hildebrand plot for the association of dye
3 with g-CD, according to Eqn (3) 3,863,883,903,92
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igure 4. Chemical-shift variation of the H-3 signal of b-CD
or increasing concentrations of cyclodextrin, added to a
.3� 10�4M solution of dye 2 in D2O/CD3OD 1:1. Curves
orrespond, in order of increasing intensities, to the follow-
g CD concentrations: 1.54�10�4, 5.14�10�4,
1.4� 10�4, and 154�10�4M
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function of absorbance variations, according to Eqn (2),


DA ¼ D" � K � ½D�0 � ½CD�=ð1 þ K � ½CD�Þ (2)


where DA¼A�A0 and De¼ eC� eD. A0 is the absor-
bance of pure [D]0, and the absorptivity subscripts refer to
the complex C and dye D.


Equation (2) may be written as (3), allowing the
association constant K to be determined by linear Benesi–
Hildebrand plots of [D]0.[CD]/DA versus [CD].


½D�0 � ½CD�=DA ¼ 1=D" � K þ ½CD�=D" (3)


An example of such a plot is shown in Figure 3, for
the determination of the association constant of dye 3
with g-CD.


Table 1 lists all the obtained association constants for
dyes 1–3 and the investigated CDs.

1H-NMR measurements


Because of the small variations of the UV–visible spectra
of dye 2 in the presence of increasing concentrations of
b-CD, we resorted to 1H-NMR titration measurements to
estimate its association constant and to investigate the
form of dye insertion into the b-CD cavity. Both
aminophenyl and barbituric-ring N—Me singlets exhib-
ited shifts with the addition of the host molecule The

able 1. 1:1 Association constants between dyes 1–3 and
Ds


ompound


Association constant Ka, M�1


a-cyclodextrin b-cyclodextrin g-cyclodextrin


86� 1 1001� 84b 694� 18
— 153� 21c —
— — 447� 77


Determined by UV-visible spectroscopic measurements, Eqn (3).
From Ref. 9.
Determined by 1H-NMR measurements.

T
C


C


1
2
3


a


b


c
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small association between host and guest required large
excesses of added CD, with observed shifts which were
not large. Nevertheless, they were significant, when
compared with other signals of the molecule, which were
not affected at all. No broadening of the signals was
observed, in an indication that equilibria were fast
enough for the spectrometer time scale. In addition, the
incorporation of the dye into the CD cavity was confirmed
by chemical-shift variations of the CD H-3 and H-5
protons. Such variations are illustrated in Figure 4.
Table 2 summarizes the effect of increasing concen-
trations of b-CD on the spectra of 2, with chemical-shift
variations of various host and guest protons.


A non-linear least-square fitting of the obtained curves
of (d� d0) versus [b-CD] , according to Eqn (4),11


d� d0 ¼ Dd � K � ½D�0 � ½b� CD�=ð1 þ K � ½b� CD�Þ
(4)


derived similarly to Eqn (2) above, and where
Dd¼ dC� d0 and the subscripts C and 0 refer to the
totally complexed and the free dye, respectively, allowed
the determination of the 1:1 association constant K for
this complex, based on the variations observed for the
aminophenyl- and the barbituric-ring N—Me singlets
(Figure 5). The average of these values is included in
Table 1.


In contrast with the behavior of dye 2/b-CD complex,
NMR measurements of solutions of compound 3 by it-
self and in the presence of a 30-fold excess of g-CD
showed that the donor and acceptor fragments of this dye
were affected differently by the host molecule. Signifi-
cant variations were observed for the signals correspo-
nding to the aromatic protons ortho (8.8 Hz) and meta
(5.2 Hz) to the NMe2 group. However, the largest
observed shift (20.4 Hz) was shown by the olefinic
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Table 2. Chemical-shift variations (in Hz) of some host and guest protons in the 1H-NMR spectra of dye 2 in D2O/CD3OD
(1:1 v/v), in the presence of increasing concentrations ofb-cyclodextrin


104� [b-CD], M


Cyclodextrin protons Dye 2 protons


H-3 H-5 N–CH3
a N(CH3)2


b Aromatic Hc Aromatic Hd


1.5 1553.5 1519.1 1269.4 1253.2 2953.0 2722.3
84 1555.1 1522.3 1277.1 1254.9 2955.4 2716.9
154 1555.9 1523.1 1280.3 1255.4 2957.4 2711.3


a From the barbituric ring system.
b From the dimethylaminophenyl group.
cmeta to the NMe2 substituent.
d ortho to the NMe2 substituent.
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proton of the substituted benzylidene moiety. The singlet
that corresponded to the NMe2 group exhibited a small
shift of 1.6 Hz upon addition of g-CD. The methyl singlet
of the acceptor dioxanedione fragment did not shift
appreciably (Dd¼ 0.4 Hz) with the addition of the host
molecule.


DISCUSSION


The 1H-NMR experiments with the complexes formed
between CDs and dyes 2 and 3 suggest different modes of
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Figure 5. Variation of the chemical shifts of the aminophe-
nyl-(a) and barbituric-ring (b) N–Me singlets of dye 2with the
addition of b-CD to a solution of 2 (1.3� 10�4M ) in D2O
CD3OD 1:1. Fitting curves correspond to Eqn (4)
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/


inclusion of these compounds into their hosts. The
evidences obtained for dye 3 point to the inclusion of the
whole molecule into the g-CD cavity. The lack of
sensitivity of the methyl singlets of the acceptor
dioxanedione moiety or of the NMe2 group to the
addition of g-CD suggests a structure where both ends of
the dye molecule lie outside the hydrophobic host
cavity.


A different behavior was observed for the b-CD/dye 2
system. Here both the aminophenyl and the barbituric
rings were affected by the addition of the host, as shown
by the fact that the N—Me barbituric and the aromatic
protons ortho to the NMe2 group shifted significantly in
the presence of the CD (see Table 2). The incorporation
of the dye into the hydrophobic cavity of b-CD was
confirmed by chemical-shift variations of the CD H-3
and H-5 signals (Fig. 4). These observations pointed to
the formation of one dye–CD complex, where the two
ring systems were encapsulated within the CD cavity;
or to the existence of two different complexes in fast
equilibrium, with the CD cavity occupied alternatively
by either ring system. The first possibility was discarded
on the basis of the steric hindrance which would result
from the insertion of two substituted aromatic rings into
the b-CD cavity. Our previous simulations with this
system supported this view and suggested the second
alternative as more reasonable. Application of the LIE
protocol to the two possible orientations of 2 with b-CD
had suggested that they should be equally stable.9
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Our present results support these predictions. The
observation that, upon addition of increasing concen-
trations of b-CD, signals from the aminophenyl and
the barbituric rings of dye 2 exhibit significant shifts
may be reconciled with the proposal of a fast equili-
brium between equally stable configurations 2a and 2b.
As a result, both the aromatic and the barbituric rings
experience the hydrophobic cavity of the CD host in the
1:1 complex.


In order to compare our conclusions based on experi-
mental evidence, with theoretically predicted results, we
carried out molecular dynamics simulations for the
inclusion complex formed between g-CD and dye 3.We
followed the same LIE protocol described previously,9


based on the thermodynamic cycle depicted below.2


The binding free energy DGbind is given by
expression (5),


DGbind ¼aðDEnon-polar
bound � DE


non-polar
free Þ


þ b � ðDEpolar
bound � DE


polar
free Þ:


(5)


which relates this experimental value with the calculated
energies DE. Two simulations are performed, by soaking
the free dye and the bound dye–host complex in the
same sphere of water molecules. Each simulation yields
a non-polar and a polar term, so that the differences

Scheme 4
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(DE
non-polar
bound �DE


non-polar
free ) and (DE


polar
bound �DE


polar
free ) mea-


sure the total non-polar and polar energy contributions,
respectively, to the complexation process in water. If a
and b values are available from a regression analysis of
a series of experimental binding free energies and
corresponding simulations, new binding energies may
be estimated from theoretical simulations. We have
shown that the fact that these values are not available
does not preclude the comparison of different configur-
ations for a given complex.9 By arbitrarily assuming
a¼b¼ 1 for a set of related complexes, we obtain energy
values DEtotal from relationship (6).


DEtotal ¼ ðDEnon-polar
bound �DE


non-polar
free Þ þ ðDEpolar


bound�DE
polar
free Þ


(6)


These values may depart significantly from the real
binding energies. Nevertheless, for a given set of
compounds, they may be used to compare relative
stabilities and affinities within the set.


Following this procedure, we obtained the energies
given in Table 3 for the g-CD/dye 3 complex. For the sake
of comparison, previously calculated energies for
complexes of dyes 1 and 2 with b-CD following the
same protocol9 are also given in this Table.


The obtained structure for the g-CD/dye 3 complex
after simulation is shown in Fig. 6. The complex
structure agrees very well with our expectations based
on the 1H-NMR analysis described above. The olefinic
proton, situated in the middle of the hydrophobic CD
cavity exhibits the largest chemical-shift variation. This
effect is transmitted through conjugation to the aromatic
protons and, to a smaller extent, to the NMe2 group,
which lies almost outside the cavity. The methyl protons
at the other extreme of the dye molecule are similarly
unaffected by the CD microenvironment, since they also
lie practically outside the host cavity.


We had previously suggested9 that a comparison of the
theoretical energies obtained from the application of the
LIE method to different b-CD/dye complexes could
be used to predict relative stabilities of various
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Table 3. Calculated interaction energies for complexes between dyes 1, 2, and 3 in various orientations and cyclodextrins
DEtotal


Dye–CD Complex


Calculated energy values (kcal �mol�1)a


DE
non-polar
free DE


non-polar
bound DE


polar
free DE


polar
bound DEtotal


1b �20.73� 3.60 �30.17� 1.68 �20.15� 6.61 �7.14� 1.69 3.57
2ac �36.24� 3.61 �40.34� 2.04 �30.28� 5.87 �9.47� 1.96 16.71
2bd �36.24� 3.61 �41.89� 2.76 �30.28� 5.87 �6.66� 2.80 17.97
3e �22.00� 2.77 �27.36� 2.18 �20.79� 4.87 �4.80� 1.74 10.63


a For a definition of the energy terms, see the text and Eqns (5) and (6).
b Complex with b-CD, see Ref. 9.
c Complex with b-CD, with the aromatic phenyl ring inside the host cavity, see Ref. 9.
d Complex with b-CD, with the aromatic phenyl ring outside the host cavity, see Ref. 9.
e Complex with g-CD.
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conformations, in spite of the fact that these energies
might deviate significantly from experimental binding
energies. A comparison of the energy values DEtotal of
Table 3 with the experimental association constants K of
Table 1 suggests some qualitative correlation between
these terms. DEtotal values increase in the order b-CD/
1< g-CD/3<b-CD/2. As argued before,9 complex
stability should be greatest for the most negative, or
least positive DEtotal value. Thus, stability should
decrease in the order b-CD/1> g-CD/3>b-CD/2, in
agreement with the K values listed in Table 1,
1001> 447> 138 M�1, respectively.


In this analysis, we are comparing complexes with
different CDs. Any conclusions drawn from such a small
set of examples must be taken with caution. We cannot
decide at this stage if the trend observed for the above
complexes may be extrapolated to CD inclusion
complexes in general. If this is true, energy values from
simulations employing the LIE method could be used to
estimate binding energies for any CD inclusion complex,
in which case, the a and b parameters of Eqn (5) should
not vary for different host or guest molecules. In order to
verify these hypotheses, a larger set of experimental

Figure 6. Structure of the dye 3/g-CD complex in water,
after molecular dynamics simulations. For the sake of clarity,
all water molecules and hydrogen atoms are omitted
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association constants K and theoretical energy values
from the LIE method should be available, covering a
wider variety of CD complexes. Further work in this line
is under way in our laboratories.


EXPERIMENTAL


UV–visible spectra were recorded with a Unicam UV4
spectrophotometer. 1H-NMR spectra of the pure com-
pounds were obtained with a Bruker Avance 400-MHz
equipment, employing tetramethylsilane as internal
standard. Melting points were recorded with a Micro-
thermal capillary melting point apparatus and were not
corrected.


a-, b-, and g-CDs were purchased from Aldrich. Dye 1
was prepared by condensation of 4-(dimethylamino)ben-
zaldehyde with N,N-dimethylbarbituric acid (Aldrich ),
as described previously,12 mp 225–2278C, lit.12 mp
224–2268C 1H-NMR (CDCl3) d 3.16 (s, 6H, NMe2);
3.40 (s, 6H, CON—CH3); 6.70 (d, 2H, J¼ 9 Hz, ArH
ortho to NMe2); 8.41 (d, 2 H, J¼ 9 Hz, Ar-H meta to
NMe2); 8.44 (s, 1 H, C——CH). Dye 2 was prepared in a
similar way, by condensation of N,N-dimethylbarbi-
turic acid with 4,40-bis(dimethylamino)benzophenone,
mp 226–2288C, lit.12 mp 227–2308C. 1H-NMR (CDCl3) d
3.13 (s, 12H, N(CH3)2); 3.33 (s, 6H, CON—CH3); 6.65
(d, 4H, J¼ 9 Hz, ArH ortho to NMe2); 7.25 (d, 4H,
J¼ 9 Hz, Ar-H meta to NMe2). Compound 3 was obtained
by condensation of 2,2-dimethyl-1,3-dioxane-4,6-dione
(Meldrum’s acid) (Aldrich) with 4-(dimethylamino)
benzaldehyde following our reported procedure13, mp
167–1698C, lit.13 mp 165–1678C. 1H-NMR (CDCl3) d
1.74 (s, 6H, OC(CH3)2); 3.13 (s, 6H, N(CH3)2); 6.66 (d,
2H, J¼ 9.5 Hz, Ar-H ortho to NMe2); 8.22 (d, 2H,
J¼ 9.5 Hz, Ar-H meta to NMe2; 8.27 (s, 1H, C——CH).


Aqueous solutions of dyes 1 and 3 were prepared with
distilled water, to which 5% v/v of methanol was added.
Aqueous solutions of dyes 2 required no added methanol
for solubilization. In all cases, sonication was employed
to facilitate the solubilization of the dyes in the aqueous
media. Solutions for the 1H-NMR spectra of dyes 2 and 3
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in the presence of CDs were prepared in 1:1 vol mixtures
of D2O:CD3OD (99þ atom %, Aldrich). The residual
solvent signal for CD3OD (d 3.31 referred to TMS) was
employed as internal reference for all observed chemical
shifts in these mixtures.


Molecular dynamics simulations were performed
with the CHARMM27 force field14 employing the
crystallized g-CD structure available from the PDB
crystallographic data base.15 The structure of dye 3 was
generated with InsightII16 and optimized with the AM1
basis set. The partial atomic charges of the molecules
were calculated using the restrained electrostatic
potential (RESP) fitting procedure. Electrostatic
potentials were generated at the Hartree–Fock /6-
31G� level. The dye was docked into the g-CD cavity
using Autodock v 3.017 and the most stable confor-
mation chosen as starting point for simulations in
water. Then two simulations were performed in water,
one involving the dye and the other the dye/g-CD
complex. The molecule and complex were soaked into
a 20-Å-radius sphere built with the TIP3P water
model.18 After an initial minimization, followed by a
600-step heating to 300 K, the system was allowed to
reach equilibrium through 500 steps, followed by an
acquisition period of 200 ps. During data collection, all
systems showed potential-energy fluctuations smaller
than 10%. All calculations were done using a cutoff
value of 10 Å.
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ABSTRACT: The effects of the substituent X on the homolysis rate constants (kd) of SG1-propionate type
alkoxyamines (SG1-CHMeCOOX) are analyzed by a multiparametric equation with y, the steric constant and sI,
the polar inductive/field Hammett constant of X. An influence of long-range polar and steric effects on kd was
observed, that is, decrease in kd with increasing size of the X group and increase in kd with increasing polarity of the X
group. Copyright # 2006 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894–3230/suppmat/
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INTRODUCTION


A decade ago, Rizzardo1 and Georges2 showed that it was
possible to prepare well-defined living/controlled poly-
mers using nitroxyl radicals as controllers. Nitroxide
mediated polymerization (NMP) was born3,4 and follow-
ing this pioneering work, numerous studies have been
carried out to elucidate the mechanism5 and the kinetics
of NMP processes,6–8 to prepare new materials3,9,10 and
to develop efficient initiators/controllers.11–16 Scheme 1
displays the ideal NMP process, with kd the rate constant
for the homolysis of the C—ON bond of the alkoxyamine
(so-called dormant species), kc the rate constant for the
reformation of the alkoxyamine, kp the propagation rate
constant of the polymerization and kt the self-termination
rate constant of the reactions yielding dead polymers.


Alkoxyamines (R1R2NOR3) are the key intermediates5


of a NMP process and the strength of the C—ON bond is a
crucial parameter to control.6,11,15,16 It has been shown that
the activation energy (Ea) of their homolysis is a good
estimate of the value of the bond dissociation energy
(BDE) of the C—ON bond.17,18 We15,17,19–22 and
others11,23–29 have shown that the C—ON bond of
alkoxyamines was either strengthened by anomeric26,29


(heteroatom bonded to the carbon) and polar11,22,26,28,29


(electron withdrawing groups (EWG) bonded to the
nitrogen atom) effects or weakened by the stabiliz-
ation11,17,21,23,24,26,29 of the released alkyl and nitroxyl29


(intramolecular hydrogen bond IHB) radicals, and by
the steric strain and polar effects of both alkyl and
nitroxyl fragments.11,13–29 Recently, Ananchenko et al.30,31


observed a decrease in kd with bulkier alkyl groups. Thus,
we investigated the influence of this long range steric
effect and observed that the values of kd decreased linearly
(Eqns 1(a) and 1(b)) with the increasing size of the
substituent X of SG1-CHMeCOOX alkoxyamines 1–9
(Scheme 2).32 Furthermore, it was noted that alkoxya-
mines 13 and 14 (SG1-CHMeCOOPh-4-Z type, Scheme 2)
exhibited long-range polar effect, that is kd increased with
the increasing electron-withdrawing capacities of the
Z groups.32 A thorough study of the series 10–17 showed a
clear influence of the polarity of the benzene ring para-
substituent on kd but the importance of the effect, that is the
slope of the regression, was different for each isomer
(Eqns 2(a) and 2(b)).33 Such difference can be ascribed
either to a different steric effect of the aromatic ring,34,35


for each isomer or to a polar effect depending on the
conformation36–38 of the alkoxyamine, or even to
stereoelectronic effects.39 Aiming to discriminate between
these three possibilities, in this work we prepared
alkoxyamines 18–22 containing halogenoalkyl groups
(CH2CH3�nXn, X¼ F, Cl, and Br, Scheme 2). The
homolysis rate constants kd of both isomers weremeasured
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and correlated to the steric (Es) and polar (sI) Hammet
constants.
For RR/SS isomers:


log
kd


s�1
¼ �3:07ð�0:04Þ þ 0:13ð�0:02Þ � Es (1a)


For RS/SR isomers:


log
kd


s�1
¼ �2:59ð�0:03Þ þ 0:14ð�0:02Þ � Es (1b)


For RR/SS isomers:


log
kd


s�1
¼ �4:3ð�0:1Þ þ 4:3ð�0:2Þ � sI;4�XC6H4


(2a)


For RS/SR isomers:


log
kd


s�1
¼ �3:6ð�0:1Þ þ 2:3ð�0:3Þ � sI;4�XC6H4


(2b)


EXPERIMENTAL SECTION


Solvents for synthesis, triethylamine, 4-(dimethylami-
no)pyridine (DMAP), thionyl chloride (SOCl2), and
halogenoalcohols were purchased from Aldrich and used
as received. TEMPO was purchased from Acros and
sublimed. tert-Butylbenzene was purchased from Aldrich
and purified by a conventional procedure.40 Amine 23
was prepared as previously described12 and used as
internal standard for kinetic experiments. Nitroxyl radical
24 (SG1, Scheme 2) was kindly provided by Arkema and
alkoxyamine 25 (Scheme 2) was prepared as already
described.32 Reactions were monitored by TLC (60 F 240
silica gel plates, eluent ethyl acetate/pentane 1/1), with
UV and phosphomolybdic acid detection. Alkoxyamines
were purified by chromatography (60 Silica gel, 70–230


Scheme 2


Scheme 1
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mesh, Merck), eluent: ethyl acetate/pentane 3/1. NMR
experiments were performed in CDCl3 on a 300 Avance
Bruker spectrometer (1H 300MHz, 13C 75.48MHz and
31P 121.59MHz) in the Spectropôle (Marseille) where the
elemental analyses were also performed. Chemical shifts
were given with TMS as internal reference for 1H NMR,
CDCl3 (internal reference) for


13C NMR and H3PO4 85%
(external reference) for 31P NMR. The experimental
procedure for kinetic measurements by 31P-NMR
spectroscopy has been described earlier,41tert-butylben-
zene was used as a solvent and a twofold excess of
TEMPO was employed as radical trap.


General procedure


A solution of 25 (4.0 g, 11.0mmol) in CH2Cl2 was
degassed by nitrogen bubbling for 10 min. Then, 3
equivalents SOCl2 (2.4mL, 33.0mmol) were added under
nitrogen atmosphere. The mixture was stirred for 45 min
at room temperature and the excess of SOCl2 was
removed under vacuum (0.1mb) to yield alkoxyamine 29.
Crude 29 was diluted in ether and then a 20mL ether
solution of alcohol (2 eq.), Et3N (1 eq., 1.5mL, 11mmol)
and DMAP (0.4 eq., 0.3 g, 2.4mmol) was added under
nitrogen atmosphere. A white solid precipitated and the
mixture was stirred for 4 h at room temperature. The
white solid was filtered off and the solvent removed to
yield oil. The oil was dissolved in 30mL of ether, then


washed three times with 15mL of NH4Cl 5% aqueous
solution, three times with 15mL of a saturated sodium
carbonate aqueous solution and with water to neutral pH.
The organic layer was dried over anhydrous MgSO4 and
the solvent removed to yield oil which was purified by
column chromatography to afford alkoxyamines 18–22
(see SI).


RESULTS


Alkoxyamines 18–22 were prepared as depicted in
Scheme 3.32,33 Since each of these alkoxyamines exhibits
two chiral centers (see Scheme 2), two isomers were
obtained for each molecule. Their 31P NMR signals were
not significantly different from those of series 1–17.
Therefore, with the absolute configurations attributed to 9
and 1742 given by the X-ray structures, the 31P NMR
shifts of ca. 24.7 and 24.0 ppm correspond to the RR/SS
and RS/SR diastereoisomers, respectively (See Exper-
imental and Table 1).32,33


The kd of both diastereoisomers were measured in a
single 31P NMR by monitoring the decay of the
alkoxyamine, and given by Eqn (3).41


ln
½alkoxyamine�t
½alkoxyamine�0


¼ �kd � t (3)


Activation energies Ea were estimated using the
average frequency factor 2.4� 1014 s�1 defined in the


Table 1. 31P NMR shifts d, homolysis rate constants kd, activation energies Ea for alkoxyamines 18–22


d (ppm)a


T (8C)b


kd (10
�4 s�1)c Ea (kJ/mol)d kd


120 (10�4 s�1)


RR/SS SR/RS RR/SS SR/RS RR/SS SR/RS RR/SS SR/RS


18 24.6 24.2 110 3.4 8.4 130.7 127.6 10.2 26.3
111 4.2 13.0


19 24.4 24.2 110 6.1 12.6 128.9 126.7 17.7 34.6
107 4.8 9.0


20 24.3 24.0 111 10.5 23.8 128.1 125.3 22.6 53.2
109 6.2 16.1


21 24.9 24.6 109 5.3 13.3 129.1 126.4 16.6 38.0
107 4.2 9.4


22 24.5 24.1 111 5.0 12.1 130.0 127.3 12.6 28.8
109 3.9 9.0


aAmine 23 as internal standard in C6D6/tert-butylbenzene d¼ 31.0 ppm.
b Temperature� 18C.
c Errors were less than 5%.
dEa� 2 kJmol�1.


Scheme 3
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literature,17,29 and then all the kd were re-estimated at
120 8C to facilitate the comparison with published data.
There are more than 40 Arrhenius parameters available in
the literature, and most of them are in the region
5� 1013 s�1–5� 1014 s�1.43 Because of the A–Ea com-
pensation error effect,44 it is very difficult to determine
small changes in A values; therefore, it is easier to use an
averaged frequency factor to determine Ea values, and
then to estimate kd at the suitable temperature for
comparison. Although all the Ea values shown in Table 1
are within the experimental error (�2 kJmol�1), the
values of kd are accurate enough (less than 10% error) for
the discussion. Furthermore, for alkoxyamines 10–17, it
was shown that the plot kd versus sI at 120 8C afforded
similar regression coefficients than the plot at 110 8C,
supporting the use of A¼ 2.0� 1014 s�1 to estimate kd at
temperature close to the experimental one.33 The plot of
kd versus (sI, Es) for 1–9, and 18–22 (not reported), at
110 8C, afforded close regression coefficients. Values of
kd,


31P NMR shifts, temperatures, kd at 120 8C and Ea


values of 18–22 are gathered in Table 1. The polar45 (sI)
and steric35 (Es) constants of CH2CH2F, CH2CHF2,
CH2CF3, CH2CCl3, and CH2CBr3 were estimated with
Eqns (4)46 and (5),35 respectively. They are stored in
Table 1SI along with the Charton47,48 (y) steric constants,
and the missing y for CH2CH2F, CH2CHF2, CH2CF3,
CH2CCl3, and CH2CBr3 groups are given by Eqn (6).49


sIðCH2RÞ ¼ 0:416� sIðRÞ � 0:0103 (4)


EsðCR1R2R3Þ ¼ � 2:104þ 3:429� EsðR1Þ þ 1:978


� EsðR2Þ þ 0:649� EsðR3Þ
(5)


y ¼ 0:502� 0:477� Es (6)


Fujita et al.35 showed that the steric effect can be
represented by a linear combination (Eqn (5)) of the
individual Taft steric constants for a group R, noted
Es(Ri), with i being the rank related to the value of
Es(Ri), that is its size (the more negative Es(Ri) is, the
larger Ri is).


Ea values of alkoxyamines 1–17 were determined in
our previous works.32,33Ea values, Taft (Es) and Charton
(y) steric constants, polar (sI and sI,Ph-4-Z) Hammett
constants, steric (yCHMeCOOX) and polar (sI,CHMeCOOX)
constants of the CHMeCOOX groups in alkoxyamines
1–22 are listed in Table 1SI. In a recent paper,21 we
provided an analysis of the kd values in terms of
stabilizing (sRS), polar (sI) and steric (y) effects
(Eqn (7)). It is generally accepted that the size and the
polarity of the alkoxy group of the ester function exert
only a weak influence – if any – onto the reactive center.50


Despite the presence of long-range (4–7 s bonds) polar
and steric effects, it would be interesting to correlate
series 1–22 to Eqn (7). It was assumed that the
halogenoalkyl groups exhibited the same steric effect
for both diastereoisomers and that the polar effect was


dependent only on the position of the COOR group and
not on the position of the CH2CH3�nXn groups. To avoid
using too many parameters, and because the Es and y
values are highly correlated (Eqn (6)),49 the y values were
used to define the new set of steric constants. Thus, new
constants yCHMeCOOX and sI,CHMeCOOX have to be
developed to account for the steric and polar influence
of the X groups of the ester moiety (Eqns (8) and (9)) with
j and k the correction terms for the steric and polar effects
of the X group, respectively.


log kd ¼ �14:3ð�1:3Þ þ 15:3ð�2:2Þ � sRS


þ 19:5ð�3:0Þ � sI þ 7:0ð�1:1Þ � y (7)


R2 ¼ 0:85 N ¼ 19 s ¼ 0:80 F99;99 ¼ 29


Assuming that Eqn (7) holds for the series 1–22 and
that the stabilizing effect is not affected by the ester
substituent,33 and using alkoxyamines 2 and 9 (same
polar effect) with yCHMeCOOMe (1.0) and sI,CHMeCOOMe


(0.09) as references, the values of �0.103 and �0.095
for j of RR/SS and RS/SR diastereoisomers, respectively,
were estimated with Eqns 10–14. Because the slopes of
log (kd) versus sI for the two isomers are too different
from one another (Eqns 2(a) and 2(b)) and because the
values of Es and y for the phenyl group are not clearly
established,34,35,47,49 the series 10–17 was not used to
determine the values of k. The values of 0.283 and 0.251
for k of RR/SS and RS/SR diastereoisomers, respectively,
were estimated with Eqns (15)–(18), when applied to
alkoxyamines 9 and 20. For the sake of simplicity,
averaged values of �0.099 and 0.267 were used for j
and k, respectively.


yCHMeCOOX ¼ yCHMeCOOMe þ j� yX � j� yMe (8)


sI;CHMeCOOX


¼ sI;CHMeCOOMe þ k� sI;X � k� sI;Me (9)


log kd;9 ¼ log k0 þ rRS � sRS;CHMeCOOMe þ rI


� sI;CHMeCOOMe þ d� yCHMeCOOMe (10)


log kd;2 ¼ log k0 þ rRS � sRS;CHMeCOOt�Bu þ rI


� sI;CHMeCOOt�Bu þ d� yCHMeCOOt�Bu (11)


D log kd


d
¼ yCHMeCOOMe � yCHMeCOOt�Bu (12)


yCHMeCOOt�Bu


¼ yCHMeCOOMe þ j� yt�Bu � j� yMe (13)


j ¼ D log kd


dðyMe � yt�BuÞ (14)
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log kd;20 ¼ log k0 þ rRS � sRS;CHMeCOOCH2CF3


þ rI � sI;CHMeCOOCH2CF3 þ d


� yCHMeCOOCH2CF3 (15)


D log kd � djðyMe � yCH2CF3Þ
r1


¼ sI;CHMeCOOMe � sI;CHMeCOOCH2CF3 (16)


sI;CHCOOCH2CF3


¼ sI;CHCOOMe þ k� sI;CH2CF3 � k� sMe (17)


k ¼ D log kd � djðyMe � yCH2CF3Þ
rIðsMe � sI;CH2CF3Þ


(18)


Because the phenyl ring is a steric ‘‘Janus’’ group,34,35


the value of Es (Es¼�1.8, Table 1SI) was chosen to yield
the best fit (Eqns 23(a) and 23(b), Table 2).


DISCUSSION


When the kd of 18–22 are compared to those of 9
(Table 1SI), the importance of the polar effect is not
striking, that is 20 decomposes roughly two times faster
than 9. On the other hand, assuming the absence of any
polar effect, Eqns 1(a) and 1(b) give 6.8, 5.9, 5.1, 4.3, and
4.0� 10�4 s�1, and 20.3, 17.5, 14.8, 12.2, and
11.3� 10�4 s�1 as values of kd for RR/SS and RS/SR
isomers of alkoxyamines 18–22, respectively. Keeping in


mind that the distance between the halogen atom(s) and
the reactive center is 5 s-bonds, the comparison of these
estimated values with the experimental values (Table 1SI)
shows that the polar effect increases from weak in 18 (kd
measured ca. 1.5 times as high as kd estimated) to strong
in 20 (kd measured ca. 4.5 times as high as kd estimated).
This increase is even more striking (8 and 4 times
stronger) when the estimated kd of the isomers of 17 (5.0
and 14.0� 10�4 s�1) was compared with the experimen-
tal kd values (38.0 and 56.4� 10�4 s�1). Thus, the values
of kd were analyzed as a linear combination of the long-
range polar and steric effects (Eqn (19)).


logðkd=s�1Þ
¼ log k0 þ rI � sI þ d� Esðor d0 � yÞ (19)


As expected, the plots log (kd/s
�1) versus sI (not


shown, Eqns 20(a) and 20(b) in Table 2) and log (kd/s
�1)


versus Es (Fig. 1, Eqns 21(a) and 21(b) in Table 2) display
scattered dots for the alkoxyamines of series 1–9 and
18–22. On the other hand, a biparameter (Es, sI)
correlation exhibits good statistical output (Eqns 22(a)
and 22(b), Table 2) and accounts for the influence of
the sizes and the polarities of the ester groups for 1–9 and
18–22 (Fig. 2). The coefficients rI obtained in Eqns 22(a)
and 22(b) are different for each isomer and different from
those in Eqns 2(a) and 2(b) while coefficients d are the
same in Eqns 1(a) and 1(b), and Eqns 22(a) and 22(b). The
close values of DrI for the series 1–9 and 18–22
(DrU¼ 0.82) and for the series 10–17 (DrU¼ 1.0) leads
to discard the possibly enhanced polar effect due to the


Table 2. Coefficients rI, d, and d0 for the linear combinations of kd (Eqn (19)) at 1208C with the molecular descriptors for the
polar (sI) and the steric (Es or y) effects for both isomers (a for RR/SS and b for RS/SR) of series 1–22, and the statistical outputs


Equations log kd,0 rI
a db d0c nd se R2f tg Fh


20a �3.20 (�0.06) 2.98 (�0.72) — — 14 0.18 0.59 99.87 —
21a �2.96 (�0.11) — 0.08 (�0.06) — 14 0.26 0.54 81.25 —
22a �3.04 (�0.04) 3.53 (�0.34) 0.13 (�0.02) — 14 0.09 0.92 99.99 61
23a �3.04 (�0.03) 3.66 (�0.19) 0.13 (�0.02) — 22 0.07 0.95 99.99 191
24a �2.99 (�0.17) — — �0.08 (�0.14) 14 0.28 0.02 40.00
25a �2.93 (�0.06) 4.02 (�0.44) — �0.31 (�0.06) 14 0.10 0.89 99.99 43
26a �2.93 (�0.05) 4.05 (�0.24) — �0.31 (�0.04) 22 0.08 0.94 99.99 147
20b �2.73 (�0.06) 2.16 (�0.71) — — 14 0.18 0.44 99.00 —
21b �2.50 (�0.09) — 0.10 (�0.05) — 14 0.21 0.26 94.00 —
22b �2.57 (�0.03) 2.71 (�0.30) 0.13 (�0.02) — 14 0.07 0.91 99.99 59
23b �2.56 (�0.03) 2.61 (�0.16) 0.13 (�0.01) — 22 0.06 0.94 99.99 140
24b �2.50 (�0.14) — — �0.13 (�0.12) 14 0.23 0.10 81.00
25b �2.44 (�0.05) 3.23 (�0.38) — �0.31 (�0.05) 14 0.09 0.88 99.99 41
26b �2.45 (�0.05) 2.98 (�0.23) — �0.29 (�0.04) 22 0.08 0.90 99.99 87


a Coefficient for the polar effect sI.
b Coefficient for the steric effect Es.
c Coefficient for the steric effect y.
d Number of data.
e Standard deviation.
f Square of the linear regression coefficient.
g Student t-test given in per cent.
hF-test at 99.99% confidence.
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position of the aromatic ring.36–38 When all the
alkoxyamines 1–22 are taken into account, biparameter
Eqns 23(a) and 23(b) well account for the polar and steric
effects of the ester group. The weaker polar effect for the
RS/SR than for the RR/SS isomer is due to the dependence
of sI on the geometry of the molecule (the anchimeric
effect, see Ref. 42). It is noteworthy that the long-range
steric effect does not depend on the configuration of the
alkoxyamine, that is both isomers exhibit the same slope
(Eqns (1) and (21)–(26) in Table 2). With weighting
equations,51 it appears that the polar effect is the major
contribution (54%–70%, Table 2SI) to the cleavage. The
steric contribution is larger in Eqn (22) than in Eqn (23)
(Table 2SI). In fact, for Eqn (22), 9 alkoxyamines (series
1–9) exhibit a pure steric effect and 5 alkoxyamines


(series 18–22) exhibit steric and polar effects, whereas for
Eqn (23), the number of molecules (9 alkoxyamines)
exhibiting a pure steric effect is balanced by the number
of molecules (8 alkoxyamines, series 10–17) exhibiting a
pure polar effect. All the comments made on and from the
correlations using Es as steric molecular descriptors hold
for the correlations using y but the statistical output are
slightly poorer (Eqns (24)–(26a and b), Table 2).


Because the statistical output and weight coefficients
(Table 2SI) of Eqn (28) (three parameters) are very close
to those of Eqn (27) (five parameters), there is no need to
use more than three parameters to fit the whole set of data.
When the two isomers of each of the alkoxyamines 1–22
are fitted with Eqn (28) (Fig. 2SI), the RR/SS isomer data
are closer to the straight line than the RS/SR isomer data.
This result could mean that the RR/SS and the RS/SR
isomers exhibit a normal and an enhanced polar effect,
respectively. The enhanced polar effect could be due to
the RS/SR configuration which allows either a preferred
conformation, in which the distance and the angle
between the reactive center and the polar group are
optimum, or a possible interaction between the ester
group and the phosphoryl group.42


log
kd


s�1
¼ �14:62ð�0:74Þ þ 15:75ð�1:25Þ � sRS


þ 19:75ð�1:65Þ � s0
I þ 7:28ð�0:61Þ


� y0 þ 3:49ð�0:91Þ � sI


� 0:27ð�0:12Þ � y (27)


R2 ¼ 0:85 s ¼ 0:42 N ¼ 61 F99;99 ¼ 65


log
kd


s�1
¼ �14:03ð�0:73Þ þ 15:38ð�1:30Þ � sRS


þ 18:83ð�1:45Þ � s0
I þ 6:79ð�0:60Þ


� y0 (28)


R2 ¼ 0:84 s ¼ 0:44 N ¼ 61 F99;99 ¼ 97


We have already discussed the short- and long-range
polar effect,20,21,33 and ascribed it to the change in
electronegativity difference between the oxygen and the
carbon atoms of the C—ON bond. This involves
stabilization or destabilization (small Dx) of the
alkoxyamine, that is decrease or increase of kd,
respectively. However, the presence of a long-range
effect is better accounted for by through-space trans-
mission (field effect) of the substituent polarity to the
reactive center rather than by through s-bond trans-
mission (inductive effect) of this polarity to the reactive
center.36,42,52 Such through-space transmission of the
polarity may account for the kd increase with the
increasing length of the polybutylacrylate-SG1 polymer,
as observed by the authors.53 That is, assuming a folded
polymer chain, the longer the chain, the more numerous


Figure 1. Plot of log (kd/s
�1) at 120 8C versus Es for alkox-


yamines 1–9 (filled symbols) and 18–22 (open symbols).
(&, &) RR/SS isomers, (*, *) RS/SR isomers. The straight
lines are for Eqns 1(a) and 1(b) and for data 1–9


Figure 2. Plot of log (kd/s
�1) at 120 8C versus Eqns 23(a)


(square) and 23(b) (circle), (&,&, ) RR/SS isomers, (*,* )
RS/SR isomers, for alkoxyamines 1–9 (filled symbols), 10–17
(crossed symbols), and 18–22 (open symbols)
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the polar units close to the reactive center and therefore
the higher the polarity at the carbon atom of the cleaved
C—ON bond, the larger the values of kd.


In a recent work,30 we showed that the kds of TEMPO-
based alkoxyamines did not exhibit such dependence on
the size of the alkyl ester group. This absence of
dependence could be due either to a very fast exchange
process or to the alkyl fragment pre-set in the right
conformation for the one-step homolysis pathway.


CONCLUSION


Our results support and exemplify the presence of long-
range steric and polar effects in ester SG1-based
alkoxyamines 1–22. The long-range steric effect is
accounted for either by the presence of a conformer or
by an activation entropy effect (DS 6¼). The long-range
polar effect is configuration dependent and thus resembles
the field effect which depends on the proximity of the
reaction center to the polar group. This long-range polar
effect occurs in the initial state and was ascribed
previously to the change in electronegativity difference
between the atoms forming the cleaved bond.
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ABSTRACT: TiO2-sensitised photo-oxidation of �-alkylbenzyl methyl ethers in deaerated CH3CN gives the expected
corresponding ketone, whereas in an aerated medium a dealkylation compound (methyl benzoate) is obtained as the
principal product, with respect to the ketone, or the exclusive product (when the alkyl group is tert-butyl). The product
analysis and distribution, together with a qualitative estimate of the relative reactivity, suggest that the mechanism in
deaerated CH3CN is the same as that previously hypothesized for non-�-alkylated benzyl ethers; in particular, the
carbonyl compound should be formed through oxidation of the benzylic radical (obtained by deprotonation of the
cation radical) to the corresponding cation. To justify the formation of methyl benzoate in an aerated medium, a
reasonable hypothesis is that the �-alkyl-�-methoxybenzylperoxy radical (obtained from the competitive attack of
oxygen on the benzylic radical) undergoes a dealkylation process; in particular, this intermediate, as a tertiary peroxy
radical, could form a dimer that evolves into the corresponding oxy radical, giving the ester through a �-scission
process. The general mechanism suggested in aerated medium was confirmed by evaluating the relationship between
the ester/carbonyl (E/C) molar ratio and the adiabatic ionization potential of the benzylic radical intermediate. To
evaluate the influence of medium heterogeneity, the E/C ratio data were compared with those obtained from an
electron-transfer photosensitised [by 9,10-dicyanoanthracene (DCA)] oxidation in a homogeneous phase. A
significant confirmation of the mechanism, in both deaerated and aerated media, was obtained by the reaction
performed from 4-methoxy-�-ethylbenzyl methyl ether (as a model) in the presence of H2


18O, sensitised by either
TiO2 or DCA. Copyright # 2005 John Wiley & Sons, Ltd.


KEYWORDS: titanium dioxide; photo-oxidation; benzyl ethers; ionization potential


INTRODUCTION


The heterogeneous photo-oxidation of organic com-
pounds sensitised by semiconductors such as TiO2, a
process used to decontaminate waste water,1 can also be
used to generate radical cations (electron-transfer process
from the substrate) and radicals (derived from these inter-
mediates) and to study their decomposition pathways.2


This mechanistic investigation also provides interesting
information about the photodegradation pathway of the
investigated organic substrates as pollutants or pollutant
models. In this context, we have pointed out3 that the inter-
mediates generated from benzylic derivatives have dif-
ferent fates depending on the reaction conditions, the


substrate structure and the preferential adsorption site of
the molecule at the semiconductor surface. It should be
noted that the mechanistic approach preferentially in-
volves CH3CN as a solvent because, in contrast to water,
it is inert under the experimental conditions used and the
primary oxidation products can usually be detected. This
approach is reasonable because, with the above substrates,
the same primary steps are involved in both solvents.4


In this context, we have become interested in the
photo-oxidation of alkyl benzyl ethers (4-X-PhCH2OR0)
sensitised by TiO2 as powder in CH3CN.5–7 These are
interesting substrates because they can be simplified
model compounds for lignin, a biopolymer whose degra-
dative oxidation has been widely studied.8


In particular, the mechanistic study concerning these
ethers showed that an �-OR0 benzyl radical, obtained by
the deprotonation of the cation radical, gives the corre-
sponding carbonyl compound (aldehyde) in deaerated
CH3CN, accompanied by alkyl benzoate when the mix-
ture is bubbled with oxygen (Scheme 1).6


In this paper we extend the mechanistic study to the
TiO2-sensitised photo-oxidation of �-alkylbenzyl methyl
ethers 1a–d.
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X CHOCH3


R


1


        X          R
a      H          CH3
b      OCH3   CH3
c      OCH3   C2H5
d      OCH3   C(CH3)3


Whereas in deaerated CH3CN the expected carbonyl
derivative (in this case the corresponding ketone) is the
exclusive reaction product, in the aerated medium
the principal or exclusive product is methyl benzoate.
The formation of this ester from any one of the �-R-
substituted ethers is interesting as it derives from a deal-
kylation process, through a C�—C bond breaking pathway,
which is a crucial process in the mineralization of a
pollutant containing a moiety structurally similar to 1.


The mechanistic study was carried out (i) through
product analysis, (ii) considering the benzoate/ketone
ratio in the aerated medium and (iii) by comparing the
ratio obtained in this heterogeneous process with that
observed in the homogeneous electron-transfer (ET)
photo-oxidation sensitised by 9,10-dicyanoanthracene
(DCA).


RESULTS AND DISCUSSION


In the TiO2-sensitised photo-oxidation of a series of �-
alkylbenzyl methyl ethers (1a–d), in deaerated CH3CN
and in the presence of Ag2SO4 (as an electron acceptor),
the only observed product was the corresponding ketone
(Table 1). As shown, the previously investigated benzyl
methyl ethers 1e (R¼H, X¼H) and 1f (R¼H,
X¼OCH3) gave the corresponding aldehyde as product.6


Based on these results, it seems reasonable to suppose
that the mechanism for the photo-oxidation of �-alkyl-
benzyl methyl ethers is the same as that suggested for 1e


and 1f.6 Therefore, the mechanistic pattern reported in
Scheme 2 (path a), involves, in the first step, the oxidation
of the substrate by the photogenerated hole, ðTiO2Þhþ , to
give the corresponding radical cation that, by deprotona-
tion, gives benzylic radical 2; the last intermediate should
then be oxidized to cation 3 by a second hole (as
previously shown from photoelectrochemical experi-
ments with benzyl alcohols9) giving the corresponding
carbonyl products.


In an attempt to confirm this mechanistic hypothesis,
the product yields and the reaction times in Table 1
provide qualitative information on the relative reactivity
of the substrates, taking in account that the material
recovery (substrateþ product) was nearly quantitative.
In line with the suggested mechanism that involves a
kinetically significant electron-transfer step, the introduc-
tion of a 4-methoxy group into the ring increased the
reaction rate, as can be noted by comparing the data for


X CHOR'
. O2


X COOR'


X CHO +


X CHO


O2


Scheme 1


Table 1. Product yield in the TiO2-sensitised photo-oxidation of benzyl methyl ethers in deaerated CH3CN and in the presence
of Ag2SO4


X CHOCH3


R


CH3CN
X COR


TiO2, hν, Ag+


Substrate X R Time (h) Unreacted substrate (%)a Product yield (%)a Ep (V vs SCE)


1a H CH3 2.0 75 22 2.30
1b OCH3 CH3 1.0 10 85 1.50
1c OCH3 C2H5 1.0 26 64 1.53
1d OCH3 C(CH3)3 1.0 81 10 1.57
1eb H H 2.0 77 18 2.22b


1fb OCH3 H 1.0 30 62 1.55b


a With respect to the starting material.
b Ref. 6.


X CHOCH3


R


X = H, OCH3
R = H, CH3, C2H5, C(CH3)3


(TiO2)h+
X CHOCH3


R
+ .


-H+


X C


R


OCH3.


2
O2


X C


R


OCH3 X C


R


OCH3


.+
O O


X COOCH3


H2O -H+


-CH3OH


X COR


(a) (b)


4


(TiO2)h+


TiO2


hν
(TiO2)h+ + (TiO2)e-


(TiO2)e- + Ag+ TiO2 + Ag


3


Scheme 2
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1a and 1b. The rate increase in the presence of an
electron-donating group was expected because this struc-
tural modification significantly lowers the substrate re-
duction potential (E1þ�=1, determined as Ep by
voltammetric measurements; see Table 1), according to
the Rehm–Weller equation for a photochemical electron
transfer process.10 By comparing the data relative to
ethers with the same substituent (4-CH3O) in the ring,
it can be noted that the introduction of an �-CH3 or an �-
C2H5 group does not significantly change the reactivity as
shown by the similar Ep values (compare 1f with 1b or
1c). As an exception, the reactivity of ether 1d is much
lower than that of 1f, 1b and 1c, despite a similar Ep; this
behaviour can be principally ascribed to the very limited
adsorption of 1d at the semiconductor surface, because
this substrate is highly hindered owing to the presence of
the tert-butyl group.


When the reaction is carried out in aerated CH3CN
(equilibrated with atmosphere before and during irradia-
tion), the principal product from 1a–c is the correspond-
ing methyl benzoate with smaller amounts of the ketone,
whereas this ester is the exclusive reaction product for 1d
(Table 2). For the sake of comparison, the reaction of
benzyl methyl ethers 1e and 1f was again performed
under the experimental conditions of this work, to yield
the methyl benzoate accompanied by minor amounts of
aldehyde (Table 2). The relative reactivities of the sub-
strates considered are qualitatively similar to those in
deaerated medium. The results (product analysis and
reactivity data in aerated medium) are in line with the
mechanistic hypothesis in Scheme 2, where radical 2 can
either be oxidized to cation 3 (path a) or, competitively, it
can be trapped by oxygen to yield the ester through the
peroxy radical intermediate 4 (path b), as suggested
previously for 1e and 1f.6


It must be observed that, in contrast to ethers 1e and 1f
(both with R¼H), the methyl benzoate from 1a–d is a


dealkylation product derived from the breaking of the
C�—C bond. Therefore, for all the considered �-alkyl-
benzyl ethers, we propose the hypothesis that was pre-
viously suggested for 1d only on the basis of the product
analysis,5 where the methyl benzoate is derived from the
C�—C fragmentation process that occurs in path b in
Scheme 2. In particular, the peroxy radical intermediate
4, as reported for tertiary peroxy radicals,11 could un-
dergo dimerisation and subsequent fragmentation to the
corresponding oxy radical 5 and, in turn, this intermedi-
ate should yield the ester through a �-scission process
(Scheme 3).12


An alternative hypothesis for this C�—C bond break-
ing could be the direct fragmentation of the radical
cation,13 but this can be excluded because the corre-
sponding benzaldehyde should be formed through the
homolytic step shown in Scheme 4 (the most probable
C�—C bond breaking of this intermediate, based on the
high stability of the �-methoxybenzyl cation13).


The values of the ester/carbonyl compound molar ratio,
E/C (Table 2), can be used to confirm the reaction
mechanism in aerated medium. It should be noted that
these values are reproducible and independent of the
reaction time when the medium is equilibrated with
atmosphere before and during irradiation. In particular,
the distribution of the two products should be associated
with the competition between paths a and b in Scheme 2.
More precisely, path a should depend on the reduction
potential of the cation 3, whereas path b should not be
influenced by this parameter. In previous studies,5,14 the
reduction potentials of these intermediates were used to
evaluate the oxidisability of benzylic radicals. They were
estimated as the electrochemical oxidation half-wave
potentials (E½), measured by Wayner et al. using photo-
modulation voltammetry.15 These authors also showed a
good correlation between the values of the experimental
E½ in CH3CN and those of the calculated adiabatic


Table 2. Product yield and distribution in the TiO2-sensitised photo-oxidation of benzyl methyl ethers in aerateda CH3CN and in
the presence of Ag2SO4


X CHOCH3


R


CH3CN
X COR X COOCH3


TiO2, hν, Ag+


+


Product yield (%)b


Unreacted
Substrate X R Time (h) substrate (%)b C E E/C molar ratio IP (eV)c


1a H CH3 2.0 80 2 11 6 6.28
1b OCH3 CH3 1.0 20 26 45 1.8 6.06
1c OCH3 C2H5 1.5 31 22 35 1.6 6.01
1d OCH3 C(CH3)3 1.5 80 — 10 >200 6.39
1e H H 2.0 63 2 27 14 6.45
1f OCH3 H 1.0 2 30 66 2.2 6.18


a Equilibrated with atmosphere before and during irradiation.
b With respect to the starting material.
c Adiabatic ionization potential for the radical 2, calculated at semiempirical levels by using the AM1, PM3 and PM5 Hamiltonians and corrected for the
solvent effect (see Experimental).
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ionization potentials (IP) of an extended series of sub-
stituted benzyl radicals.15 Therefore, in this paper, we
used the IP values as a valid alternative, calculating them
by a similar method (AM1, PM3 and PM5 Hamiltonians,
corrected for the CH3CN solvation effect; see Experi-
mental).


Relative to the ethers without the �-alkyl group, the
E/C ratio for 1e (Table 2) is very high (14), whereas for
the 4-OCH3 ring-substituted ether, 1f, the ratio is much
lower (2.2). In fact, the insertion of an electron donor into
the ring (such as a 4-OCH3 group) lowers the ionization
potential of the benzylic radical 2 because it stabilizes
the corresponding carbocation 3, which causes the rate
of path a to increase with respect to that of path b
(Scheme 2).


Concerning the �-alkylbenzyl ethers, the E/C ratio
(6.0) for 1a is lower than that for 1e (14) because the IP
value of radical 2 decreases when an electron donor
(methyl group) is inserted into the �-position. In
addition, the introduction of a further electron donor
(4-OCH3 group) in the ring of 1a (substrate 1b) further
reduces the E/C ratio (to 1.8), in line with the lower IP
of radical 2b with respect to that of 2a. Moreover, on
going from 1f to 1b (both 4-methoxy derivatives), it can
be noted that the E/C ratio decreases slightly in line
with a slightly higher IP value of the benzylic radical 2f
with respect to 2b; this small E/C ratio decrease is
probably due to the slight stabilizing effect of an �-
methyl group when two strong electron-donor groups,
�- and 4-methoxy, are already present in intermediate
2. Moreover, the E/C ratios for 1b and 1c and the
ionization potentials of radicals 2b and 2c show similar
values, in line with the similar electronic effect of the
methyl and the ethyl group in the �-position of the
benzylic cation 3.


In contrast to 1c and 1b, the only product observed for
the �-tert-butyl-substituted ether 1d is the methyl benzo-
ate (the E/C ratio is >200, considering the experimental
error of the gas chromatographic method). A significant
contribution to the absence of the corresponding ketone
can be given by the presence of a bulky �-tert-butyl
group that should destabilize the cation 3d owing to the
steric hindrance to resonance (Fig. 1). This phenomenon
is consistent with a higher IP value for 2d than for 2b or
2c (see Table 1), even if the observed E/C ratio for 1d is
too high in relation to the IP (6.39 eV) of the correspond-
ing radical 2d. A possible explanation could be as
follows. The IPs of the radicals 2a–d corrected for the
CH3CN solvation, as expected, are significantly different
(0.3–0.4 eV lower) to the values in the gas phase. Actu-
ally, the radical 2d should present a significantly higher
IP (similar to the value in the gas phase) owing to steric
inhibition of the tert-butyl group to the 3d cation solva-
tion, but this effect is not evaluated in the IP calculation.


To determine if the results (E/C ratio) obtained with �-
alkyl ethers in aerated CH3CN depend on the medium
heterogeneity, an electron-transfer photosensitised [by
9,10-dicyanoanthracene (DCA)] reaction in the homoge-
neous phase was carried out on 4-methoxy derivatives
1b–d. Following the previously suggested mechanism for
this process,16 as reported in Scheme 5 the first electron
should be removed from the substrate 1 by the excited


X CHOCH3


.


+ . X CHOCH3
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sensitiser (1DCA*), whereas the benzylic radical 2 should
be oxidized to the cation or captured by oxygen; the
sensitiser should then be regenerated by the reaction of
DCA�� with O2 (DCA is used in a catalytic amount).


It has been observed that in this homogeneous medium,
aerated as described for the heterogeneous medium, the
E/C ratio, reproducible and independent of time, for 1b is
similar to that for 1c (6–7; see entries 1 and 3 in Table 3),
but is much lower than that for 1d (entry 5). This similar
trend allowed us to hypothesize that radical 2 undergoes
the same fate in either homogeneous or heterogeneous
phase.


In addition, the results that are different in the two
media could be consistent with a common mechanism:


1. The E/C ratios with DCA for 1b and 1c are higher than
those (1.8 and 1.6 in Table 2) observed for the same
substrates in the presence of TiO2. This can be
explained by considering that in the homogeneous
phase the oxidant of intermediate 2 (probably the
sensitiser in the ground state or oxygen) should be
less powerful than that in heterogeneous medium,
ðTiO2Þhþ (E � ¼ 2.4 V17) and therefore path a is dis-
favoured.


2. With DCA, anisaldehyde is obtained from 1d (entry 5
in Table 3) in addition to the corresponding ester. The
formation of this product can be explained by suppos-
ing that, when R¼C(CH3)3, the homolytic C�—C
fragmentation of 1dþ� (Scheme 4) competes with the
thermodynamically favoured deprotonation of this
intermediate (Scheme 5) because of stereoelectronic
requirements (collinearity of the scissible C�—X
bond and the �-system). In fact, the steric hindrance
of the bulky C(CH3)3 group in the radical cation
makes the conformation suitable for the C�—C frag-
mentation much more stable (Fig. 2).13


This competition was excluded for the reaction of
1d with TiO2 (see above) owing to the absence of
aldehyde as product (Table 2). This result agrees with
the known basicity of the semiconductor surface,18


which is high enough to favour the radical cation
deprotonation also with this substrate. As a confirma-
tion, in the DCA-sensitised photo-oxidation in the
presence of lutidine (as base), the aldehyde is not
present as product from 1d (Table 3, entry 6).


It can be observed that the introduction of a base did
not change the E/C ratio in any of the substrates
considered in DCA-sensitised photo-oxidation; this
observation therefore confirms that deprotonation is
not involved in the steps responsible for the ester/
ketone distribution.


3. A final difference observed between the two oxidizing
systems is that with DCA/lutidine (the homogeneous
medium that can be compared with the heterogeneous
one, see previous point) the reactivity of 1d is qualita-
tively similar to that of 1b and 1c (compare, for
example, entries 2, 4 and 6 in Table 3), while with
TiO2 1d is much less reactive than 1b and 1c (Table 2).
This confirms the above suggested hypothesis that
the lower reactivity of 1d in TiO2-sensitised


1DCA*
hν


1


1DCA*


.
1+ . - H +


2
- .


O2


- .
O2


- O - .


Products


(a)


(b)


3


4


- DCA


- DCA


 DCA


DCA


DCA


-


DCA


Scheme 5


Table 3. Product yield and distribution in the photo-oxidation of 4-methoxybenzyl methyl ethers (1b–d) sensitised by 9,
10-dicyanoanthracene (DCA) in aerateda CH3CN


H3CO CHOCH3


R


CH3CN
H3CO COR


C


H3CO COOCH3


DCA, hν
+


E


Product yield (%)b


Unreacted
Entry Substrate R Time (h) substrate (%)b C E E/C molar ratio


1 1b CH3 4 62 4 24 6
2c 0.5 74 3 17 6
3 1c C2H5 3 27 8 56 7
4c 0.6 79 2 14 7
5 1d C(CH3)3 0.3 76 — 7d >200
6c 1 61 — 30 >200


a Equilibrated with atmosphere before and during irradiation.
b With respect to the starting material.
c In the presence of lutidine (1.1� 10�5


M).
d Anisaldehyde is also present as reaction product (13%).
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heterogeneous photo-oxidation is principally due to a
reduced substrate adsorption at the semiconductor
surface.


A significant confirmation of the mechanism, both for
the TiO2- and DCA-sensitised photo-oxidation, was ob-
tained by labelling experiments in the presence of H2


18O.
In particular, we considered substrate 1c as a model and
we observed that the corresponding ketone (path a in
Scheme 2) shows the complete incorporation of 18O
(after correction of the 18O content of the labelled water),
whereas the methyl benzoate (via b in Scheme 2) did not
show any 18O incorporation. This fact also allows us to
exclude (within the experimental error) the possibility
that the ketone should also be formed through a �-
scission process from the oxy radical 5c (path b) with
the loss of a methoxy radical.


EXPERIMENTAL


1H-NMR spectra were run on a Bruker AC 200 (200 MHz)
spectrometer, with solutions in CDCl3 with TMS as an
internal standard. GC–MS analyses were performed on a
Hewlett-Packard (HP) 6890A gas chromatograph (HP-
Innovax capillary column, 15 m) coupled with an MSD-
HP 5973 mass-selective detector (70 eV). GC analyses
were carried out on an HP 5890 gas chromatograph using
an HP-Innovax capillary column (15 m).


Materials. TiO2 (anatase) (Aldrich, 99.9%, dried at
110 �C), CH3CN (HPLC grade, water content 0.02%
by Karl Fischer coulometry), Ag2SO4, H2


18O (Aldrich,
97 atom%), benzaldehyde, 4-methoxybenzaldehyde,4-
methoxyacetophenone, 4-methoxypropiophenone, methyl
benzoate and methyl 4-methoxybenzoate were commer-
cial samples. �-Methylbenzyl methyl ether (1a),19


4-methoxy-�-methylbenzyl methyl ether (1b),20 4-meth-
oxy-�-ethylbenzyl methyl ether (1c),20 �-tert-butyl-4-
methoxybenzyl methyl ether (1d),5 benzyl methyl ether
(1e)6 and 4-methoxybenzyl methyl ether (1f)6 were pre-
pared and characterized as described in the literature.


Photochemical oxidation sensitised by TiO2. The reac-
tions with benzyl methyl ethers were carried out by
external irradiation (Helios Italquartz 500 W high-pres-
sure mercury lamp, Pyrex filter) of a TiO2 (70 mg)
suspension in 10 ml of CH3CN either deaerated (N2


purged) or aerated (equilibrated with the atmosphere
before and during irradiation), containing the substrate
(0.05–0.10 mmol) and Ag2SO4 (0.10–0.20 mmol) in a
cylindrical flask provided with a water cooling jacket.
After irradiation with stirring at room temperature, the
reaction mixture was filtered through double paper and
analysed by GC (in the presence of durene as an internal
standard). Quantitative analysis of the crude product was
performed by 1H NMR and/or GC with a suitable internal
standard (durene).


Photochemical oxidation sensitised by DCA. The sub-
strate (0.10 mmol) was dissolved in 10 ml of a solution
containing DCA in aerated CH3CN (4� 10�4


M), in
either the absence or presence of lutidine (0.10 mmol).
The resulting solution was irradiated with an Applied
Photophysics Multilamp Photochemical reactor (12
lamps at �¼ 355� 20 nm).


Reaction products. The products were identified directly
from the crude by comparison of 1H NMR and GC–MS
data with those for commercial samples (aldehydes,
ketones and esters).


Cyclic voltammetry. Ep values were obtained from cyclic
voltammetry experiments, conducted with an AMEL 552
potentiostat controlled by a programmable AMEL 568
function generator (at 100 mV s�1, 1 mm diameter plati-
num disc anode and SCE as reference) in CH3CN–
LiClO4 (0.1 M).


Adiabatic ionization potentials. The ionization potentials
of the substrates were calculated at semiempirical levels by
using the AM1, PM3 and PM5 Hamiltonians (MO-
PAC2002, CAChe 6.1, Fujitsu).21 The Conductor-like
Screening Model (COSMO) was also included in the
calculations to model the effect of the polar solvent on
the molecular properties.22


Photochemical oxidation of 1c in the presence of H2
18O.


The photo-oxidation of 1c, sensitised by either TiO2 or
DCA, was also carried out in CH3CN–H2


18O (99.5:0.5, v/
v). The reaction mixture was analysed by GC–MS. The
percentage of 18O incorporated in the two reaction
products (ketone and methyl benzoate) was determined
by the relative abundances of the peaks at m/z 166 and
164 [Mþ ] and at 137 and 135 (for the corresponding
ketone); at m/z 168 and 166 [Mþ ] and at 137 and 135(for
the methyl benzoate). In the ester, in both cases, 18O is
absent, whereas in the ketone the amount of incorporated
18O (corrected considering the 18O content of the labelled
water) is 100� 8%.
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ABSTRACT: The pH-independent hydrolyses o
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f 4-nitrophenyl chloroformate, NPCF and 4-nitrophenyl heptafluor-
obutyrate, NPFB in aqueous acetonitrile were studied spectrophotometrically from 15 to 45 8C. The binary solvent
composition covers water concentrations from 2.349 to 53.207 and from 2.745 to 53.333mol L�1 for NPCF and
NPFB, respectively. For both esters, the dependence of log (kobs), the observed rate constant, on log [water] is
sigmoidal. The approximate kinetic orders with respect to water were found to be 2 and 3 for NPCF and NPFB,
respectively. DG 6¼ gradually decreases as a function of increasing [water], due to a complex, quasi-mirror image
compensation of DH 6¼ and DS6¼; both parameters increase. The structures of the transition states were probed by a
proton inventory study, carried out in the presence of L2O mole fractions (L¼H or D) of 0.190, 0.540, 0.890 and
0.180, 0.529, 0.890, for NPCF and NPFB, respectively. Plots of observed rate constants versus the atom fraction of
deuterium in the solvent curve downward. Cyclic transition state models were fitted to the kinetic data; these models
contain the ester and twowater molecules (NPCF) or three water molecules (NPFB). Thus, the sigmoidal dependences
of log (kobs) on log [water] are not due to a change in the number of water molecules in the transition states as a function
of increasing [water]. The binary solvent mixture is micro-heterogeneous; there exists two ‘‘micro-domains,’’ one
consists predominantly of coordinated water molecules, the other consists mostly of acetonitrile hydrogen-bonded to
water molecules. NPCF is 232 times more soluble in water than NPFB. That is, the former ester is dissolved in the
outer, more polar periphery of these micro-domains whereas the more hydrophobic NPFB is dissolved in their inner,
less polar interiors. This conclusion is corroborated by comparing the dependence on log [water] of log [kobs], and of
ET, the empirical solvent polarity parameter, as measured by solvatochromic probes of increasing hydrophobicity.
Copyright # 2006 John Wiley & Sons, Ltd.

KEYWORDS: 4-nitrophenyl chloroformate; hydrolysis of 4-nitrophenyl heptafluorobutyrate; hydrolysis of proton


inventory; solvent effect; solvatochromism

INTRODUCTION


Binary mixtures of water and organic solvents are
extensively employed in organic syntheses and in studies
of reaction mechanisms of, for example, acyl transfer
reactions. The reasons are partially practical and are often
connected with solubility constraints. On the other hand,
there is an increased interest in understanding the effects
of reaction medium, of both pure solvents and binary
mixtures on rate and equilibrium constants of chemical
and biochemical reactions.1–4 The physico-chemical
properties of both substrate and components of the

to: O. A. El Seoud, Instituto de Quı́mica,
São Paulo, C.P. 26077, 05513-970, São Paulo, S.P.,


iq.usp.br


6 John Wiley & Sons, Ltd.

binary mixture affect the solvation of the species of
interest, for example, reactants and activated complexes,
hence reaction rates and equilibria. In this regard, studies
of solvatochromism (effects of the medium on the spectra,
absorption or emission, of solvatochromic probes) and
thermo-solvatochromism (effects of temperature on
solvatochromism) have contributed a great deal to our
understanding of the above-mentioned interactions.5,6


The reason is that solvatochromic probes may be
employed as models for the species of interest, for
example, polar reagents and activated complexes. These
studies have indicated that the hydrophobic/hydrophilic
character and pKa of both solvatochromic probe and
components of the solvent play a central role in
determining the composition of the solvation micro-
sphere of the probe. This composition is not related in a
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simple way to bulk solvent composition because most
mixtures of water with organic solvents are micro-
heterogeneous.6


As a part of our interest in studying medium effects on
reactivity we report here on the pH-independent
hydrolyses of two reactive esters, 4-nitrophenyl chlor-
oformate (NPCF) and 4-nitrophenyl heptafluorobutyrate
(NPFB) in binary mixtures of water (W) and acetonitrile
(MeCN) over almost the entire range of water concen-
tration, from 2.349 to 53.333mol L�1. Effects of medium
composition on the reactions were deduced from kinetic
orders with respect to water; kinetic solvent isotope
effects, KSICs, that is, ðkobsÞH2O


�MeCN=ðkobsÞD2O
�MeCN;


the dependence of the activation parameters on log
[water], and by applying the proton inventory technique
to probe the structures of the transition states. Information
on the relationship between ester hydrophobicity and the
polarity of its reaction site was secured by comparing the
dependence on log [water] of log (kobs) and of ET, the
empirical solvent polarity parameter; the latter was
measured by two solvatochromic indicators of different
hydrophobicity.

EXPERIMENTAL


Materials


The reagents were purchased from Acros or Merck. The
solvatochromic probes 2,6-dichloro-4-(2,4,6-triphenyl
pyridinium-1-yl) phenolate (WB); 1-methylquinolinium-
8-olate, QB (structures depicted in Results and Discussion)
were available from previous studies.6 MeCN was further
purified by distillation from P4O10, then from anhydrous
K2CO3.


7 D2O was distilled under nitrogen. All-glass
double distilled water was employed throughout.


NPCF was purified by sublimation under reduced
pressure. NPFBwas synthesized by refluxing a mixture of
10mmol distilled heptaflourobutyryl chloride and
12mmol of sodium 4-nitrophenoxide in 50mL of
anhydrous acetonitrile for 6 h. The solvent was
evaporated, the residue was suspended in 25mL dry
chloroform, the suspension filtered, and the ester purified
by flash column chromatography, using chloroform as
eluent. Yellow oil; yield 78%. Calculated for
C10H4F7NO4, %: C, 35.84; H, 1.20, N, 4.18. Analyzed:
C, 35.63; H, 1.26; N, 4.25. IR (Bruker Victor-22 FTIR,
0.025mol L�1 solution in CD3CN) 1802 cm


�1 (nC——O);
1521 and 1342 cm�1 (asymmetric and symmetric yNO2


).

Kinetic measurements


All binary solvent mixtures were prepared at 25 8C by
volume and by weight. In order to suppress any base-
catalyzed reaction, the mixtures contained 0.01mol L�1


HCl or DCl. The (residual) protium concentration in D2O,

Copyright # 2006 John Wiley & Sons, Ltd.

or in DCl/D2O, hence the deuterium contents of these
media, were determined by 1H-NMR (Varian Innova-300
NMR spectrometer) by using 1,4-dioxane as an internal
reference.8


Kinetic runs (at least triplicate) were carried out with
the aid of Beckman DU-70, or Applied Photophysics SX-
18MV stopped-flow Uv–Vis spectrometers; both are
interfaced to PC, and equipped with thermostated cell
holders, whose temperatures were controlled within
�0.05 8C. Preliminary experiments in W-MeCNmixtures
([W]¼ 53.333mol L�1) have shown that the observed
rate constant, kobs, was independent of ester concentration
in the range (2–8� 10�5mol L�1). In subsequent runs the
final [ester] was �5� 10�5mol L�1. The reaction
progress was followed by monitoring the liberation of
4-nitrophenol at 320 nm, as a function of time. Values of
kobs were calculated from log (absorbance) versus time
plots; these were rigorously linear over more than five
half-lives. The agreement between calculated and
experimental ‘‘infinity’’ absorbances was routinely
checked. The relative standard deviation in kobs, that is,
((standard deviation/kobs) 100), was �0.2, that between
kobs of triplicate runs was �1.0%.

Spectrophotometric determination of the
empirical solvent polarity parameter, ET


This was carried out as described in detail elsewhere,6 by
using the Beckman DU-70 spectrometer. The final
solvatochromic probe concentration was 2–
5� 10�4mol dm�3. Values of lmax (calculated from
the first derivative of the absorption spectrum) were
determined at 25 8C as a function of solvent composition.
ET was calculated from:5,6


ETprobeðkcal=molÞ ¼ 28 591:5=lmaxðnmÞ:

RESULTS AND DISCUSSION


In W-MeCN mixtures, at [W]¼ 11.076, 33.440 and
53.207mol L�1, values of kobs for both esters were found
to independent of [HCl] in the range 0.001–0.1mol L�1.
This shows that both reactions are water-catalyzed
hydrolyses. Simple kinetic pathways for the reactions
studied are depicted in Scheme 1.


Hydrolysis of each ester gave one equivalent of 4-
nitrophenol and the spectra of both reactions (lvs. time)
showed sharp isosbestic points at 285 nm. Additionally,
rigorous pseudo-first order kinetics were always
observed; identical kobs were obtained in the presence,
or absence of 5� 10�5mol L�1 4-nitrophenol, added to
the solution before the start of the kinetic run. That is, the
intermediates of the first step of both reactions of Scheme
1 do not accumulate; this (first) step is rate limiting, in
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Scheme 1. Pathways for the pH-independent hydrolyses of NPCF and NPFB
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agreement with the fact that the 4-nitrophenoxide ion is a
better leaving group than the hydroxide ion. Accordingly,
the reaction rate is given by:


Rate ¼ k1½ester�½W �x ¼ kobs½ester�; since½W �


� ½ester� (3)


kobs ¼ k1½W �x or log kobs ¼ log k1 þ x log½W � (4)


Where (x) is the kinetic order with respect to water.
Tables 1 and 2 show the dependence of kobs on solvent


composition at different temperatures, for NPCF andNPFB,

Table 1. Hydrolysis of 4-nitrophenyl chloroformate in water (W)-
sec�1) as a function of temperature and medium composition, liste


[W], mol L�1 xW


kobs� 102,
15 8C


2.350 0.115 0.019
4.447 0.202 0.071
7.489 0.313 0.165
11.076 0.418 0.261
14.427 0.504 0.342
20.006 0.614 0.487
26.430 0.717 0.733
33.440 0.807 1.163
42.848 0.903 1.983
48.409 0.948 2.637
53.207 0.986 3.201


a The rate constants reported are the mean of at least triplicate runs. The relative
kobs)100) was �1.0%.


Table 2. Hydrolysis of 4-nitrophenyl heptafluorobutyrate in W-
function of temperature and medium compositiona


[W], mol L�1 xW


kobs� 102,
sec�1, 15 8C


2.745 0.130 0.011
6.230 0.266 0.080
9.496 0.371 0.174
13.294 0.472 0.295
17.163 0.557 0.417
25.914 0.710 0.847
33.223 0.806 1.894
43.091 0.904 7.531
48.394 0.946 16.40
53.333 0.986 30.00


a The rate constants reported are the mean of at least triplicate runs. The relative
kobs)100) was �1.0%.
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respectively; the corresponding activation parameters are
listed in Tables 3 and 4. Figures 1 and 2 show plots of log
kobs versus log [W] for NPCF and NPFB, respectively; the
corresponding dependence of the activation parameters on
log [W] is shown in Figs. 3 and 4, respectively. All these
results show the following relevant points:

i. I

acet
d as


ko


stand


MeC


kobs
sec�


1
2
3


stand

n all solvent mixtures, NPFB is much more reactive
than NPCF, in agreement with the stronger (-I) effect
of the n-C3F7- group relative to the Cl atom;9

ii. A

s shown by Eqn (4), (x) may be calculated from plot
of log (kobs) versus log [W]. For NPCF these plots are

onitrile (MeCN) mixtures: observed rate constants (kobs,
water molar concentration, [W], and mole fraction, xW


a


bs� 102,
25 8C


kobs� 102,
35 8C


kobs� 102,
45 8C


0.033 0.054 0.086
0.126 0.221 0.356
0.319 0.579 0.966
0.543 1.024 1.733
0.736 1.421 2.537
1.078 2.242 4.043
1.646 3.485 6.712
2.490 5.450 10.910
4.638 10.098 20.096
6.314 13.280 27.520
7.247 16.520 33.358


ard deviation between kobs of a triplicate, that is, ((standard deviation/


N mixtures: Observed rate constants (kobs, sec
�1) as a


� 102,
1, 25 8C


kobs� 102,
sec�1, 35 8C


kobs� 102,
sec�1, 45 8C


0.013 0.016 0.018
0.107 0.137 0.162
0.250 0.338 0.442
0.435 0.623 0.841
0.644 0.977 1.404
1.447 2.268 3.335
3.077 4.832 7.351
1.745 17.810 25.290
4.50 35.330 49.570
6.450 63.610 94.320


ard deviation between kobs of a triplicate, that is, ((standard deviation/
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Table 3. Activation parameters for the hydrolysis of 4-nitrophenyl chloroformate inW-MeCNmixtures as a function of medium
compositiona


[W], mol L�1 DH 6¼, kcalmol�1 DS 6¼, cal K�1mol�1 �TDS6¼, kcalmol�1, 25 8C DG 6¼, kcalmol�1


2.350 8.5 �46.0 13.7 22.2
4.447 9.3 �40.7 12.1 21.4
7.489 10.2 �35.9 10.7 20.9
11.076 10.9 �32.3 9.6 20.6
14.427 11.6 �29.6 8.8 20.4
20.006 12.3 �26.2 7.8 20.1
26.430 12.9 �23.5 7.0 19.9
33.440 13.3 �20.6 6.7 19.5
42.848 13.5 �19.4 5.8 19.3
48.409 13.6 �18.5 5.5 19.1
53.207 13.7 �17.7 5.3 19.0


a The errors are� 0.1 kcalmol�1 (DH 6¼ and DG 6¼) and 0.5 cal K�1mol�1 (DS6¼).


Table 4. Activation parameters for the hydrolysis of 4-nitrophenyl heptafluorobutyrate in W-MeCN mixtures as a function of
medium compositiona


[W], mol L�1 DH 6¼, kcalmol�1 DS6¼, cal K�1mol�1 �TDS 6¼, kcalmol�1, 25 8C DG 6¼, kcalmol�1


2.745 2.4 �63.6 19.0 21.4
6.230 3.7 �55.1 16.4 20.2
9.496 5.1 �48.9 14.6 19.6
13.294 5.8 �45.3 13.5 19.3
17.163 6.8 �41.2 12.3 19.1
25.914 7.7 �36.5 10.9 18.6
33.223 7.6 �35.3 10.5 18.2
43.091 6.8 �35.4 10.6 17.4
48.394 6.1 �36.2 10.8 16.9
53.333 6.3 �34.6 10.3 16.6


a The errors are �0.1 kcalmol�1 (DH 6¼, and DG6¼) and 0.5 cal K�1mol�1 (DS 6¼).
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not strictly linear; a third order polynomial may be
conveniently fitted to the data (r2> 0.999). If linear
regression is employed instead, (x) was found to
increase from 1.5 to 1.8 as T is increased from 15
to 45 8C. A fourth order polynomial is required to fit
the data of NPFB (r2> 0.999); for the same T range,
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(x) obtained by linear regression of the data increases
from 2.5 to 2.7. These linear regressions, although
only approximate, indicate that the transition state,
TS, for the hydrolysis of NPFB contains more water
molecules than its NPCF counterpart. Note that (x) for
the hydrolysis (in W-MeCN) and methanolysis (in
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Figure 3. Dependence of the activation parameters for the
hydrolysis of 4-nitrophenyl chloroformate on log [W]. The
TDS6¼ term was calculated at 25 8C
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MeOH–MeCN) of (structurally similar) 4-nitrophe-
nyl trifluoroacetate are 3.2 and 2.9, respectively. The
plots that generated these (x) were linear because of
the very limited protic solvent concentration range
employed, 1–5mol L�1;10

iii. T

he above-mentioned difference in (x) also agrees
with the large differences between TDS6¼ for both
esters. Over the whole solvent composition range, the
hydrolysis of NPFB is associated with much more
negative entropy of activation than for NPCF, pre-
sumably because of the larger number of water
molecules involved in its TS. In fact, DG 6¼ for NPFB
is dominated by the TDS6¼ term, over the entire water
concentration range. This contrasts with the hydroly-
sis of NPCF, where the above-mentioned entropy
dominance is observed only for the water-poor
regions, [W]� 5mol L�1; at higher water concen-
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re 4. Dependence of the activation parameters for the
rolysis of 4-nitrophenyl heptafluorobutyrate on log [W].
TDS 6¼ term was calculated at 25 8C
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trations DG 6¼ is dominated by variation in the DH6¼


term, Tables 3 and 4. The relative importance of these
contributions is apparent from Figs. 3 and 4. For
NPCF, DG6¼ decreases monotonically as a function
of increasing log [W], due to an increase of DH6¼,
accompanied by quasi mirror-image increase of the
corresponding DS6¼. This enthalpy–entropy compen-
sation has been observed for several water-catalyzed
reactions; among other factors, they reflect variations
in the interactions of the components of the binary
solvent mixture with the species of interest, reagent
state, RS, and/or TS.2,11 For NPFB, DG 6¼ also
decreases monotonically as a function of increasing
log W], due to partial enthalpy–entropy compen-
sation. The energy difference between the DH6¼


and TDS6¼ curves in thewater poor-region is, however,
large so that the two curves do not cross (as in case of
NPCF). This results in the above-mentioned entropy
dominance of the hydrolysis of NPFB;

iv. I

n principle, the above-mentioned non-linear depen-
dence of log (kobs) on log [W], Figs. 1 and 2, may be
taken to indicate that the number of water molecules
in the TS depends on [W]. Examples of such depen-
dence are known, for example, (x) for the spontaneous
hydration of chloral varies from ca. 4 to ca. 2 when
[W] is increased from 0.25 to 46.3mol L�1;12a the TS
for the hydration of 1,3-dichloracetone contains one,
two, or three molecules of water, depending on
whether the reaction is carried out in the presence
of surfactant (inverse) aggregates in n-hexane, or in
aqueous dioxane, respectively.12b–d Finally, the num-
ber of water molecules in the TS of the imidazole-
catalyzed hydrolysis of N-4-nitrophenyltrifluoroace-
tamide in W-MeCN was reported to increase from
one to four as a function of increasing [W];12e

v. A

 handle on the structures of the TSs may be obtained
by submitting the kinetic data to analysis by the
proton inventory technique, PI. The use of PI to probe
the structures of TSs is documented,3,4,8,13 so that
only a brief account will be given here. The observed
KSIE is employed to estimate the number of hydro-
gens (hence water molecules in the present reactions)
that participate in the TS. This number and other
chemical information, for example, activation
parameters, enable one to suggest a structure for
the TS. The observed rate constant, kn, in the presence
of H2O–D2O mixtures is related to the observed rate
constant in pure H2O, ko, by the equation:

kn=ko ¼


QTS


i


ð1� nþ n’
66¼
i Þ


QRS


j


ð1� nþ n’jÞ
(5)


Where (n) is the atom fraction of deuterium in the solvent.
All TS hydrogens (i) and all RS hydrogens (j) that
contribute to the isotope effect possess a term in the
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Table 5. Dependence of the observed rate constants (kn) for the hydrolysis of 4-nitrophenyl chloroformate on the atom fraction
of deuterium (n) in mixtures of MeCN–H2O–D2O at different L2O mole fractions, xL2O


at 25 8Ca


xL2O ¼ 0:190 xL2O ¼ 0:540 xL2O ¼ 0:890


(n)


Expl.
kn� 102


(sec�1)


Calc.
kn� 102


(sec�1) (n)


Expl.
kn� 102


(sec�1)


Calc.
kn� 102


(sec�1) xD


Expl.
kn� 102


(sec�1)


Calc.
kn� 102


(sec�1)


0.0b 0.116 0.116 0.0b 0.886 0.886 0.0b 4.571 4.571
0.238 0.101 0.101 0.241 0.767 0.771 0.250 4.050 4.049
0.487 0.087 0.087 0.478 0.665 0.666 0.495 3.550 3.568
0.724 0.075 0.074 0.720 0.561 0.567 0.732 3.134 3.131
0.969 0.062 0.062 0.969 0.480 0.473 0.969 2.731 2.723


KSIE 1.89 1.89 1.71
wa 0.726� 0.001 0.722� 0.003 0.764� 0.001


a Expl.¼Experimental kn; Calc.¼Calculated kn by using Eq. (8); kn/ko¼ (1� nþ nwa)
2, where wa is the fractionation factor of protons Ha of TS2 of Fig. 5;


KSIE¼ kinetic solvent isotope effect, that is, ðkobsÞH2O
�MeCN=ðkobsÞD2O


�MeCN; L¼H or D.
b Calculated rate constant for the reaction in pure H2O.
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numerator and denominator, respectively, of right hand
side of Eqn (5). Each hydrogen site is associated with a
fractionation factor, defined by Eqn (6):


’site ¼
½D=H�site


½D=H�solvent
(6)


That is, wsite expresses the preference of deuterium for
the site relative to that of bulk solvent. Analysis of the
present reaction is simplified by the following: under
reaction conditions, MeCN does not undergo H/D
exchange with D2O (conclusion based on integration of
the 1H-NMR peak of MeCN as a function of time); NPCF
and NPFB carry no exchangeable hydrogens; w of the
other reactant, water, is unity, by definition. Con-
sequently, the denominator of Eqn (5) is unity, and we
need consider only the hydrogens of the TS.

Table 6. Dependence of the observed rate constants (kn) for the
fraction of deuterium (n) in mixtures of MeCN–H2O–D2O at diffe


xL2O ¼ 0:180 xL2O ¼ 0:5


(n)


Expl.
kn� 10,
(sec�1)


Calc.
kn� 10
(sec�1) (n)


Exp
kn� 1
(sec�


0.0b 0.036 0.036 0.0b 0.57
0.238 0.029 0.028 0.241 0.44
0.487 0.022 0.022 0.478 0.34
0.724 0.016 0.016 0.720 0.25
0.969 0.012 0.012 0.969 0.17
KSIE 3.22 3.34
wa 0.679� 0.001 0.668 �0.001


a Expl.¼Experimental kn; Calc.¼Calculated kn by using Eq. (9); kn/ko¼ (1� nþ
Fig. 5; KSIE¼ kinetic solvent isotope effect, that is, ðkobsÞH2O


�MeCN=ðkobsÞD2O
�M


bCalculated rate constant for the reaction in pure H2O.
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Tables 5 and 6 show the dependence of kn on (n) at three
different mole fractions of L2O, xL2O


, where L¼H or D;
these cover the three regions of the plots of Figs. 1 and 2.
The procedure usually employed is to draw TS structures
that are chemically sound, and to test how these structures
agreewith experimental KSIE. Our objective is to determine
the dependence, if any, of the structure of the TS on xL2O


.
Based on the above-mentioned values of (x), any TS


containing one water molecule may be ruled out.
Therefore, we consider transition states that contain
two, or three water molecules, as depicted in Fig. 5 (for
sake of simplicity, we draw (Ha) symmetrically between
the oxygen atoms).


In TS1, the proton bridge, Ha, contributes a primary
isotope effect. Hb which is converted from an OH of water
to an OH of the tetrahedral intermediate does not
contribute to the isotope effect, i.e., wb¼ 1. Hc of the

hydrolysis of 4-nitrophenyl heptafluorobutyrate on the atom
rent L2O mole fractions, xL2O


at 25 8Ca


29 xL2O ¼ 0:890


l.
0
1)


Calc.
kn� 10
(sec�1) (n)


Expl.
kn� 10
(sec�1)


Calc.
kn� 10
(sec�1)


2 0.572 0.0b 10.090 10.090
6 0.445 0.247 7.965 7.986
2 0.341 0.497 6.155 6.178
1 0.252 0.731 4.758 4.760
9 0.179 0.969 3.582 3.554


2.92
0.697� 0.002


nwa)
3, where wa is the fractionation factor of protons Ha of TS3 or TS4 of


eCN; L¼H or D.


J. Phys. Org. Chem. 2006; 19: 793–802







Cl
C


O


O
δ−


NO2
O


Hb
Ha


O
Hc


Hc


δ+


O
Ha


O


O O


C Ha


Hb


Cl


NO2


Hb


O


TS2 TS1 


O


O


OO


O


Hb


Ha


Ha
Hb


Hb


Ha


C
C3F7


O2N


C


C3F7


O


Hb


Ha


O


O O


Ha Hb


Ha


HO


NO2


TS4 TS3 


Figure 5. Suggested transition state structures for the
hydrolysis of 4-nitrophenyl chloroformate, TS1 and TS2,
and of 4-nitrophenyl heptafluorobutyrate, TS3 and TS4
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‘‘general base’’ water molecule contributes a secondary
isotope effect. By the same line of reasoning, only Ha of
the other TSs contributes to the KSIE. According to TS1,
the dependence of kn/ko on (n) is given by:


kn


ko
¼ ð1� nþ n’aÞð1� nþ n’cÞ2 (7)


Although this equation reproduces the kinetic data
reasonably, the errors in the fractionation factors
calculated are much larger (between 5 and 10 times)
than wa and wc. Additionally, w calculated are different
from what is expected. For xL2O


¼ 0:540, wa and wc are
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Figure 6. Typical results for the application of the proton inventor
0.529, for 4-nitrophenyl chloroformate and 4-nitrophenyl heptafl
the solid lines were calculated by Eqs. (8) and (9), respectively
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similar, �0.81; this is unreasonable for a primary and a
secondary KSIE. For xL2O


¼ 0:190 and 0:890; wa¼
0.989 and 0.928 and wc¼ 0.720 and 0.797, respectively.
Again, wa is much larger than expected for this proton (ca.
0.5), whereas wc is less than expected, at least for
xL2O


¼ 0:190. Provided that the second water molecule
acts as a ‘‘general base,’’ that is, its rate constant lies on
the line of the Brønsted equation plot, the fractionation
factor for Hc of TS1 may be calculated from: wc¼ 0.69b,8


and should be ca. 0.8. The latter calculation is based on
b¼ 0.59, calculated for general base-catalyzed hydrolysis
of 4-nitrophenyl trifluoroacetate in 0.56mol L�1 water in
acetonitrile.14 The fact that the fractionation factors
calculated by Eqn (7) depend on xL2O


mean that the
degree of proton transfer in the TS depends (somewhat
erratically) on xL2O


, there is no chemical ground for this
dependence, that is, TS1 may be safely rejected.


The cyclic TS2 also involves the ester plus two water
molecules, protons Ha are transferred in a six-membered
ring. The corresponding dependence of kn/ko on (n) is
given by:


kn=ko ¼ ð1� nþ n’aÞ2 (8)


This equation reproduces the data satisfactorily, as can
be seen from the calculated kn of Table 5 and from Fig. 6.
Values of wa are practically independent of xL2O


, in the
range 0.190–0.540, and is only slightly higher (by 5%) in
the water-rich region. Consequently, the structure of the
TS appears to be the same, over the whole water
concentration range. Equation (9) (NPCF plus three water
molecules) also reproduces kn/ko, with wa¼ 0.82� 0.01,
although with larger errors in w, and larger differences
between experimental and calculated kn (rate constants
not listed). The value of (x), and the fact that
(DS6¼NPCF)� (DS6¼NPFB) over the whole [W] range,
argues against TSs that contain the same number of
water molecules, namely three, for both esters. That is,
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y technique to the hydrolysis at xL2O
(L¼H or D) of 0.540 and


uorobutyrate, respectively. The points are experimental and
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assigning TS3 or TS4 to the hydrolysis of NPCF is not
warranted.


kn


ko
¼ ð1� nþ n’aÞ3 (9)


The same line of reasoning may be employed in order
to consider TS2 unlikely for the hydrolysis of NPFB.
Additionally, data treatment according to Eqn (8) resulted
in larger errors in both (wa) and kn (rate constants not
listed), compared with those calculated by Eqn (9), see
Fig. 6. Application of the latter equation to the kn/ko data
resulted in fractionation factors that are independent of
xL2O


, similar to what has been obtained for NPCF. The
results may be also conveniently reproduced according to
TS4, an alternative to TS3. In this model, NPFB is rapidly
hydrated by a single water molecule, followed by a rate-
limiting decomposition of the hydrate involving two
additional water molecules. A point in favor of TS4 is that
the equilibrium constants for the hydration of trifluor-
omethyl derivatives of carbonyl compounds are >1, and
these reactions are exothermic.12 The exothermic pre-
equilibrium may explain the relatively small values of
DH6¼, Table 4, since the latter quantity is the sum of the
enthalpies of (exothermic) pre-equilibrium and
(endothermic) rate limiting step. It is worth noting that
the average wa for NPFB, 0.682� 0.014, is similar to
those calculated for the pH-independent hydrolyses in
aqueous acetonitrile of 4-nitrophenyl trifluoroacetate
(0.697� 0.005), and 4-methylphenyl trichloroacetate
(0.707� 0.003) for which cyclic TSs, similar to TS3
and TS4 have been suggested.3i,10

vi. F

Cop

inally, we address the relevance of ester hydropho-
bicity and the micro-heterogeneity of the binary mix-
ture to the kinetic data, in particular to log (kobs) versus
log [W] plots. A measure of the hydrophobic character
of the ester is its partition coefficient between n-
octanol and water, log P, defined as:15

ClCl


O


N


O
N


CH3


+


+


-


-


WB
QB


Figure 7. Structures of solvatochromic probes employed

logP ¼ ½substance�n�octanol


½substance�water
(10)


Although the partition coefficient experiment could
not be carried out because of the susceptibility of these
esters toward hydrolysis, values of log P may be
conveniently calculated from group contribution;15 they
were found to be 1.658 and 4.023 for NPCF and NPFB,
respectively. That is, the former ester is 232 times more
soluble in water than the latter one. Before discussing
the relevance of this large difference in hydrophobicity,
it is instructive to briefly discuss the microscopic
structure of W-MeCN mixtures as a function of their
composition. When the organic solvent is added to
water it replaces the uncoordinated water molecules.
The limit of xW beyond which MeCN cannot be
accommodated within the cavities of water is
xW� 0.85. Below this xW, solvent micro-heterogeneity

yright # 2006 John Wiley & Sons, Ltd.

sets in, and there exists two ‘‘micro-domains,’’ one
highly structured consisting predominantly of coordi-
nated water molecules, and a relatively disordered one
containing mostly acetonitrile, hydrogen-bonded to
water. Addition of more MeCN leads to a change in the
relative concentrations of the two micro-domains but
their compositions do not vary appreciably. At xW� 0.3
the water clusters have become few and far apart that
new interactions set in. W-MeCN interactions become
important, this results in the formation of complexes,
for example, (MeCN)m-W where m¼ 1–4. At still lower
xW values, the structure of acetonitrile dominates, and
species such as (MeCN)m are abundant. It should be
born in mind, however, that the onset of formation of the
different regions is not sharp, and is dependent on the
method used to study the solvent system.16–18 Using
electron impact mass spectroscopy, it has been shown
that hydrophobic substrates, partition in favor of
hydrophobic micro-domain of the binary mixture.18


Consequently, if NPCF and NPFB are present in the
same nano-droplet, then the former ester is expected to
be solubilized at its (more polar) periphery, whereas the
latter one is expected to be solubilized in its (less polar)
central part. A similar difference in solubilization sites
has been shown to occur in aqueous micelles. Thus
NPCF is solubilized at the (polar) micellar interface,
whereas a relatively hydrophobic ester, 4-nitrophenyl
2,2-dichloropropionate, is solubilized in the (less polar)
micellar interior.19 Another approach to corroborate the
presence of the two esters in micro-environments of
different polarities is to compare the response to solvent
composition of two independent processes: hydrolysis
of the esters and solvatochromism of two probes, 2,6-
dichloro-4-(2,4,6-triphenyl pyridinium-1-yl) phenolate
(WB); 1-methylquinolinium-8-olate, QB, see structures
in Fig. 7.


Log P of these two probes were found to be 1.79 and
�0.63, for WB and QB, respectively,6c that is, the latter
probe is 263 times more soluble in water than the former
one. Figure 8 shows plots of the dependence of log (kobs)
and ET(probe) on log [W], at 25 8C. For convenience,
we employed reduced log (kobs) and reduced ET(probe),
so that results of different substrates (esters and probes)
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may be directly compared. The plots show a remarkable
resemblance, the more hydrophobic substrates (NPFB
and WB) deviate more from the ideal (i.e., linear)
behavior than the less hydrophobic ones (NPCF and
QB).


The non-linear dependence of log (kobs) on log [W]
probably reflects the effects of preferential solvation of
RS and/or TS; a similar rational has been employed to
explain the non-linear dependence of ET on xW in several
binary mixtures.5,6 Because Gibbs free energies of
transfer of several non-electrolytes from water to
mixtures of water and aprotic solvents are relatively
insensitive to solvent composition,20 it is plausible that
kinetic solvent effects on the RS are not dominant and we
concentrate on the TS. Acetonitrile is known to solvate
positive centers stronger than negative ones. On the other
hand, the water molecule is capable of solvating both
types of centers effectively. Thus the dipoles that are
generated in TS2 to TS4 are more efficiently solvated by
water, so that the activation parameters should be
sensitive to the state of water in the solvent mixture.
The initial addition of acetonitrile to water results in a
decrease of kobs and increase in DH6¼ and DS6¼ since
uncoordinated water molecules would be considerably
more polar, that is, of higher kinetic reactivity than their
coordinated counterparts.2 After this region, the effect of
preferential solvation on kobs and the activation
parameters becomes apparent. For example, most of
the variation inDH6¼ andDS6¼ occurs below xW� 0.7. The
differences between the enthalpies and entropies of
activation, that is, between those calculated for the largest
and smallest water concentrations are: (DDH6¼)¼ 5.25,
3.85 kcalmol�1; T(DDS6¼)¼ 8.45 and 8.66 kcalmol�1,
for NPCF and NPFB, respectively. DDH 6¼ may reflect the
activities of water in the different solubilization sites in
MeCN-W nano-clusters.

Copyright # 2006 John Wiley & Sons, Ltd.

CONCLUSIONS


(i) The kinetic order with respect to one of the
components of a binary solvent mixture should be
based on rate constants obtained over a sufficiently wide
range of solvent composition. Care should be exercised
when kinetic orders with respect to water are interpreted
in terms of the number of water molecules in the TS.
The reason is that slopes of plots of log (k) versus log
[water] are most probably affected by the micro-
heterogeneity of the medium, and the concomitant
preferential solvation of RS and/or TS by one
component of the mixture; (ii) the complex (sigmoidal)
dependence of log (kobs) on log [W] is not due to a
change in the structure of the corresponding TS as a
function of increasing [W]; (iii) the TS of both esters
contain different numbers of water molecules, 2 and 3
for NPCF and NPFB, respectively; (iv) solvatochromic
probes may be fruitfully employed in order to mimic the
response of chemical reactions to variation of solvent
composition. Thus solvation of WB and QB and
hydrolysis of both esters seem to be sensitive to the
same solute-solvent interactions, namely, hydrogen
bonding and dipolar interactions, these are modulated
by the water-acetonitrile interactions.
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ABSTRACT: Homolytic bond dissociation energy (BDE) for C—H and C—X (X¼ F, Cl, or Br) bonds in polyhalogen
methanes was successfully correlated with a two-parameter model describing the repulsion energy of the bonding
electron pair with other electrons and its attraction with nuclei, respectively. BDE values for seven molecules were
predicted and compared with those calculated by a DFT method. Copyright # 2006 John Wiley & Sons, Ltd.
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INTRODUCTION


Polyhalogen methanes and other halogen-containing
organic molecules have been extensively investigated
as a group of serious environmental pollutants. Some of
them in liquid phase are present in the soils and
underground waters, some others in gaseous state are
constantly released into the atmosphere.1 Their degra-
dation by biotransformations as well as a number of
abiotic processes involving bonds cleavage strongly
depends on the C—X bond strengths. In atmospheric
chemistry the rate constants for hydrogen atom abstrac-
tion in halogenated alkanes were reported to correlate
with their C—H bond strengths,2–4 whereas their
photolytic instability to correlate with strengths of their
C—X bonds. On the other hand, the reductive cleavage of
C—X bonds is the useful step in organic synthesis
providing the chemically clean way to generate reactive
species such as radicals.5,6 The dissociative electron
transfer in homogeneous and electrochemical reactions as
well as the kinetics of the bond cleavage in radical anions
and the reverse coupling reactions were successfully
describe by Savéant in the models5,7 designating the
homolytic bond dissociation energy, BDE, of a parent
molecule as a fundamental factor determining the
activation barrier. In view of the above, BDE values
are important for understanding the reaction mechanisms
and structure-reactivity relationships, essential for
attempts to propose some predictive rules. Unfortunately,
BDE values have been experimentally determined for
only a small number of halogenated molecules8 and for
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some of them direct measurements are difficult or even
impossible. Thermodynamic estimations and earlier
accurate theoretical calculations, which needed high-
quality levels of theory, were also limited. Fortunately, the
continuing development in the use of the density
functional theory, DFT, for calculating BDE values has
been reached satisfactory results in recent years. It has
been achieved not only for C—H and C—X bonds in
simple haloalkanes9–12 but also for a variety of bonds
(including C, H, N, O, S, Si, P and halogen atoms) in
larger molecules (e.g., phenyl substituted com-
pounds,11,13 phenolic antioxidants as cathechins and
tocopherols,14 thiophenols,15p-substituted anilines,16


phenylphosphines,17 substituted toluenes18). However,
for a deeper understanding of variations in BDE values in
a series of similar compounds the correlation analysis is
still valuable. It can show effects of structural changes in a
series of interest on stability of a parent molecule and
radicals formed in dissociation, that is, properties which
determine BDE values. For molecules containing the
benzene ring, substituent effects on BDE values obtained
from DFT calculations were successfully described by the
Hammett equation15–17 and for various substituents the
additivity values, DBDE, were proposed.14


In the present study BDE values (taken from the recent
compilation8) for C—H and C—X (X¼ F, Cl, and Br)
bonds in polysubstituted methanes were described by
two-parameter correlations taking into account electro-
static interactions of a bonding electron pair with charges
of other atoms. The chose of halomethanes, very simple
molecules, allowed to use a very simple electrostatic
model and the main purpose of this analysis is to visualize
fundamental factors determining variations of BDE
values in a series. However, additional support of validity
of correlations proposed was obtained by the estimation
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of unknown BDE values for seven molecules and a
comparison with those calculated by the DFT method.

RESULTS AND DISCUSSION


Electrostatic model


In general, the homolytic BDE depends on the energy of
interactions of the bonding electron pair with all other
electrons and nuclei in a molecule. Considering a
polysubstituted molecule X-CYY0Y00 (or H-CYY0Y00,
where Y denotes hydrogen or halogen atom) it was
assumed that the BDE values for a given C—X (or C—H)
bond in a series of compounds consist of three additive
contributions: (i) the constant dissociation energy of the
C—X (or C—H) bond alone, ignoring other atoms;
(ii) the sum of the energy of the repulsion of the bonding
electron pair with all electrons in all Y atoms binding to
the carbon atom; and (iii) the sum of the energy of its
attraction with all nuclei of Y atoms. In terms of simple
electrostatic interactions with point charges and ignoring
small deviations from the tetrahedral symmetry of
methane due to a substitution, the second contribution
can be given by the sum


P
Z=d, where Z is the atomic


number, representing charge of electrons in each Y atom
and d is the C—Y distance, assumed to be equal to the
average bond length between the carbon and the Y atom;
the summation includes all Y atoms. Then, in a similar
manner the third contribution is given by the sumP


Zeff=d, where Zeff is the effective charge of the Y
nucleus, taking into account its shielding by the inner-
shells electrons. Literature values of Zeff


19 and bond
lengths in CH4 and CH3X molecules20 were used in
further calculations.

Correlation analysis


For a series of n¼ 11 substituted methanes the BDE
values for C—H bonds, taken from the recent compi-
lation8 (recommended values were used when indicated)
were correlated with two parameters according to Eqn (1)


BDE ¼ a
X Z


d
þ b


X Zeff


d
þ c (1)


BDE values used are given in Table 1 (molecules 1–11)
and the correlation obtained is plotted in Fig. 1. Three
other compounds of known BDEC—H values, containing
bromine atoms in a molecule (34–36 in Table 1) deviate
strongly from the correlation line, as is shown in Fig. 1.
The higher the number of Br atoms in the molecule, the
greater the deviation observed and estimated BDEs are
lower than experimental values. This behavior indicates
that the repulsion with electrons of Br atoms which
destabilizes the molecule is actually smaller than those
described by the electrostatic model, treating the bromine

Copyright # 2006 John Wiley & Sons, Ltd.

atom as a point charge. Thus, for soft bromine and iodine
atoms in substituted methane (as well as for greater
molecules as haloethanes) it is necessary to take into
account the actual electron density distribution, ignored
in the simple model under consideration. Nevertheless,
results shown in Fig. 1 encouraged us to use for further
analysis of Eqn (1) because of its simplicity and a
visualization of main electrostatic effects, however,
excluding molecules with Y¼Br and I atoms.


Statistical parameters of the correlation (1): the
multiple (here planar) correlation coefficient R,
regression coefficients a, b, and c, the average deviation
of experimental points from the correlation line d, and
F-test parameters are given in Table 2. Snedecor
F parameter was calculated22a as


F ¼ R2ðn� k � 1Þ
ð1 � R2Þk (2)


where n is the size of sample (the number of
compounds in the series) and k the number of parameters;
k¼ 2 for the planar regression. The critical value of
Fa,2,n�3 from statistical tables22b lower than the calculated
F value is also given in Table 2. It indicates the
significance level a, describing the probability of error
due to the rejection of the hypothesis of no correlation.
Considering the series with C—H bonds the probability
that the correlation obtained is not significant is lower
than 0.5%. However, the more important for the
examination of the significance of planar correlations
is the test Fimp which indicates the significance of the
addition of the second explanatory parameter to the linear
correlation, characterized by the correlation coefficient r
and obtained with only one, the better explanatory
parameter23


Fimp ¼ ðR2 � r2Þðn� 3Þ
ð1 � R2Þ (3)


The Fimp value is the quotient of the BDE variation
which is explained by two parameters in the planar
correlation reduced by the part of variation which was
already explained by the first parameter in the linear
correlation to the part of the BDE variation which is not
explained by the planar correlation. Note, that in a similar
manner the significance of the quadratic effect is
examined in the parabolic correlation22c for which there
is a strong mutual correlation between linear and
quadratic parameters. This is also the case for the planar
correlation described by Eqn (1), where both parameters,P


Zeff=dð Þ and
P


Z=dð Þ, mutually correlate (giving, e.g.,
r¼ 0.873 for the series with C—H bonds). Nevertheless,
the calculated Fimp value (Table 2) is greater than the
critical value of Fa,1,n�3 from statistical tables22b for
a¼ 0.005 which indicates the significance of the addition
of the second parameter with the probability 0.5%.


It can be added that the weighted regression, taking into
account the experimental errors in BDE values as
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Table 1. Bond dissociation energies (in kJmol�1) at 298K estimated from Eqn (1), experimental and calculated by DFT method


Moleculea Estimated from Eqn (1) Experimental from Ref. 8 Calculated from Ref. 12


1 H–CH3 431.4 439.3� 0.4 443.9 (443.5)b


2 H–CHF2 436.7 431.8� 4.2 427.4 (419.7)b


3 H–CH2F 434.0 423.8� 4.2 426.2 (420.9)b


4 H–CClF2 422.2 421.7� 8.4 (423.0)b


5 H–CCl2F 410.4 410.9� 8.4 (407.9)b


6 H–CHClF 424.9 421.7� 10 (414.2)b


7 H–CCl3 396.0 392.5� 2.5 398.7 (392.9)b


8 H–CHCl2 407.8 407.1� 4.2 408.4 (405.4)b


9 H–CH2Cl 419.6 419.0� 2.3 420.9 (420.9)b


10 H–CHClBr 388.6 393 (405.8)b


11 H–CF3 439.7 449.4 449.0 (441.0)b


12 Cl–CH3 357.1 350.2� 1.7 352.0 (355.2)c


13 Cl–CHCl2 314.7 320.5� 6.3 311.2
14 Cl–CHFCl 333.9 346.0� 13
15 Cl–CF3 350.9 359.0� 5.4 362.9
16 Cl–CF2Cl 331.8 319.7� 8.4
17 Cl–CFCl2 312.6 301.2� 8.4
18 Cl–CH2Cl 336.0 338.1d 331.0
19 Cl–CCl3 293.5 296.6 282.3
20 Cl–CH2F 355.1 354.4� 12
21 Br–CH3 292.8 294.1� 2.1 294.0 (305.9)c


22 Br–CHF2 292.5 288.7� 8.4
23 Br–CF3 292.4 296.2� 1.3 294.3
24 Br–CF2Cl 271.8 269.9� 6.3
25 Br–CCl3 230.8 231.4� 4.2
26 F–CF3 543.1 542.2� 4.2 543.7
27 F–CHF2 519.0 533.9� 5.9 531.7
28 F–CF2Cl 499.4 489.5� 25
29 F–CH2F 495.0 496.2� 8.8 501.9
30 F–CFCl2 455.7 460.2� 25
31 F–CHFCl 475.4 462.3� 10
32 F–CH2Cl 451.3 465.3� 9.6
33 F–CH3 470.9 460.2� 8.4 467.1 (464.8)c


34 H–CH2Br 396.8 425.1� 4.2 430.1 (423.4)b


35 H–CHBr2 361.9 417.1� 7.5 421.0 (405.8)b


36 H–CBr3 327.0 401.7� 6.7 410.4 (387.4)b


395.2� 8.4


a The broken bond is indicated.
b From Ref. 9.
c From Ref. 11.
d Value of 338.0� 3.3 was reported recently in Ref. 21.
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weights, is also statistically significant, for example, for
C—H bonds


BDE ¼ �4:1ð�0:8Þ
X Z


d
þ 8ð�3Þ


X Zeff


d
þ 430ð�5Þ


(4)


with the R¼ 0.9762, d¼ 6.8, F¼ 15.83 and the
addition of the second explanatory parameter cannot be
rejected with the probability of 0.5% (Fimp¼ 15.58>
F0.005,1,8¼ 14.69); 95% errors of regression coefficients
are given in parentheses. However, errors in BDE values
are not known for all compounds (for the above equation
unknown errors for two compounds were assumed to be
equal to the average error in the series) and thus, the
weighted regression was not analyzed for other series.


Similar correlations as given by Eqn (1) for dis-
sociation of C—H bond were analyzed for three

Copyright # 2006 John Wiley & Sons, Ltd.

other series concerning C—F, C—Cl and C—Br bonds
(Table 1). Unfortunately, the number of BDE values
available8 for the C—I bond is too small for the planar
regression. Statistical parameters obtained are given in
Table 2. In all cases acceptable planar correlations were
found and the addition of the second explanatory
parameter is statistically significant at the level of
a¼ 0.005 or 0.025. Moreover, a comparison of results
presented in Table 2 indicates reasonable trends. For all
series signs of a and b coefficients are opposite and their
values are similar for C—H, C—Cl, and C—Br bonds,
respectively. The negative sign of the a coefficient
indicates that the stronger repulsion with other electrons
destabilize the molecule decreasing the BDE value. On
the other hand, the reverse behavior is evident for the
b coefficient describing the attraction with the positive
charge of nuclei. Moreover, the obtained intercepts

J. Phys. Org. Chem. 2006; 19: 276–280







Figure 1. Relationship between experimental8 and esti-
mated from Eqn (1) bond dissociation energies of C–H
bonds, BDEC–H. Compounds numbering as in Table 1. Open
squares: compounds 34–36 not included in the correlation
line. Errors in experimental BDE values8 are indicated, when
available
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(i.e., regression coefficients c) correspond to the Pauling’s
empirical values of bond energy24 equal to 415, 328, and
276 kJ mol�1 for C—H, C—Cl, and C—Br bonds,
respectively, in full agreement with the assumed model.

Figure 2. Relationship between experimental8 and esti-
mated from Eqn (1) bond dissociation energies, BDE, in
polyhalogen methanes. Compounds numbering as in
Table 1. Errors in BDE values8 are indicated and theoretical
line is shown


Table 2. Parameters of correlation analysis of BDE values
according to Eqn (1)


Parameter


Bond


C–H C–F C–Cl C–Br


na 11 8 9 5
ab �4� 1 �12� 5 �5� 3 �6� 2
bb 9� 4 32� 13 10� 7 12� 6
cb 418� 16 415� 38 344� 26 277� 26
Rc 0.9435 0.9459 0.9292 0.9940
dd 5.6 10.2 8.1 2.6
Fe 32.42 21.27 18.95 82.65
Fa,2, n�3


f 11.04 18.31 14.54 39.00g


Fimp
h 31.94 34.23 11.61 69.31


Fa,1,n-3
i 14.69 22.78 8.81g 38.51g


a Number of compounds.
b Regression coefficients of Eqn (1) with 95% errors calculated using the
Student’s distribution.
c Correlation coefficient of Eqn (1).
d The mean quadratic deviation of BDE values from the correlation line.
e Values of the F-test calculated from Eqn (2).
f Critical values of F for 2 and n�3 degrees of freedom and the significance
level of a¼ 0.005.
g For the significance level of a¼ 0.025.
h Values of Fimp test calculated from Eqn (3).
i Critical values of F for 1 and n�3 degrees of freedom and the significance
level of a¼ 0.005.
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Only for the C—F bond the Pauling’s bond energy equal
to 443 kJ mol�1 is much higher, but still within the error
of the estimating c value (Table 2). Thus, the electrostatic
model proposed looks generally correct.


BDE values estimated from Eqn (1) are given in Table 1
with experimental values8 used for correlations. For a
comparison literature BDE values calculated by DFT
method9,11,12 are also given in Table 1. They were
obtained at the B3LYP/6-311G(d,p) level with ROB3LYP
method for radicals,9 at the B3P86/6-31G(d) level,11 and
at the B3P86/6-133þþG(2df,p) level with an empirical
correction increasing the absolute energies of the
radicals.12 Agreement between the presented data for
compounds 1–33 is satisfactory.


The plot of all BDE values estimated from Eqn (1)
against the experimental data is shown in Fig. 2; it holds
with the correlation coefficient of r¼ 0.9956 for 33
compounds. The mean deviation of estimated BDEs from
the correlation line d¼ 7.35 is acceptable taking into
account errors of literature BDE values (given in Table 1),
which change in the range from 0.4 to 25.1 with the
average value equal to 7.3 kJ mol�1.


It is obvious that an electron density distribution in a
molecule is oversimplified in the proposed model,
considering many-electron atoms as point charges. For
that reason the model cannot be used for larger
halogenated alkanes and even, as shown in Fig. 1, for
methane substituted by bromine atoms. The correct
electron-charge distribution is given by quantum chemi-
cal calculations and only such calculations have to be
used for predictions of BDE values for larger molecules,
as well as to explain intercepts (c coefficients) in Eqn (1).
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Table 3. Bond dissociation energies, BDE, estimated from
Eqn (1) and calculated by the DFT method


Compounda


BDE (kJ mol�1)


Eqn (1) DFT


Cl–CHF2 353� 8 333.5
Br–CH2F 293� 3 286.0
Br–CFCl2 251� 3 232.9
Br–CH2Cl 272� 3 264.8
Br–CHCl2 251� 3 236.4
F–CHCl2 431� 10 439.1
F–CCl3 406� 10 422.4


a The broken bond is indicated.
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Nevertheless, for a correct charge distribution the
stabilities of reactants and products of a dissociation
process depend mainly on the Coulomb interactions in a
similar sense as for a covalent bond. The electrostatic
model under consideration can show this in a persuasive
way, although this aspect is not so obvious in other
approaches. In order to support that a regularity described
by Eqn (1) for simple haloalkanes is not accidental,
unknown BDE values were estimated using coefficients
from Table 2. They are given in Table 3 and their errors
were assumed to be equal to the d value for each
correlation.


For Br—CH2Cl the estimated BDE value can be
verified by the recently reported21 experimental result,
BDE¼ 277.3� 3.6 kJ mol�1, obtained employing the
threshold photoelectron photoion coincidence technique.
For all halides given in Table 3 BDE values were
calculated by the DFT method at the B3LYP/6-311G(d,p)
level with ROB3LYP method for open shell radicals, as
proposed by Chandra and Uchimaru.9 Calculations were
carried out using Gaussian-03 programs. The obtained
values are given in Table 3. Differences between both sets
of data are in the range from 1.8% to 7.8% with the mean
value of 4.4%.

Copyright # 2006 John Wiley & Sons, Ltd.
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ABSTRACT: Models of Cr(III)–silica were used to study C—H activation in ethane by oxidative addition as a
possible route to catalytic dehydrogenation. This mechanism involves a formal double oxidation of chromium and a
minimum energy crossing point (MECP) was located on the seam between the quartet spin potential energy surface of
Cr(III) and the doublet spin potential energy surface of Cr(V). Subsequent to the change of spin state, the C—H
activation path passes through a transition state on the doublet potential surface, leading to the formation of an
ethylhydridochromium(V) complex. This complex represents only a shallow minimum on the potential energy
surface and �-hydrogen transfer to complete the catalytic cycle must therefore take place in the extension of the C—H
activation step. The combination of a significant activation energy and a small pre-exponential factor in the rate
constant makes C—H activation by oxidative addition an unlikely mechanism for dehydrogenation in this system.
Copyright # 2005 John Wiley & Sons, Ltd.
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INTRODUCTION


A proven catalyst for the dehydrogenation of short alkanes,
Cr–oxide systems have been a topic of research since
1933.1 This effort has provided significant insight through
a variety of experimental designs.2 The dominant view in
the modern literature is that chromium(III) is the oxidation
state showing the highest activity for dehydrogenation,
possibly with minor contributions from the þII state.3–8


In situ diffuse-reflectance UV–visible spectroscopy (DRS)
has been used to establish a semi-quantitative relationship
between the number of pseudo-octahedral Cr(III) sites on
mixed alumina–silica supports and dehydrogenation activ-
ity.3 Combined reactivity and characterization studies of
Cr–silica4,9 led DeRossi et al.4 to propose the catalytically
active chromium species to be bonded to the surface via
two oxygen bridges and with hydroxyl as the third ligand,
cf. Fig. 1.4 From its spectroscopic signature, this species
was dubbed CrIIIG.


Owing to the complexity of the catalyst surface, much
about the active site and the reaction mechanism is still
unknown. One crucial question concerns the mechanism
of C—H activation, for which the focus has been on


activation through direct interaction with chromium.10


The mechanistic information available is scarce. An
attractive strategy is therefore to consider, systematically,
the different C—H activation mechanisms known from
organometallic chemistry. The two most relevant ones are
oxidative and electrophilic addition.11 Electrophilic
addition is also known as �-bond metathesis,12 since
metal–ligand and C—H bonds are replaced by metal–
carbon and ligand–hydrogen bonds. Conversely, in
oxidative addition of ethane, carbon and hydrogen bind
directly to the metal as the C—H bond is broken. This
involves a formal oxidation of the metal and a change of
spin state. Owing to spin–orbit coupling, the reaction
may proceed on a single adiabatic potential energy
surface corresponding to the full electronic Hamiltonian.
A reaction scheme involving spin flip in the course of the
reaction is known as ‘two-state reactivity’ (TSR).13 The
role of TSR in C—H activation and other transition
metal-catalysed reactions, has recently been reviewed.14


In general, �-bond metathesis is favoured on light,
electron-deficient metals, whereas oxidative addition is
favoured on the heavy and electron-rich late transition
metals.15–18 There are exceptions to this rule,12,19,20 and
although chromium is a first-row transition metal, oxida-
tive addition cannot be ruled out a priori. For instance,
oxidative addition has been found feasible on O——Cr——O
and Cr——O.21 Furthermore, H2 activation by oxidative
addition has been reported for a Cr(III) complex with
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three ligands covalently bonded through nitrogen.22 This
complex is similar in essence to the CrIIIG species
proposed as active in dehydrogenation by DeRossi et al.4


In a previous study, we explored C—H activation by �-
bond metathesis in the Cr–oxide system.23 Following
proposals in the literature,2,24 a mechanism was studied
that involves activation and reformation of a Cr—O bond
on chromium species that are stabilized by three oxygen
ligands. However, the computed activation energy exceeds
200 kJ mol�1 and seems prohibitively high for catalytic
activity. Significantly lower activation energy was found
for an alternative mechanism in which C—H activation
takes place at a reactive hydridochromium surface species.
The importance of the latter mechanism relies on the ability
of the chromium site to stabilize the hydride, which is
reactive with respect to formation of a Cr—O bond in the
vicinity of hydroxyl species. Alternative routes to C—H
activation should therefore be explored.


Here, we investigated whether C—H activation by
oxidative addition may represent a viable route to alkane
dehydrogenation. As in Ref. 23, we studied the Cr–silica
model catalyst, taking the CrIIIG structure in Fig. 1 as our
starting point and exploring the more general, conceptual
model of mononuclear Cr(III) complexes with three
covalent ligands coordinating through oxygen. The im-
portance of the choice of oxide carrier for the catalytic
dehydrogenation reaction is the subject of a forthcoming
publication [25].


COMPUTATIONAL DETAILS


Models and methods


The surface models used in the current study are detailed
in Ref. 23. Cluster models were constructed either in an
ad hoc manner, drawing on chemical intuition and
experimental facts or systematically, starting from low-
index surfaces of silica crystals.


The ad hoc models include a generic model of the
CrIIIG species as proposed by DeRossi et al.4 The silica
surface is represented by a disiloxy ether moiety and the
model is denoted by gen-2bridge, cf. Fig. 2(A). To model
a site completely void of surface constraints yet having a
first coordination sphere similar to that of the CrIIIG
species, the Cr(OH)3 molecule is used, Fig. 2(B).


Improved models taking into account larger parts of the
amorphous oxide carrier have been generated from
low-index surfaces of the high-T modifications of silica,


�- and �-cristobalite.23 On each surface, a cluster region
was defined that includes chromium and its local chemi-
cal environment, with boundary bonds Ocluster–Sihost


severed and terminated by hydrogen atoms. In this
work, the models have been applied only as isolated
clusters, cf. the (100)-2bridge, (111)-3bridge and (101)-
3bridge models in Fig. 2(C), (D) and (E), respectively.


Mimicking the restoring forces of the extended struc-
tures, atoms at the cluster boundaries have their positions
fixed to those of the parent slab model. In the two-bridge
models, this implies frozen position for all atoms but
those of the (—O)2CrOH moiety. In the three-bridge
models, the terminating Si(OH)n groups were held in
fixed positions.


Quantum mechanical (QM) calculations were per-
formed using density functional theory as implemented
in the Amsterdam Density Functional (ADF) set of
programs.26–28 For electron correlation the LDA func-
tional of Vosko et al.29 augmented by the non-local 1986
corrections by Perdew30 were used. The exchange func-
tional consists of the Slater term augmented by gradient
corrections as specified by Becke.31 For details of basis
sets and geometry optimisation, see Ref. 23.


In general, energy differences refer to electronic de-
grees of freedom only, i.e. without zero-point vibrational
energies or temperature effects. In order to take into
account temperature and entropy effects, the full set of
thermodynamic functions were computed in the harmo-
nic and rigid-rotor approximation for simulations based
on the gen-2bridge surface model. The numerical inte-
gration schemes were used with the tightest accuracy
request available. All stationary structures display an
ultra-soft vibrational mode which consistently has been
omitted from the harmonic analysis.


Minimum energy crossing points (MECPs) between spin
potential energy surfaces were optimized using ADF, in


Figure 1. The CrIIIG structure proposed to be active in
dehydrogenation of alkanes4


Figure 2. Cluster models of Cr(III)–silica surface sites:
gen-2bridge (A), Cr(OH)3 (B), (100)-2bridge (C), (101)-
3bridge (D) and (111)-3bridge (E)
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conjunction with the code developed by Harvey and co-
workers.32,33 A set of shell scripts and Fortran programs
were used to extract energies and gradients for the two spin
states and to combine these to produce an effective gradient
pointing toward the MECP and used to update the geome-
try. The convergence criteria are energy difference <0.1
mhartree and a gradient at the seam of crossing within the
normal ADF convergence criterion. Subsequent frequency
analysis used the effective Hessian32 along the hyperline of
equal energy of the two potential energy surfaces. The unix
scripts and Fortran programs were adapted to ADF in the
course of this work.


Accuracy


To compare the one- and two-state mechanisms of dehy-
drogenation, initiated by �-bond metathesis and oxidative
addition, respectively, the accuracy of the applied density
functional method should be considered, in particular with
respect to the relative stability of the two spin states
involved in the oxidative addition. Relative energies com-
puted on a single potential surface are generally in agree-
ment with more sophisticated methods,34–37 whereas
prediction of relative energies on different potential sur-
faces is more problematic.38,39 Poli and Harvey38 reported
that ‘pure’ density functionals such as BP86 tend to
exaggerate the stability of low-spin forms, whereas hybrid
functionals such as B3LYP may overestimate the stability
of high-spin species. Accordingly, in a study of the Cr—
OH bond dissociation energy (BDE) in oxohydroxylchro-
mium complexes with oxidation states I–VI, the pure
BPW91 and hybrid B3LYP functionals reproduced the
general trend of more sophisticated methods, but over-
and underestimated, respectively, the BDE at higher oxida-
tion states.40 Moreover, BPW91 systematically but mod-
estly overestimated the stability of doublet states relative to
quartet states in the insertion reaction of ethene in
[H(NH3)CrIIIMe]þ.41 BP86 as applied here might therefore
be expected to underestimate the activation energy for
the two-state mechanism involving oxidative addition re-
lative to that of the one-state mechanism involving �-bond
metathesis. An indication of this was obtained using the
Gaussian set of programs42 to compute the quartet/doublet
energy difference of the Cr(OH)3 model. In line with the
pattern described above, B3LYP puts the low-spin doublet
116 kJ mol�1 above the high-spin quartet, while a differ-
ence of 75 kJ mol�1 was obtained using BP86 in both ADF
and Gaussian. At any rate, differences <20 kJ mol�1 in
relative energies computed for different reaction paths are
considered to be within the error bars of the method.


RESULTS


We start out by exploring C—H activation by oxidative
addition, followed by constructing a complete mechanism


of dehydrogenation. For convenience, each chromium
site is referred to by the ligands in the first coordination
sphere of the metal. For instance, a general DeRossi-type
site may be denoted by (—O)2CrOH, where —O represents
a generic oxygen ligand singly bonded to chromium.


C—H activation


Ethane is found not to form any molecular complex with
chromium on DeRossi-type Cr(III) sites.23 This implies
that the initial encounter is reactive rather than physi-
sorptive. The reaction path of oxidative addition (OA) is
first presented as computed for the gen-2bridge cluster
model [Fig. 2(A)]. In the unreacted cluster the coordina-
tion geometry of chromium is trigonal planar. The ground
state has quartet spin multiplicity, the doublet being
higher in energy by 75 kJ mol�1. A schematic representa-
tion of the electronic energy profile of C—H activation by
oxidative addition is presented in Fig. 3, together with
geometries of important stationary structures. As ethane
approaches chromium, one of the C—H bonds stretches
and the energy increases on both spin surfaces. The
gradient is larger on the quartet surface and the first
step towards OA is thus crossing from the quartet to the
doublet potential energy surface at an MECP. The MECP


Figure 3. Geometric parameters (top) and schematic repre-
sentation of the electronic energy profile (bottom) for C—H
activation by oxidative addition on the gen-2bridge model to
form an ethylhydridochromium(V) complex
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was located at an activated C—H bond length of
rCH¼ 1.36 Å and with the active hydrogen atom starting
to displace a bridging oxygen from the equatorial plane
toward an axial position in the trigonal bipyramidal
coordination geometry, cf. Fig. 3.


Frequency analysis at the MECP gives an imaginary
frequency in excess of 900i cm�1 corresponding to the
reaction coordinate orthogonal to the seam of crossing.
After removal of this component, an imaginary frequency
of about 5i cm�1 remains, probably due to numerical
noise. At the MECP, the spin density on chromium drops
from 2.8 in the quartet to 1.1 in the doublet state. The
electronic effects of spin change are localized to chro-
mium, leaving all Mulliken atomic charges essentially
unaffected.


Past the MECP and now on the doublet potential
surface, the C—H bond continues to lengthen while the
energy increases slowly, until a transition state (TS) is
reached at rCH¼ 1.56 Å, cf. Fig. 3. The Cr–H distance
remains essentially constant from the MECP through the
transition state and to the product complex. The coordi-
nation geometry of the resulting ethylhydridochro-
mium(V) complex may be described as a pseudo-
trigonal bipyramid, although the widest angle is only
140�. Together with the fact that the energy changes only
slightly after the MECP (see Table 1), the geometry
changes just described are consistent with a late transition
state. Most of the C—H activation and all of the Cr—H
bond formation takes place in the quartet state. Past the
MECP, the energy cost of completing the rupture of
the C—H bond seems to be compensated for by the
formation of the C—Cr bond.


At 500 �C, the enthalpy and Gibbs free energy of
C—H activation are computed as 162 and 283 kJ mol�1,
respectively (cf. Table 1). The large contribution from
entropy is due to the loss of translational and rotational
degrees of freedom when reducing the molecularity. The
change in electronic energy agrees well with that of the
enthalpy.


The corresponding reactions on the Cr(OH)3 and
(100)-2bridge models proceed essentially as described
for the gen-2bridge model, with an reaction energy
profile parallel to and some 10 kJ mol�1 below that found
earlier (see Table 1). The three-bridge models are more


rigid owing to the additional Cr—O ester linkage to the
support and as a consequence, their potential energy
surfaces do not possess local minima corresponding
to any ethylhydridochromium(V) complexes. Hence
oxidative addition of ethane is not likely to take place
at such sites. This is further elaborated in the Discussion
section.


b-Hydrogen transfer


Even for the two-bridge models, the primary products of
C—H activation are unstable with respect to the reverse
reaction of reductive elimination. According to Table 1,
for the gen-2bridge model the electronic energy barrier
of reductive elimination is a mere 5 kJ mol�1 and the
enthalpic barrier actually vanishes. Completion of a
dehydrogenation cycle therefore requires an immediate
second reaction step. We have considered three candi-
dates for this second step, all of which include removal of
a �-hydrogen (H�) from the ethyl ligand: transfer of H� to
the metal itself, transfer to an oxygen atom bonded to the
metal or transfer to the hydrogen atom ligated to the
metal.
�-Hydrogen transfer to chromium results in a dihydri-


dochromium(V) surface complex and the release of
ethene to the gas phase. The reaction is computed to be
highly endothermic (94 kJ mol�1) and does not appear a
viable alternative. The electronic energy is computed to
be 255 kJ mol�1 above that of the separated cluster and
ethane.


Transfer of a �-hydrogen to the hydroxyl ligand of the
gen-2bridge model to form water passes over an energy
barrier at 134 kJ mol�1 above that of the reactant ethyl-
chromium complex. We will see that the third alternative,
�-hydrogen transfer to the hydrido ligand, to form H2 and
a di-�-bonded ethene–chromium(V) complex, provides
an easier route.


The primary product of the C—H activation step and
hence the reactant of the present reaction step displays
ethyl and hydrido ligands in axial and equatorial posi-
tions, respectively, in a pseudo-TBP structure. The
ffHCrC� angle is narrow and H� may approach the
hydrido ligand only if the ethyl moiety is twisted to one
side, to make the C—C bond become almost orthogonal
to the Cr—hydrido bond. Although such a structure
allows for close H—H contact, the carbon—chromium
distance remains too long for bond formation between the
�-carbon and chromium. This picture has emerged from
numerous attempts to obtain a reaction path using relaxed
linear transit (LT) models as well as relaxed two-dimen-
sional scans of the potential energy surface with respect
to the C�—Cr and H�—hydrido distances. Simulta-
neously scanning both of these critical distances, at
r(H�—H) and r(C�—Cr) distances around 1.2 and
2.2 Å, respectively, the complex undergoes a stereoche-
mical rearrangement which leads both ethyl and hydrido


Table 1. Thermodynamic parameters at 500 �C for C—H
activation by oxidative addition on three models of the
DeRossi site (values are given in kJ mol�1 relative to the
asymptote of the unreacted cluster and gaseous ethane)
C2H6þCrIII! (C2H5)(H)CrV


gen-2bridge (100)-2bridge Cr(OH)3


Model �Eelec �H �G �Eelec �Eelec


MECP 161 140 262 147 147
TS 166 162 283 158 158
Product 161 164 279 151 153
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ligands to occupy equatorial positions. The ffHCrC� angle
opens up from 63� in the reactant (see below) to 130�.


Prior to the rearrangement, the electronic energy
exceeds 140 kJ mol�1 relative to the reactant ethylhy-
drido complex and 300 kJ mol�1 relative to the asymptote
of the unreacted cluster and ethane. This is even more
than the energy of the transition state of hydrogen transfer
to the hydroxyl ligand. However, attempts to optimise a
transition state for hydrogen transfer in this region have
all failed, suggesting that the minimal energy path does
not pass this way. Indeed, a route of notably lower energy
was obtained as a two-segment reaction path, in which
the steric rearrangement just described is a first and close-
to-energy-neutral part, followed by the actual �-hydrogen
transfer to the hydride.


In the early stage of the rearrangement, the reaction
coordinate is dominated by dihedral angles (SiOCrL,
L¼OH, H and Et). Approaching the transition state,
the reaction coordinate becomes mainly the ffHCrC�


bond angle, which increases until the product configura-
tion is reached (cf. Fig. 4). The reaction path does not
comply with a Berry pseudo-rotation and the energy
barrier is also higher than is commonly found for Berry
transformations. According to Table 2, the activation
enthalpy and free energy at the transition state of the
stereochemical rearrangement amount to 220 and
347 kJ mol�1, respectively, relative to the asymptote of
separated cluster and ethane. The activation enthalpy of
this reaction step (see below) is computed to 56 kJ mol�1.


The most stable ethylhydridochromium complex dis-
plays the ethyl ligand in a staggered configuration. The
eclipsed conformation shown in Fig. 4 lies only
�20 kJ mol�1 higher in enthalpy. This structure accom-
modates a �-agostic interaction which makes it a natural
starting point for the �-hydrogen transfer step.


Assisted by the agostic interaction, a �-hydrogen of the
ethyl group may transfer to the hydrido ligand to form
gaseous H2 and a chromium(V)–cyclopropane surface
complex in which ethylene is di-� bonded to chromium.
According to Table 2, the enthalpy and free energy at the
transition state are 184 and 298 kJ mol�1, respectively,


relative to the asymptote of separated cluster and ethane.
The activation enthalpy for the reaction, relative to the
preceding non-agostic ethylhydrido complex, is
38 kJ mol�1. The energy at the transition state of �-
hydrogen transfer is therefore �40 kJ mol�1 lower than
at the transition state of the preceding stereochemical
rearrangement.


Dehydrogenation


The catalytic site may be regenerated by desorbing
ethene from the chromium(V)–cyclopropane complex,
thus completing the catalytic cycle. A complete mechan-
ism of dehydrogenation is presented in Fig. 5 in terms of
optimized stationary structures for the gen-2bridge
model. The corresponding reaction enthalpy and free
energy profiles are plotted in Fig. 6, with thermodynamic
parameters for each of the elementary reaction steps
given in Tables 1 and 2.


The four reaction steps shown in Fig. 5 include C—H
activation (1), stereochemical rearrangement (2), �-hy-
drogen transfer (3) and ethene desorption (4). The deso-
rption step involves spin flip at chromium to transform
the di-�-bonded ethene–chromium complex into a quar-
tet (—O)2CrOH species with a �-bonded ethene. The
crossing point (MECP) of the reaction path from the
doublet to the quartet potential energy surface has been
determined at an average Cr—C bond length of 2.20 Å
and a C—C distance of 1.39 Å. These values are much
closer to the geometry of the di-�-bonded complex than
that of the �-bonded ethene complex and the energy of
the MECP is also very similar to the former.


The coordination enthalpy of the resulting ethene
�-complex is only 33 kJ mol�1, consistent with an almost
unperturbed C—C bond length in ethene of 1.35 Å. Des-
orption of ethene is therefore favoured by entropy, resulting
in a free energy change of �68 kJ mol�1 at 500 �C.


Figure 4. Stereochemical rearrangement subsequent to
C—H activation on the gen-2bridge model. In the product,
both the ethyl and hydride ligands occupy equatorial posi-
tions and the eclipsed configuration of the ethyl ligand is
stabilized by �-agostic interaction with chromium


Table 2. Thermodynamic parameters at 500 �C for the
reaction of ethene formation after C—H activation by
oxidative addition on the gen-2bridge model [values are
given in kJ mol�1 relative to the reactant asymptote
(unreacted clusterþ ethane)]


�Eelec �H �G


2: Steric rearrangement of (C2H5)(H)Cr
V


Reactant 161 164 279
TS 224 220 347
Non-agostic product 162 146 268
�-Agostic product 163 166 292
3: �-H transfer! (C2H4)Cr


VþH2


TS 187 184 298
Product 149 119 137
4: Ethylene desorption!CrVþC2H4þH2


MECP 160 123 131
�-Complex 131 104 99
Product 158 137 31
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From Fig. 6, the transition state of the stereochemical
rearrangement step may be identified as the highest point
on both the enthalpy and the free-energy reaction profiles
for the overall dehydrogenation reaction.


The same mechanism of dehydrogenation has been
examined for the (100)-2bridge and Cr(OH)3 models.
The electronic energies for all important stationary states
are given in Table 3. The reaction energy profiles
obtained for the (100)-2bridge and Cr(OH)3 models are
similar to that obtained for the gen-2bridge model. On all
three models, the favoured route to �-hydrogen transfer
was found to include stereochemical rearrangement. The
electronic energies at the corresponding transition states
are about 220 kJ mol�1 for the 2bridge models, with a
lower energy of 196 kJ mol�1 for Cr(OH)3. This suggests
that surface restraints contribute �20 kJ mol�1 to the
reaction barrier. Only for the �-hydrogen transfer reac-
tion is the barrier markedly higher for the (100)-2bridge
than for the gen-2bridge model (see Fig. 7). This is
probably a result of poor �-agostic interaction with
chromium, owing to the wider angle defined by
the bridging oxygens and chromium. For both the


Figure 5. Optimized stationary structures for the catalytic dehydrogenation reaction of ethane over the gen-2bridge model
catalyst. The reaction steps are (1) oxidative addition of ethane, (2) stereochemical rearrangement, (3) �-hydrogen transfer
to hydride with subsequent loss of H2, (4) spin-flip in the chromium(V)–cyclopropane complex, with subsequent loss of C2H4.
Spin-crossover in reactions (1) and (4) is indicated by crosses on the arrows representing the reactions


Figure 6. Profiles of the enthalpy (dashed line) and
Gibbs free energy (full line) for the catalytic reaction of
dehydrogenation of ethane via oxidative addition over the
gen-2bridge model
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(100)-2bridge model and Cr(OH)3, the transition states of
the stereochemical rearrangement and the �-hydrogen
transfer step are equally high in electronic energy. Ac-
cording to Table 2, the entropy loss is larger in the first of
these two elementary reactions and this makes the stereo-
chemical rearrangement the bottleneck of the overall
dehydrogenation reaction for all the three DeRossi-type
models examined.


DISCUSSION


The three-bridge models do not seem to offer any stable
ethylhydridochromium(V) complexes, hence oxidative


addition of ethane is not likely to take place at such sites.
On the other hand, the models have previously been
found to support C—H activation by �-bond metathesis.
This involves cleavage of a Cr—O bond and formation of
a chromium–ethyl bond and a silanol moiety. A mechan-
ism of dehydrogenation based on such a reaction was
proposed in the literature2,24 and studied theoretically in
Ref. 23. In addition to the C—H activation step, it
involves formation of ethene through �-hydrogen transfer
to chromium, giving a hydridochromium complex
and release of H2 under reformation of the Cr—O
bond. Strain in the (111)-3bridge model resulted in a
low C—H activation energy of 80 kJ mol�1, but also
makes closure of the catalytic cycle a highly unlikely
event. On the nearly unstrained (101)-3bridge model the
C—H activation energy increased to 160 kJ mol�1, but
now the dehydrogenation cycle appeared viable. �-Hy-
drogen transfer turns out to be the rate-determining step
with the enthalpy and free energy of activation estimated
as 240 and 350 kJ mol�1, respectively, These values seem
too high to sustain catalysis at 500 �C.23


Based on the present computations, C—H activation
by oxidative addition appears possible on DeRossi-type
species, i.e. on CrOH moieties bonded to the surface via
two oxygen bridges. The activation energy computed for
this initial step is �160 kJ mol�1. However, since the
ethylhydridochromium complex is unstable with respect
to reductive elimination, the subsequent step towards
dehydrogenation must proceed immediately. The bottle-
neck of C—H activation by oxidative addition is there-
fore better represented by the transition state of
the stereochemical rearrangement. Furthermore, as the
free energy at this point represents the highest point along
the reaction path of dehydrogenation, C—H activation
emerges as rate determining in the dehydrogenation
process. The computed enthalpy and free energy of
activation are 220 and 347 kJ mol�1, respectively.


The overall activation energy for dehydrogenation
based on oxidative addition is therefore fairly high and
on a level with that of the �-bond metathesis reaction on
unstrained three-bridge species. In addition, the reac-
tion depends on two crossings between spin potential
surfaces. For reactions of FeOþ , spin cross-over prob-
abilities as low as 10�2–10�3 have been obtained,43 and
even if the probability for a transition metal-mediated
two-state reaction may be significantly increased by the
exact makeup of the complex,44 the actual probability
of the present reaction is likely to be notably lower than
unity. More importantly, the rotational segment of C—
H activation, i.e. the stereochemical rearrangement
step, puts severe constraints on the angular momentum
of the reacting alkane molecule. The steric factor in the
reaction cross-section is therefore likely to be small,
further reducing the pre-exponential factor in the rate
constant.


On DeRossi-type species, C—H activation by �-bond
metathesis, with transfer of hydrogen to the hydroxyl


Table 3. Electronic energies for the reaction of ethene
formation after C—H activation by oxidative addition
(energies are given in kJ mol�1 relative to the unreacted
cluster and ethane)


Model


gen-2bridge (100)-2bridge Cr(OH)3


2: Steric rearrangement of (C2H5)(H)Cr
V


Reactant 161 153 151
TS 224 221 196
Non-agostic product 162 166 179
�-Agostic product 163 — 177
3: �-H transfer! (C2H4)Cr


VþH2


TS 187 218 196
Product 149 147 138
4: Ethylene desorption!CrIIIþC2H4þH2


MECP 160 170 175
�-Complex 131 151 149
Product 158 158 158


Figure 7. Electronic energy profiles for the reaction of
dehydrogenation initiated by oxidative addition. The profiles
correspond to the gen-2bridge (full line) and (100)-2bridge
(dashed line) models
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ligand, gives water which is likely to desorb.23 Reformation
of the DeRossi site under release of H2, as described
above, is therefore unlikely. However, the surface site is
stabilized as an ethylchromium complex and this species
supports catalytic dehydrogenation through cyclic repeti-
tion of (i) �-hydrogen transfer to give a hydridochromium
complex and (ii) C—H activation and H2 release by �-
bond metathesis.23 The computed activation energy for
this mechanism of dehydrogenation is <100 kJ mol�1,
with respect to the combined energy of the hydridochro-
mium complex and gaseous ethane.23 Moreover, the
activation energy associated with forming the initial ethyl-
chromium complex was computed as 130 kJ mol�1,23


which is significantly lower than that computed here for
the C—H activation step according to oxidative addition.


CONCLUSIONS


Quantum chemical cluster models of Cr(III)–silica sites
have been used to study C—H activation of ethane by
oxidative addition. The reaction involves a formal double
oxidation of chromium and whereas most of the actual
activation of the C—H bond takes place on the quartet
spin potential energy surface of Cr(III), the transition
state and the ethylhydridochromium(V) product are lo-
cated on the doublet energy surface. The product is
unstable with respect to the back-reaction and completion
of a dehydrogenation cycle requires that �-hydrogen
transfer must take place in the extension of the C—H
activation step. On sites where chromium is linked to the
silica surface through two oxygen bridges, the preferred
mode of �-hydrogen transfer is via a stereochemical
rearrangement of the ethylhydridochromium(V) com-
plex, followed by hydrogen transfer to the hydrido ligand
with release of H2. This leaves the complex as chro-
mium(V)–cyclopropane.


On sites where chromium is linked to the silica surface
through three oxygen bridges, we have not been able to
optimize any ethylhydridochromium(V) structure and
C—H activation according to oxidative addition seems
to be excluded.


The reactant two-bridge (DeRossi) site may be regen-
erated from chromium(V)–cyclopropane by desorption of
ethene. This concludes a catalytic cycle for dehydrogena-
tion, involving the following reaction steps: (i) oxidative
addition of ethane followed by immediate stereochemical
rearrangement, (ii) �-hydrogen transfer to hydride with
subsequent loss of H2 and (iii) reductive elimination of
ethene from chromium(V)–cyclopropane. The kinetic
bottleneck of this reaction mechanism is given by the
first step, which is associated with C—H activation but
more precisely with the transition state of the rearrange-
ment step. The computed enthalpy and free energy of
activation are high, ca 220 and 350 kJ mol�1, respec-
tively, and close to the activation energies previously
computed for a different mechanism of C—H activation,


namely �-bond metathesis, on specific three-bridge
chromium sites.23 Both of these seem inferior to a third
mechanism of dehydrogenation, which involves C—H
activation by �-bond metathesis on a hydridochro-
mium(III) species. The computed activation energy of
the latter mechanism is <100 kJ mol�1,23 and the two-
bridge models investigated here may act as precursors to
this more active species. C—H activation by oxidative
addition thus seems to be an unlikely route to catalytic
dehydrogenation for Cr(III)–silica catalysts.
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ABSTRACT: The kinetics of the nucleophilic aromatic substitution (SNAr) reaction between 1-fluoro-2,4-
dinitrobenzene (FDNB) and piperidine (PIP) in ethylene glycol (EG)/ sodium bis (2-ethyl-1-hexyl) sulfosuccinate
(AOT)/n-heptane and dimethylformamide (DMF)/AOT/n-heptane non-aqueous reverse micelle systems is reported.
EG and DMF were used as models for hydrogen bond donor (HBD) and non-hydrogen bond donor (non-HBD) polar
solvents, respectively. The reaction was found not to be base catalyzed in these media. Amechanism to rationalize the
kinetic results is proposed in which both reactants may be distributed between the two environments. The distribution
constants of FDNB between the organic and each micellar pseudophases were determined by an independent
fluorescence method. These results were used to evaluate the amine distribution constant and the intrinsic second-
order rate coefficient of the SNAr reaction in the interface. The reaction was also studied in the pure solvents EG and
DMF for comparison. The results in EG/AOT/n-heptane atWs¼ 2 give similar kinetic profiles than in water/AOT/n-
hexane at W¼ 10. With these HBD solvents, the interface saturation by the substrate is reached at around the same
value of [AOT] and the intrinsic second-order rate coefficient in the interface, k0b, has comparable values. On the other
hand, when DMF is used as a polar non-HBD solvent, the intrinsic second-order rate constant increases by a factor of
about 200 as compared to the values obtained using HBD solvents as a polar core. It is concluded that higher catalytic
power is obtained when non-HBD solvents are used as polar solvent in the micelle interior. Copyright # 2006 John
Wiley & Sons, Ltd.

KEYWORDS: reverse micelles; AOT; micellar catalysis; waterless microemulsions; aromatic nucleophilic substitution

INTRODUCTION


In recent years, attempts have been made to prepare and
study waterless microemulsions. In this sense, polar
solvents having high dielectric constants and low
miscibilities with hydrocarbon solvents have been
employed to replace water.1 The most common polar
solvents used include formamide (FA), dimethylforma-
mide (DMF), dimethylacetamide (DMA), ethylene glycol
(EG), propylene glycol (PG) and glycerol (GY).2–12 Most
of these studies have been focused on phase diagrams,3


viscosity and conductivity behavior,4 dynamic light
scattering measurements to determine micellar sizes
and intermicellar interactions.5,6,8 Also, dyes absorption
or emission spectra,5,9,10,13-15 and FTIR6,12,16,17 or 1H-
NMR12,16 spectroscopy have been used to characterize
microenvironments.


In principle, reverse micellar system can affect the
reaction rates by two main processes.18 They can rise or

to: J. J. Silber, Departamento de Quı́mica, Univer-
e Rı́o Cuarto, Agencia Postal Nro 3, X5804BYA Rı́o
, Argentina.
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diminish the energy of the transition state of the reaction
affecting the intrinsic rate constant for bimolecular
reactions and, can provide different places where the
reactants can be located. Solubilization of the reactant in
the same region of the surfactant assembly can lead to
significant acceleration of reaction rates due to a
‘concentration’ effect, while the rates of reactions of
segregated reactants are retarded.When both reactants are
in the polar core, they are concentrated as in a
nanoreactor, and since the size of this reactor is easily
varied, the influence of the properties of the micellar
system is relatively simple to assess.19,20 Moreover,
reverse micellar systems are of interest as reaction media
because they are powerful models for biological
systems.21–24


In spite of the importance of non-aqueous reverse
micellar systems, as potential catalytic media mainly, for
reactions that involve reagents that may react with
water,25 systematic studies of aromatic nucleophilic
substitution (SNAr) reactions using neutral nucleophiles
in these media have not been previously performed. In
previous works, we have been interested in the influence
of cationic and anionic reverse micelles on the
bimolecular SNAr reactions between halo nitro substi-
tuted aromatic substrates and aliphatic amines. The
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results showed that there is a change in the mechanism
and the reaction is faster in the micellar media than in the
non-polar pure solvent.26–29 At this time, we are
interested in investigating how the AOT non-aqueous
reverse micelles affect the mechanism of the SNAr
reactions.


In this paper, we report for the first time data on the
kinetics of the SNAr reactions between 1-fluoro-2,4-
dinitrobenzene (FDNB) and piperidine (PIP) in EG/sodium
bis (2-ethyl-1-hexyl)sulfosuccinate (AOT)/n-heptane and
DMF/AOT/n-heptane in non-aqueous reverse micelle
systems. EG and DMF were used as models for hydrogen
bond donor (HBD) and non-hydrogen bond donor (non-
HBD) polar solvents, respectively. The distribution
constant of FDNB between the organic and the micellar
pseudophases were determined by an independent
fluorescence method and used to evaluate the amine
distribution constant and the intrinsic second-order rate
coefficient of the SNAr reaction in the interface. A
mechanism to rationalize the kinetic results is proposed.

Experimental general


UV-visible spectra were recorded on a Shimadzu UV-
2401PC using 1 cm path length quartz cells. The kinetics
were recorded on a Hi-Tech Scientific Stopped-Flow
SHU SF-51 (SU-40 spectrophotometer Unit) thermo-
statized at 32.0� 0.58C. The HPLC measurements were
performed on a Varian 5000 liquid chromatograph
equipped with a UV-visible variable l detector (Varian
2550) operating at 250 nm with a Varian MicroPak SI-5
(150mm� 4mm i.d.) column and 1% 2-propanol in
n-hexane as solvent.

Materials


FDNB from Aldrich and PIP from Riedel-de Haen were
used without further purification. Sodium bis (2-ethyl-1-
hexyl) sulfosuccinate (AOT) from Sigma (more than 99%)
was dried under reduced pressure and was kept under
vacuum over P2O5 until it was used. The UV-visible of 1-
methyl-8-oxyquinolinium betaine in the presence of AOT
reverse aggregates in n-heptane showed that the surfactant
is free of acidic impurities.30n-Heptane (Sintorgan, HPLC
quality), DMF and EG, from Aldrich (more than 99%
purity), were used as received. Ultrapure water was
obtained from Labconco equipment Model 90901-01.

Procedures


Stock solutions of reverse micelles were prepared by
weighing and dilution in n-heptane. Stock solution of
0.5M surfactant was agitated in a sonicating bath until the
reverse micelle was optically clear. The appropriate

Copyright # 2006 John Wiley & Sons, Ltd.

amount of the stock solution to obtain a given
concentration of surfactant in the micellar solution was
transferred into the cell. The addition of the polar solvent
to the corresponding solution was performed using a
calibrated microsyringe. The amount of EG or DMF
present in the system is expressed as the molar ratio
between these polar solvents and the surfactant present in
the reverse micellar solution (Ws¼ [polar solvent]/
[surfactant]).

Kinetics


Reactions were followed spectrophotometrically by the
increase in the maximum absorption band of the product,
N-(2,4-dinitrophenyl) PIP, at 32.0� 0.5 8C. To start a
kinetic run, a stock solution of FDNB was added (10ml)
into a thermostatized cell containing the PIP and the
reverse micellar solution. The FDNB concentration in
the reaction media was 1� 10�4 M. The kinetic runs were
performed following the increase in the absorbance of the
reaction product (lmax¼ 385 nm). In every case, pseudo-
first-order plots were obtained in excess of PIP. The
pseudo-first-order rate constants (kobs) were obtained by a
non-linear least-squares fit of the experimental data
absorbance versus time, (r> 0.999) by first-order rate
equation. The value of the absorbance at infinite reaction
time was consistent with the value obtained from
authentic samples of the reaction product, within 3%.
The pooled standard deviation of the kinetic data, using
different prepared samples, was less than 5%.

Determination of the partition constant (Ks) of
FDNB in the micellar systems


The binding constant of FDNB to the reverse micellar
pseudophase was evaluated using the Encinas–Lissi’s
fluorescence quenching method.31,32 Tris(2,20-bipyridi-
ne)ruthenium(II) (Ru(bpy)þ2


3 ) which is quenched by
nitroaromatic compounds was used as the fluorescence
probe.33

RESULTS


As it was previously found in other reverse micellar
systems,26,27 the reactions of FDNB with PIP in EG and
DMF homogeneous solutions and in reverse micelles,
EG/AOT/n-heptane and DMF/AOT/n-heptane, produce
the corresponding ipso-fluorine substitution product in
quantitative yields as shown by UV-visible spectroscopic
and HPLC analysis of the reaction mixture.


In every case a large excess of PIP was used and the
reactions follow pseudo-first-order kinetic reaction. The
spectra at different reaction progresses show a clear
isosbestic point evidencing the cleanness of the reactions.
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Table 1. Kinetic and solvents parameters for the reaction of
FDNB with PIP in homogeneous media at 32 8C


Solvent k0 (s�1M�1)a k00 (s�1M-2)a p�b ab bb


EG 13.8� 0.7 — 0.92 0.9 0.75
DMF 256� 13 — 0.88 0 0.73
Water 2.5� 0.1 — 1.09 1.17 0.47
n-Hexanec — 171� 8 �0.08 0 0


a See Eqn (4).
b from Ref. 40.
c from Ref. 26.
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When it is attempted to elucidate how the microheter-
ogeneous media affect the SNAr reaction several variables
were investigated as follows.

Figure 1. Dependence of kobs with the AOT concentration,
for the reaction between FDNB and PIP in: (A) EG/AOT/
n-heptane and (B) DMF/AOT/n-heptane. [FDNB]¼
1.0� 10�4M, [PIP]¼ 0.015M, Ws¼2. The dashed line
shows the fitting by Eqn (11)

Reaction in neat EG and DMF


The reaction between FDNB and PIP was first studied in
homogeneous solutions of EG and DMF. In both solvents
there is a linear dependence on kobs with the PIP
concentration (See supplementary material, Fig. 1S for
EG). The kinetic results in both solvents are gathered in
Table 1, where k0 values are the second-order rate
constants. Also, for comparison the results previously
obtained for the same reaction in water and n-heptane are
included in Table 1.26 The reaction is faster in DMF than
EG and water.


Reaction in the non-aqueous AOT/n-heptane
microemulsions


Effects of AOT concentration. The kinetics of the
reaction was studied varying AOT concentrations
between 0 and 0.5M, keeping the other experimental
conditions, Ws, and [PIP] constant. Figure 1A and B
shows the kinetic results at Ws¼ 2, for EG/AOT/n-
heptane and DMF/AOT/n-heptane, respectively. As can
be observed from Fig. 1A for EG sequestrated inside the
aggregate, kobs increases on increasing AOT concen-
tration until approximately 0.1M and, the plots show a
downward curvature. After this AOT concentration value,
kobs change very little with the surfactant concentration.
On the other hand, when DMF is used as the polar solvent
(Fig. 1B) kobs increases on increasing AOT concentration
in the whole range studied. These results are reflecting
that the saturation by FDNB of the micellar interface is
achieved for EG reverse micelles while this is not reached
in the DMF ones at least in the surfactant concentration
range used.


Effect of amine concentration. To study the effect of
PIP concentration, the reaction was carried out using
0.3M of AOT at Ws¼ 2. Figure 2A and B shows the
results for EG/AOT/n-heptane and DMF/AOT/n-heptane,

Copyright # 2006 John Wiley & Sons, Ltd.

respectively. In both cases, kobs increases linearly with the
[PIP].


Effect of polar solvent dispersed. The effects of
changing the value of Ws on kobs keeping AOT and PIP
concentrations constant, is shown in Fig. 3A and B for
EG/AOT/n-heptane and DMF/AOT/n-heptane, respect-
ively. As it can be observed from Fig. 4A and B, the value
of kobs increases almost linearly with Ws in the whole
range measured. It must be pointed that the maximumWs


that can be reached is around 4 for DMF and 2.4 for EG at
328C.13,14


Determination of the partition constant (Ks) of
FDNB in the micellar systems. A question can be
raised regarding if polar solvents relatively soluble in
n-heptane such as DMF are preferably associated to the
micellar pseudophase under all the conditions employed.5


However, there are studies that support the assumption
that the sequestrated polar solvent/AOT ratio is indepen-
dent of the AOT concentration at a fixed analytical Ws


value. Previously9 we have shown that the spectra of a
probe totally associated to the reverse micelles, change

J. Phys. Org. Chem. 2006; 19: 805–812







igure 2. Dependence of kobs with the PIP concentration,
or the reaction between FDNB and PIP in: (A) EG/AOT/
-heptane and (B) DMF/AOT/n-heptane. [FDNB]¼ 1.0�
0�4M, [AOT]¼ 0.3M, Ws¼ 2. The dashed line shows
he fitting by Eqn (11)


igure 3. Variation of kobs withWs, for the reaction between
DNB and PIP in: (A) EG/AOT/n-heptane and (B) DMF/AOT/n-
eptane. [FDNB]¼1.0�10�4M, [PIP]¼0.015M, [AOT]¼
.3M
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F
f
n
1
t


withWs but not with the AOT concentration (at fixedWs)
for every solvent considered in the present work. This
indicates that the properties of the micelles, at a given
analytical Ws value, are not dependent upon the AOT
concentration, implying that most of the polar solvent
must be associated to the micellar pseudophase. More-
over, as Riter et al.5 have concluded, at small values ofWs


the polar solvent appears to remain preferentially inside
the micelles, even when they are relatively soluble in n-
heptane such as DMF.


Consequently the distribution of the reactants between
the micelle and the non-polar organic solvent is defined
using the pseudophase model.34 This model considers the
microaggregates as a distinct pseudophase whose proper-
ties is independent of the AOT concentration and is only
determined by the value of the characteristic parameter
Ws. In this model, only two solubilization sites are
considered, that is, the external non-polar solvent and the
micellar interface (i.e., all the surfactant molecules). In
this way, the distribution of FDNB between the micelles
and the external solvent pseudophase defined in Eqn (1) is
expressed in terms of the partition constant Ks shown in
Eqn (2):

Copyright # 2006 John Wiley & Sons, Ltd.

F
F
h
0


FNDBf þ AOTÐ
Ks


FNDBb (1)


Ks ¼
½FDNBb�


½FDNBf �½AOT�
(2)


Where [FDNB]b is the analytical concentration of the
substrate incorporated to the micelles, [FDNB]f is the
concentration of the substrate in the non-polar organic
solvent, and [AOT] is the micellized surfactant (total
surfactant concentration minus the critical micellar
concentration ffi10�4M). This equation applies at a fixed
value of W and when [FDNB]T� [AOT].


According to the Encinas–Lissi’s fluorescence quench-
ing method31,32 the distribution constant can be straight-
forwardly obtained by measuring the quenching of a
fluorophore anchored at the AOT interface. Ru(bpy)þ2


3


belongs to this kind of fluorophores35,36 and is quenched
by FDNB as it was previously found.33 The intensity of
the Ru(bpy)þ2


3 emission is not affected with the addition
of EG and DMF to the reverse micellar solution (results
not shown). This method was used to determine Ks for the
micellar systems used at Ws¼ 2 as it was previously
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Figure 4. (A) Effect of FDNB addition upon the fluorescence
intensity from Ru(bpy)þ2


3 in EG/AOT/n-heptane reverse
micelles at WS¼ 2. [Ru(bpy)þ2


3 ]¼ 6.85�10�6M. lexc¼
412nm. lem¼616nm. [AOT]/M: & 0.05, * 0.10, ~


0.15, ! 0.20. (B) Analytical concentration of FDNB needed
to give different I0/I values as a function of the AOT concen-
tration. I0/I values: 1.47 and 1.33
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reported for the distribution constant of 9-anthracene-
methanol in the same non-aqueous reverse micelles
systems.14


Typical results are shown for FDNB in Fig. 4A for EG/
AOT/n-heptane. The observed effect decreases as the AOT
concentration is increased as expected for the distribution
of the molecule between the micellar pseudophase and the
organic bulk. Similar data were obtained in DMF/AOT/n-
heptane (not shown). Figure 4B shows the plots of the
analytical FDNB concentration needed to reach a given
value of Io/I ratio (where Io and I are the Ru(bpy)þ2


3


fluorescence intensity, in the absence and in the presence of
FDNB, respectively) against the AOT concentration. The
intercepts of these plots correspond to the FDNB
remaining in n-heptane ([FDNBf], while the slope is the
FDNB incorporated into the micellar pseudophase per
mole of surfactant ([FDNBb]). In this way, the value of the
distribution constant could be calculated as Ks¼ slope/
intercept.31,32 The values ofKs obtained atWs¼ 2 where of
10� 1M�1 for EG/AOT/n-heptane and 0.8� 0.1M�1 for
DMF/AOT/n-heptane.

Copyright # 2006 John Wiley & Sons, Ltd.

DISCUSSION


Mechanism of reaction


For secondary (and primary) amines as nucleophiles the
general mechanism accepted37–39 for SNAr reactions
involving halogen as leaving groups can be represented
by Eqn (3).


(3)


Where Bi is the nucleophile or any other base added to the
reaction medium. Application of the steady state
hypothesis to this mechanism, and in the limiting
situation when k�1� k2þ k3 [Bi] Eqn (4) is obtained,


kobs=½Bi� ¼ kA ¼ k0 þ k00½Bi� (4)


Where kobs is the observed pseudo-first-order constant, kA
is the second-order rate constant, k0 ¼ k1k2/k�1 and
k00 ¼ k1k3/k�1. In this case the decomposition of Z is
rate limiting and base catalysis may be expected. A linear
response to base concentration such as depicted in
Eqn (4) is characteristic of the majority of base-
catalyzed reactions. On the other hand, if k�1� k2þ
k3 [Bi] or more precisely k2� k�1, the formation of the
intermediate Z is rate limiting and consequently kA¼ k1
and a plot of kobs versus [Bi] gives a linear response. There
are intermediate situations where curvilinear dependence
of kA with amine concentration may be found.37–39 In
other words, the intermediate Z stabilization by the
medium is crucial for the reaction pathway. In non-polar
solvents where the Z zwitterionic intermediate is less
stabilized than in polar organic solvents, large value of
k�1 is expected with the consequent base catalysis
observe in this media.39


In homogeneous media, as it was previously showed,26


the decomposition of Z is rate limiting for the reaction in
the non-polar solvent (Table 1). On the other hand, the
mechanism of SNAr reactions can change when polar
solvents are used the formation of Z being the rate-
determining step.26,39 From Table 1, it can be seen that the
reaction in water, EG, and DMF which are highly polar
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(as measured its high values of p�)40 are not base
catalyzed. Moreover, the reaction rates are considerable
faster in non-HBD (with a¼ 0) solvents than in HBD
ones such as water and EG. This can be explained
considering that in HBD solvents amines are highly
solvated through hydrogen bonding. In non-HBD
solvents, this interaction is not longer present with the
corresponding increase in the amine nucleophilicity.
These results are consistent with the fact that the reaction
in water, which has the higher value of a, is slower than in
the other polar solvents.


According to the results showed before and since both
reactants may be distributed between the two environments,
the interface and the bulk organic solvent, a mechanism
summarized Eqn (5) can be proposed.

ð5Þ

Where the subscripts and superscripts f and b indicate
the non-polar organic phase and the micellar pseudo-
phase, respectively. AOT represents the micellized
surfactant molecules. The rate coefficients for the reaction
k1, k�1, k2, and k3 were defined above [Eqn (3)]. KS and
KA are the distribution constant for FDNB and PIP
between the organic phase and micellar pseudophase,
respectively.


As it was previously discussed, the reaction is wholly
base catalyzed in n-heptane while is not in polar solvents.
The micropolarity of the interface in non-aqueous
reversed micelles of EG/AOT/n-heptane and DMF/
AOT/n-heptane is always higher than in the organic
solvent.13 Thus, it can be assumed that the reactions of
FDNBwith PIP are not base catalyzed in the non-aqueous
reverse micelles systems. Consequently, the formation of
the intermediate Zb is assumed to be rate limiting.


The rate of the reaction can be expressed by Eqn (6).


d½P�
dt


¼ kf ½PIPf �½FDNBf �þk0b
½PIPb�½FDNBb�


v½AOT� (6)


Where kf represents the intrinsic second-order rate constant
in the non-polar organic solvent (kf¼ k00[PIPf]). For
absolute comparison of reactivity in different media, the
molar reaction volume at the interface, v, should be known.
This can be estimated from the molar volume of AOT in the
reverse micelles, which can be taken as v¼ 0.38M�1.41,42


Thus, k0b is the conventional intrinsic second order rate
constant in the interface. The concentrations in square
brackets correspond to the analytical concentration referred
to the total volume of reverse micelle solution.

Copyright # 2006 John Wiley & Sons, Ltd.

A simple mass balance using the distribution constant
KS defined in Eqn (2) and the analytical concentration
of FDNB, [FNDBT], allows to calculate the [FDNBb]
[Eqn (7)].


½FDNBb� ¼
KS½AOT�½FDNBT�
ð1þKS½AOT�Þ


(7)


In the sameway, using the distribution constant defined
by Eqn (8), [PIPb] can be expressed by Eqn (9)


KA ¼ ½PIPb�
½PIPf �½AOT�


(8)


½PIPb� ¼
KA½AOT�½PIPT�
ð1þKA½AOT�Þ


(9)


If [PIPT]� [FDNBT] a pseudo-first-order behavior for
the kinetics of the reaction is assumed. Then, replacing
[FDNBb] and [PIPb] in Eqn (6), we can obtain the final
expression for the rate [Eqn (10)] and the observed
pseudo-first-order rate constant kobs [Eqn (11)].


d½P�
dt


¼ kobs½FDNBT� (10)


with


kobs ¼
kfþðk0


bKSKA½PIPT�½AOT�=vÞ
ð1þKS½AOT�Þð1þKA½AOT�Þ


(11)


The variation of kobs with the [AOT] can now be
explained from Eqn (11). As can be observed when the
values of the products between the distribution constants
and [AOT] are not negligible respect to unity, kobs would
exhibit a non-linear relationship with the surfactant
concentration being a value of [AOT] where the saturation
of the interface is reached.26 This is the case of EG/AOT/
n-heptane (Fig. 1A) where KS¼ 10M�1. On the other
hand, if KA and KS are small enough, this product are
almost negligible respect to unity and micellar interface
saturation is not reached as found for DMF/AOT/n-
heptane (Fig. 1B) were KS¼ 0.8M�1.


The intrinsic second-order rate constant of the reaction
in the organic solvent, kf, is known from the studies of
these reactions in n-hexane,26 assuming similar charac-
teristics of this solvent with n-heptane. By fitting the
experimental data with Eqn (11) (Fig. 1A and B) the
values of k0b and KA can be obtained and the results are
gathered in the Table 2.


On the other hand, linear relationships of kobs with the
nucleophile concentration as shown in Fig. 2A and B, are
indicating the lack of base catalysis at both non-aqueous
micellar pseudophase. These are expected results con-
sidering that the micellar interfaces are more polar than
the organic medium with the corresponding Z stabiliz-
ation.13 By introduction of the proper values of KA, the
values of k0b were recalculated for each system at Ws¼ 2
by fitting a different set of experimental data (Fig. 2A and
B) by Eqn (11). The results are compared in the Table 2.
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Table 2. Kinetic parameters and distribution constants for
the reaction of FDNB with PIP in different non-aqueous
reverse micelles media at 328C


Medium k0b (s
�1M�1) KA (M�1)


EG/AOT/n-heptane Ws¼ 2 20� 1a 1.6� 0.3a


19� 1b


DMF/AOT/n-heptane Ws¼ 2 3314� 100c 0.10� 0.02c


3562� 100d


Water/AOT/n-hexane W0¼ 10e 14.3� 0.6 5.4� 0.3


a From fitting Fig. 1A by Eqn (11).
b from fitting Fig. 2A by Eqn (11).
c from fitting Fig. 1B by Eqn (11).
d from fitting Fig. 2B by Eqn (11). Parameter values calculated using 0.995
confidence level in non-linear regression.
e From Ref. 26.
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As can be seen good estimates for k0b within experimental
error are obtained by two independent methods.


The results show similar kinetic profiles in EG/AOT/n-
heptane atWs¼ 2 than in water/AOT/n-hexane atW¼ 10.26


With these HBD solvents, the interface saturation by the
substrate is reached at around the same value of [AOT] and
k0b has comparable values. These are probably reflecting the
fact that EG/AOT/n-heptane at Ws¼ 2 has similar proper-
ties than the reversemicellesmade of water/AOT/n-heptane
at W¼ 10 as observed with optical probes.13


On the other hand, when DMF is used as polar solvent,
there is an increase of around 200 times on k0b in
comparison with the values obtained using HBD
solvents as polar core (Table 2). Moreover, the rate of
reaction rates in neat EG (Table 1) and in its
microemulsions is very similar while with DMF there
is an increase of about 15 times in the microheter-
ogeneous medium. The hydrogen bond specific inter-
action between PIP and HBD solvents may reduce the
amine nucleophilicity. On the contrary, the solvation of
the amine through that kind of interaction is not possible
when DMF is used as polar solvent, thus it is expected
that an increase its nucleophilicity. Moreover, previous
studies using 1-methyl-8-oxyquinolinium betaine (QB)
as molecular probe showed that it senses a more polar
environment in DMF/AOT/n-heptane reverse micelle
than in the pure solvent even at the maximum Ws


reached. This indicated that the solvent constrained in
the droplet is peculiarly structured probably by strong
dipolar interactions.13 All these facts are consistent with
the considerable rise in the rate reaction found in the
DMF microemulsions.


In addition higher reaction rates are observed increas-
ing Ws, (Fig. 3A and B), showing the increase in the
reactivity of the micellar media as can be expected for the
increase in polarity of the interface.


The distribution constants KA and KS, are higher when
HBD solvents are used probably reflecting the importance
of hydrogen bond interaction with the polar solvent in the
partition to the reactants between the interface and the
bulk non-polar organic pseudophase. Similar behavior

Copyright # 2006 John Wiley & Sons, Ltd.

was recently found for the partition of 9-anthracene-
methanol and acridine orange base in different non-
aqueous AOT reverse micelles system using polar
solvents such as EG and DMF.14,15


The value of the solvatochromic parameters for PIP,
a¼ 0.10 and b¼ 1.0440 show that this amine is a very
good hydrogen bond acceptor (HBA). Recently it has
been shown that the main driving force in the partition of
amines in aqueous reverse micelles43 is the HBD ability
of the solute. Consequently, a larger value of KA is
expected when HBD solvents such as water and EG are
used in the polar core of the aggregates as is actually
found.


In summary, the work shows the possibility of using
non-aqueous reverse micelles as catalytic media for SNAr
reactions when amines are use as nucleophiles. It is
concluded that higher catalytic power is obtained when
non-HBD solvents are used as polar solvent in the micelle
interior.
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ABSTRACT: The effects of alkyltriphenylphosphonium bromides (CnTPB, n¼ 10, 12, 14, 16) on the rates of SN2
reactions of methyl 4-nitrobenzenesulfonate and bromide ion have been studied. Observed first-order rate constants
are significantly higher than those found for other cationic surfactants for the same reaction. The results have been
analyzed by the pseudophase model of micellar kinetics and show true micellar catalysis in the sense that second-order
micellar rate constants are higher than the second-order rate constants in water. An attempt has also been made to
investigate mixed cationic–cationic surfactant systems with respect to observed rates and pseudophase regression
parameters. In addition, modeling of some cationic head groups has illustrated possible differences in head group
charges and counterion interactions that may prove kinetically relevant. Copyright # 2006 John Wiley & Sons, Ltd.


KEYWORDS: SN2 reaction; kinetic parameters; micellar catalysis; pseudophase model alkyl phosphonium surfactants;


mixed micelles


INTRODUCTION


The use of novel surfactants in assisting a variety of
organic reactions is highly promising for basic and
applied research.1–5 The application of quantitative
analysis of kinetic data to micellar mediated reactions
and the implications of different models describing such
reactions are also topics of continuing interest.6–11


The majority of fundamental studies on micellar
mediated SN2 reactions have been conducted in the
presence of cationic micelles of quaternary ammonium
surfactants such as those with trialkylammonium, pyridi-
nium, and quinuclidinium bromides and chlorides.12–14


In the present investigation, the kinetics of the reaction
of methyl 4-nitrobenzenesulfonate (MNBS) with bromide
ion (Scheme 1) in alkyltriphenylphosphonium bromide
(CnTPB) surfactants (Scheme 2) has been studied.


These surfactants offer head groups that are signifi-
cantly bulkier than those which have been investigated
previously and also possess aromatic moieties at the
micellar surface. Recently, the self-aggregation properties
and thermodynamics of micellization for this series of
surfactants and their binary mixtures have been studied by
our group.15,16 Surprisingly, however, the body of
chemical investigations on CnTPB surfactants is rather


limited, and there appear to be no systematic studies of
this series with respect to its effects on the kinetics of SN2
reactions. One report has considered the use of
derivatized hexadecyltriphenylphosphonium surfactants
in an ester cleavage reaction,17 highlighting a further use
of these surfactants in their ability to be functionalized to
different degrees.


Mixed micelles have recently expanded into a wide
area of research,18,19 and the body of knowledge on
effects of mixed surfactant systems on rates of
hydrolysis,4,20–23 nucleophilic substitution,19,24,25 and
other reactions,26 continues to grow. Very few studies
have been carried out on the effects of cationic–cationic
mixed surfactants on the enhancement of rate constants.
In the present work, we have cursorily studied three such
systems: C14TPB and hexadecyltrimethylammonium
(CTAB) bromides, C14TPB and hexadecyldiethylethano-
lammonium bromide (C16DEEA), and C16TPB and
C10TPB. Molecular modeling technique of selective
head groups interacting with bromide ion was carried out
in the present study, to evaluate structures and charge
distribution that may be kinetically relevant.27,28


RESULTS AND DISCUSSION


The reaction of MNBS and bromide ion was investigated
in the presence of CnTPB surfactants for chain lengths
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C10, C12, C14, and C16. The range of concentrations over
which these surfactants were studied was limited some-
what by their solubility in water. Rate-surfactant profiles
were determined for each surfactant at 298.2K and are
shown in Fig. 1 with theoretical regression fits (discussed
later). As in the case with other quaternary nitrogen based
cationic surfactant systems (TABS), an increase in rate
enhancement with increased surfactant concentration is
observed. In addition, for a given head group, this
enhancement is pronounced with an increase in hydro-
phobic chain length of the surfactant. This has been
observed previously for all other cationic systems for
similar anionic bimolecular reactions. The distinguishing
characteristic in these rate-surfactant profiles, however, is
the magnitude of increase in the pseudo first-order rate
constant (kobs) values as compared to other quaternary
ammonium bromide surfactants of similar chain
length.29–33 The values of the second order rater constant
(103Km


2 /Vm) to other quaternary ammonium bromide
surfactants of similar chain length31 are presented in
Table 1.


A rate-surfactant profile at 298.2K (Fig. 2) was also
determined for the surfactant, hexadecyltributylpho-
sphonium bromide (C16TBuB), in order to investigate
the extent of rate increase due to its bulky alkyl head
group and to compare this with the aryl substituted head
group.34–36 The observed rates were significantly lower
than those of C16TPB, though still higher than the
corresponding quaternary ammonium bromide surfac-
tants. Previous work.13,17 with trialkylammonium head
groups and SN2 reactions of similar substrates shows a
modest increase in the observed rate for hexadecyltribu-
tylammonium over trimethyl, triethyl, and tripropyl head
groups. If the case was similar for quaternary phos-
phonium head groups (i.e., that a hexadecyltrimethylpho-
sphonium bromide surfactant would only show a slightly
lower observed rate), it would indicate greater rate
enhancement for the phosphorous center than for nitrogen
centers.


Quantitative treatment of the data


Each rate-surfactant profile was fitted to a regression
according to the pseudophase model (PPM). For a
second-order reaction between a substrate (S) and a
nucleophile (X), the reaction can be assumed to occur in
either the micellar or aqueous pseudophases so that the
overall rate of reaction is the sum of the rates in each
pseudophase and is given by the following equation.30,38


�d½Stot�
dt


¼ kobs½Stot� ¼ kw2 ½Sw�½Xw� þ km2 ½Sm�Xm (1)


In Eqn (1), km2 and km2 refer to the second-order rate
constants of the reaction, [Sw] and [Sm] refer to substrate
concentrations, and [Xw] and Xm refer to nucleophile
concentrations in the aqueous (w) and micellar (m)
pseudophases, respectively. For the nucleophile concen-
trations, [Xw] is the solution concentration of nucleophile
in the bulk water while Xm, which corresponds to the
interfacial concentration of nucleophile in the micellar
pseudophase, is given by:


Xm ¼ ½Xm�
Vm½Dn� (2)


where Vm is the molar volume of the interfacial reaction
region and [Xm] is the solution concentration of the
nucleophile in the micellar pseudophase. The value of Vm


is usually assumed to be in the range of
0.14M�1<Vm< 0.37M�1, according to Stigter’s model
of micellar structure.29,30 Solving for kobs in Eqn (1),
substituting Xm according to Eqn (2), and incorporating
an equilibrium substrate binding constant (KS) yields the
following overall relationship:


kobs ¼
kw2 Br�w


� �þ km2
Vm


� �
Br�m
� �


Ks


1þ KS½Dn� (3)


where the nucleophile (X) for these investigations has
been identified as bromide ion. This relates kobs to
changing concentrations of surfactant and bromide ion.
The theoretical lines in Figs. 1 and 2 are regression fits of
the data according to Eqn (3).


Most commonly for bimolecular reactions in ionic
surfactant systems, such as in this investigation, the
concentration of micellized counterion has been assumed
to follow a Langmuir form equation as given below:


KBr ¼ ½Brm�
½Brw�ð½Dn� � ½Brm�Þ (4)


In Eqn (4), KBr is the equilibrium constant that
describes binding of bromide ion to the cationic micelle,


O2N SO3 CH3
O2N SO3 CH3BrBr+ − +−


Scheme 1


R  = C10, C12, C14 and C16


P
+


R Br


Scheme 2
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[Brm] and [Brw] are concentrations of bromide ion in the
micellar pseudophase and bulk water phase, respectively,
and [Dn] is the solution concentration of surfactant present
in micelles. The value of [Dn] is equal to the difference
between the total surfactant concentration ([Dtot]) and the
concentration of monomeric surfactant, with the latter
usually assumed to be equal to the cmc.39–44


Dn ¼ ½Dtot� � cmc (5)


By taking into account the mass and charge balance,
Eqn (4) (the Langmuir equation that describes bromide
binding) can be transformed to the following quadratic
form30:


KBr½Br�m�2 � ðKBr½Dn� þ KBr Br
�
tot


� �þ 1Þ½Br�m�
þ KBr½Dn�½Br�tot� ¼ 0


(6)


where the values of bromide ion concentrations in each
pseudophase can be found by solving the quadratic


equation at each concentration of surfactant investigated
for a given bromide binding constant (KBr).


A wide range of values for the bromide binding
constant (KBr) were employed in the regressions in order
to examine the variance of the rate constant (km2 /Vm) and
substrate binding constant (KS) values. Conductometric
studies have shown that counterion binding in triphenyl-
phosphonium bromides is lower (0.13 for C10, 0.40 for
C12, 0.44 for C14 and 0.31 for C16 TPBs respectively) than
that found for other cationic micelles (i.e., quaternary
ammonium bromides).15 This has been attributed to a
decrease in effective micellar surface charge density in
TPB head groups (as is the case with hexadecylpyr-
idinium bromide) as compared to other non-aromatic
head groups, and this may be due to the significantly
lower aggregation numbers for CnTPB micelles that are
afforded by a head group of such bulkiness. Aggregation
numbers as determined by fluorescence quenching for
CTAB and C16TPB are 61 and 15, respectively.15


The focus in the present study was not so much on
bromide binding in these surfactants as it was an attempt
to investigate the nature of the reaction of MNBS and Br�


and the binding of the substrate to the surface of TPB
micelles. Therefore, results of the PPM regression fits
have been presented in Table 1 in terms of the range of
bromide binding constants (KBr) used in order to examine
km2 /Vm and KS values. A value of 4.5� 10�4M�1 s�1 at
298.2K was used for the second-order rate constant in
water (kw2 ).


33,37 The regression parameters for C16TBuB
are similarly included in Table 1. In all cases, the
regression correlation coefficients (r2) were greater than
0.97.


As with results for similar reactions studied in cationic
micelles,12 the decrease in the observed rate with a
decrease in hydrophobic chain length for the same
surfactant head group is reflected in the PPM regression
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Figure 1. Influence of CnTPB concentrations on the observed rate constant for the reaction of MNBSþ Br� at 298.2 K. Solid
lines are theoretical regression fits according to equations described in the text


Table 1. PPM regression parameters for CnTPB and
C16TBuB surfactants at 298.2 K


KBr M
�1 103km2 /Vm s�1 KS M�1


C16TPB 100 (1000)� 40.2 (5.87) 200 (76)
2000 38.4 49


C14TPB 100 (1000) 35.3 (4.13) 109 (71)
2000 38.4 30


C12TPB 100 (1000) 21.1 (9.92) 126 (39)
2000 19.7 42


C10TPB 100 11.5 61 (39)
2000 10.3 32


C16TbuB 100 17.5 273
2000 15.6 63


�Bracketed terms are the corresponding values for alkyl trimethyl
ammonium bromides (Ref. 31)
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parameters primarily in a decrease in the substrate
binding constant (KS), assuming constant KBr values with
varying chain length. This may be due to decreased room
for accommodation of the substrate at the micellar
surface, and therefore would be a reflection of the
decrease in micellar size with a decrease in the
hydrophobic chain length.


One interesting point to note from the kinetic
parameters is that KS values are nearly comparable to
those found for quaternary ammonium bromides while
km2 /Vm values are 3–8 times higher for phosphonium
bromide surfactants than their quaternary ammonium
surfactants. Although there is considerable deviation in
the values for substrate binding with a change in the
bromide binding constant, micellar rate constant values
differ only slightly (well within an estimated experimen-
tal error of 15%) with a wide variation in counterion
binding. The increase in km2 /Vm values would be even
more pronounced for strict second-order rate constants
(km2 ) if one were to consider that the molar volume of the
interfacial region of TPB surfactants is much greater than
that for quaternary ammonium head groups. It is likely
that the enhancement of the second-order rate constants as
a function of surfactant concentration can be attributed to
increased micellar and effective bromide ion concen-
trations at the micellar surface.


The parameters obtained for C16TBuB also a show an
enhancement in the second-order rate constant in the
micellar pseudophase over water and other surfactants
(depending on precise values for Vm) as opposed to a
simply greater concentration of the reactants at the
interfacial region. However, the extent of this enhance-
ment is not as high as for the TPB series.


Possible sources for the rate enhancement at the TPB
micellar interface may include an increase in disruption
of the hydration of the attacking bromide ion that


corresponds to such a bulky head group. In this case, the
mechanism of rate enhancement in these surfactants
would simply be an extension of what is believed to be
observed with the trialkylammonium surfactant series13


and would therefore also be observed with C16TBuB. The
difference in km2 /Vm values between C16TPB and
C16TBuB would then be due to the greater head group
bulk of the former. The effect would correspond to a
general decrease in the polarity of the head group region
that would therefore increase the rate of an SN2
reaction.37 Another possible explanation would be the
steric effects by the phenyl rings in the head group region
that would activate the bound MNBS substrate towards
substitution.


Mixed micellar systems


The rates of reaction of MNBSþBr� were also
determined for mixed cationic–cationic systems of
C14TPB-CTAB and C14TPB-C16DEEA at varying con-
centrations and compositions in an attempt to correlate
the observed rates and determined parameters with
system properties. Rate-surfactant profiles (Fig. 3) were
found for both systems at varying solution mole fraction
of C14TPB (aC14


) and at constant total surfactant
concentration (25mM, respectively). Both plots exhibit
curves that negatively deviate from a straight line of
ideality. In order to confirm that a straight line
relationship between the observed rate constant (kobs)
and the solution mole fraction exists for an ideal system,
rate experiments were also carried out for the mixed
C16TPB-C10TPB system showing a linear relationship of
rate constant with mole fraction; the profile for this
system is shown in Fig. 4. This system has been shown to
behave ideally with respect to other micellar properties16
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Figure 2. Influence of C16TBuB concentration on the observed rate constant for the reaction of MNBSþ Br� at 298.2 K. The
rate-surfactant profile for C16TPB is shown for comparison. Solid lines are theoretical regression fits according to equations
described in the text
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(e.g., cmc, counterion binding, enthalpy of micellization,
etc.), so it is not surprising that it also behaves ideally
from a kinetic viewpoint. One would certainly expect that
for a reaction such as this, (which is believed to occur
preferentially at the micellar surface6), therefore a system
employing surfactants with the same head group would
offer an approximate picture of ideality. It is interesting to
note that for the inhibition of both this and similar SN2
reactions in the presence of cationic micelles by nonionic
surfactant additives, a comparable straight-line relation-
ship also exists between the observed rate constant and
the mole fraction of the additive.19.


In this light, the observed results for C14TPB-CTAB
and C14TPB-C16DEEA systems indicate that the mixed
micelles that are formed result in a lower observed rate of
reaction than would occur if the surfactants were
independent of each other. A possible explanation for


the observed results may lie, at least partly, in the
relationship between the compositions of surfactants in
the micelle with their overall solution compositions.
According to Rubingh’s approach, deviation from ideal
behavior is due to differing compositions of surfactant
monomers as compared to the bulk solution.45 From
conductivity studies and the use of the regular solution
approximation, the mole fraction of a surfactant in the
mixed micelle can be determined for its particular
solution concentration.46 In the case of C14TPB-
C16DEEA, for example, a conductivity study was
performed previously by our group,47 and the resulting
micellar composition plot is presented here in Fig. 5. The
straight line relationship represents the situation where
the mixed micelle composition is equal to the compo-
sition in the bulk solution, that is, x(C14)¼a(C14) in the
ideal case. According to this plot, there is more C14TPB
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Figure 4. Influence of solution composition (solution mole
fraction of C14TPB) on the observed rate constant for the
reaction of MNBSþBr� for C16TPB-C10TPB mixed surfactant
system at 298.2 K with a total surfactant concentration of
20mM
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Figure 5. Mixed micelle composition plot as determined by
conductivity using Rubingh’s model for the C14TPB-C16DEEA
system at 298.2 K
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Figure 3. Influence of solution composition (solution mole fraction of C14TPB) on the observed rate constant for the reaction of
MNBSþ Br� for A. C14TPB-C16DEEA and B. C14TPB-CTAB mixed surfactant systems at 298.2 K with total surfactant
concentrations of 25mM
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than is predicted by the solution concentration (a(C14)) at
low amounts of C14TPB until a mole fraction of about 0.6
after which there is a greater amount of C16DEEA in the
mixed micelles than given according to its solution
concentration. Therefore, the region of the largest
negative deviation from ideality of the observed rate
occurs at higher amounts of C14TPB in the solution
composition which corresponds to less C14TPB in the
micelles. This would suggest that with more C16DEEA
(the surfactant whose kobs value in the pure micelle is
much lower), there is a greater deviation from ideality in
the rate constant. Also, additional C14TPB (as the mole
fraction is increased to unity) is more effective in
increasing the observed rate. As for the source of the


negative deviation in general across the whole compo-
sition range, this remains unclear.


Rates of MNBSþBr� reaction were measured at
several concentrations for select compositions for both
C14TPB-CTAB and C14TPB-C16DEEA systems. The
resulting rate-surfactant profiles are presented in Fig. 6
with theoretical lines representing regression fits accord-
ing to Eqn (3), and the determined parameters are shown
in Table 2. Again, a range of bromide binding values were
used in order to confirm that km2 /Vm values do not vary
significantly, and for constant KBr values, the relationship
of km2 /Vm with solution composition proved to be similar
in nature to that of kobs. That is, there was a negative
deviation from ideality for km2 /Vm values for both mixed
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described in the text using a sample value of KBr¼450M�1
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systems. Because Km values depend more strongly on
bromide binding, no relationship with system compo-
sition could be found for this parameter.


Molecular modeling


Molecular modeling along with ab initio study of selected
head groups interacting with bromide counterion were
performed in order to elucidate structures and charge
distribution which might be kinetically relevant. The
alkyl side chains of all the surfactants were simplified to
ethyl groups as the effect of added methylene groups on
electronic structure becomes negligible.27 In light of low
aggregation number of 15 reported earlier15 for C16TPB
and the low value of 25 for C16TBuB determined by our
group using steady state fluorescence quenching,48 the
examination at molecular level is relevant. Simple
modeling of a micelle of C16TPB using GaussView03
visualization program49(structure is not reported due to
complexity) depicted a significant distance (over 14 Å)
between surfactant head groups. Therefore, the compu-
tational analysis of interaction of a surfactant monomer
head group with counter ion was carried out in the gas
phase as a crude model of catalysis at the micellar
interface.


All computations were performed using Gaussian0350


program suite. Hartree-Fock (HF) ab initio method with
doubly-split 3-21G, 3-21G�, and 6-31þG� basis sets was
employed for geometry optimization as well as for
Mulliken and natural population atomic (NPA)51–54


charges as implemented in Gaussian03. Figure 7 shows
optimized structures along with Mulliken and NPA
charges summed to the heavy atoms for the following
head groups: trimethylammonium (TMA), dimethylethano-
lammonium (DMEA), diethylethanolammonium (DEEA),
trimethylphosphonium (TMP), triphenylphosphonium
(TPP), and tributylphosphonium (TBP) cations.


According to Mulliken and NPA analyses, the positive
charge of the quaternary ammonium head groups (TMA,
DMEA, and DEEA) is distributed over the substituent
groups (essentially on hydrogen atoms); nitrogen atom
adopts a negative charge. In contrast, for the quaternary
phosphonium cations, the phosphorus center bears highly
positive charge. The NPAvalues are ofþ1.59,þ1.73, and
þ 1.74 for TMP, TPP, and TBP, respectively. Thus, the
total charge of the substituent groups is slightly negative
albeit hydrogen atoms are positively charged (values are
not shown). Although it is not a scope of present
theoretical study, one might suppose that the difference in
charge distribution may cause the difference in the
structure of solvent shells that in turn may result in
different behavior of nitrogen- and phosphorus-contain-
ing head groups in counterion binding and/or the kinetics
of SN2 reactions in condensed phase.


The highly positive charge on phosphorus atom allows
suggesting that it may coordinate directly with the
bromide counterion. This suggestion however was not
supported by our computational results shown in Fig. 8.
The binding of bromide anion on phosphorus center of
TMP leads to the formation of Br-TMP, with Br
interacting with three hydrogen atoms of three methyl
groups. The TMA and TBP head groups form similar
systems. Comparison of Br-TMA and Br-TMP reveals
only minor differences in geometries and charge
distribution. For Br-TMP, bromide interacts with hydro-
gen atoms at somewhat longer distances and bears
slightly less negative charge. The TPP head group
interacts with bromide differently. Due to steric effect of
bulky phenyl groups, Br interacts with only two of three
ortho phenyl hydrogens with the third phenyl ring
oriented away from the Br. This may suggest that the
improved performance of TPP as a catalyst for SN2 attack
may be due to steric effects of phenyl substituents.
However it is not possible to point out whether the
increased activity is due to the charge on the phosphorus
atom or p–p interactions between the phenyl groups and
the substrate or to the steric effects due to the phenyl
moieties in the head group region. Further investigations
in this direction may throw light on this matter.


EXPERIMENTAL


Materials


MNBS, Hexadecyltributylphosphonium bromide
(C16TBuB) Hexadecyltrimethylammonium bromide


Table 2. PPM regression parameters for select compo-
sitions of mixed C14TPB-C16DEEA and C14TPB-CTAB mixed
surfactant systems at 298.2 K


C14TPB-C16DEEA aC14
KBr M


�1 103km2 /Vm s�1 KS M�1


0 100 6.17 536
2000 5.11 96


0.2 100 8.23 311
2000 7.12 70


0.6 100 12.6 470
2000 10.3 93


0.8 100 16.9 394
2000 14.1 84


0.9 100 21.1 257
2000 18.4 65


1 100 35.3 109
2000 38.4 30


C14TPB-CTAB 0 100 6.77 233
2000 5.85 64


0.4 100 8.59 537
2000 6.97 99


0.6 100 12.8 474
2000 10.2 99


0.8 100 20.0 287
2000 17.6 66


1 100 35.3 109
2000 38.4 30
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(CTAB) were obtained from Sigma-Aldrich, the alkyl-
triphenylphosphonium bromide (CnTPB) surfactants
were obtained from Lancaster Synthesis and used as
received. Hexadecyldiethylethanolammonium bromide
(C16DEEA) was synthesized28 (>99.2% pure) with
starting materials Dimethyl ethanol amine and diethyl
ethanol amine, n-bromododecane, n-bromotetradecane,
and n-bromohexadecane obtained from Sigma-Aldrich.
All surfactant solutions were prepared freshly in doubly
distilled deionized water before use.


Kinetic measurements


The reaction rates were followed spectrophotometrically
using a Hewlett Packard 8452A diode array single beam
spectrophotometer. The substrate (MNBS) was added to
the reaction cell as 25mL of stock solution in acetonitrile
so that reaction solutions never contained more than 1%
by volume acetonitrile, and the final substrate concen-
tration was 1.0� 10�4M. The solution under investi-
gation without the substrate was used as the reference


Figure 7. Structures of the TMA, DMEA, DEEA, TMP, TPP, and TBP cationic head groups (with ethyl side chains) optimized at
the HF/3-21G level. Mulliken and NPA (in bold) charges with hydrogens summed to heavier atoms predicted with the HF/6-
31þG� method are shown
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solution. Due to interference from the UV absorption of
the phenyl rings in the CnTPB surfactants with respect to
MNBS absorbance, measurements for kinetic data were
taken at 290 nm for the phosphonium bromide surfactants
and for C16TBuB, absorbance was measured at 280 nm.
The temperature for all kinetic runs was maintained at
298.2K using a thermostated Haake DC-3 water bath and
water-jacketed cell compartment.


Observed pseudo first-order rate constants (kobs) were
obtained from the slopes of plots of ln((A1�A0)/
(A1�At)) versus time, where A1, At, and A0 are
absorbencies at the end of the reaction, at time t and at
time zero, respectively. Under the working conditions, the
pseudo first-order kinetic plots were linear for at least five
half-lives. Experiments were repeated at least two to three


times to show that rate constants were reproduciblewithin
a precision of 5% or better.


CONCLUSIONS


1. Three to eight fold rate increases have been observed
for the CnTPB surfactant series for the reaction of
MNBS with bromide ion over those found for other
cationic surfactants investigated for this and other very
similar reactions. The pseudophase model shows that
the rate enhancement is due to catalysis at the micellar
surface.


2. The rate enhancement in the presence of C16TBuB is
significantly higher than found for CTAB and, given


Figure 8. Structures, selected geometries (in Å), and selected NPA charges (in bold) predicted for bromide interacting with
TMA and TMP head groups (Br-TMA and Br-TMP) using the HF/6-31þG� method. Structures of bromide interacting with TBP
and TPP head groups, Br-TBP and Br-TPP, predicted with the HF/3-21G� level are reported
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the relationship between observed rates for trialky-
lammonium surfactants in an analogous reaction,
suggests a possible rate enhancement due to the phos-
phorus center.


3. Mixed C14TPB-C16DEEA and C14TPB-CTAB surfac-
tant systems have shown a negative deviation from
ideality in both observed rate constants and deter-
mined km2 /Vm parameters with solution composition,
while the mixed C16TPB-C10TPB system exhibited
near ideality.


4. Mulliken and NPA analyses have shown significant
differences in charge distribution for the nitrogen- and
phosphorus-containing head groups, which may result
in any observed differences in kinetics between
ammonium and phosphonium surfactants.


5. Theoretical study at HF level has shown that for TPB,
bromide interacts only with two phenyl substituents
while for other head groups three substituents are
involved in the interaction. That allows more room
for substrate binding in CnTPB surfactants.
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ABSTRACT: The main objective of this work was the comparison of molecular-microscopic solvent descriptors
measured from different solvatochromic reference probes. The �*, � and � (Kamlet, Abboud and Taft) and SPP, SB
and SA (Catalán and co-workers) multiparametric approaches were selected for this analysis. Attention was focused
on the comparison of paired measurements corresponding to different types of binary solvent mixtures in which the
pure solvents are able to form molecular associates by specific intermolecular interactions. The linear correlation
between paired parameters measured using both scales was analyzed in order to investigate the strength of the
relationship between them. Taking into account that the correlation coefficient says nothing about the magnitude of
the differences between paired solvent descriptors, the Bland and Altman method was applied in order to establish the
degree of agreement between different scales which measure the same solvent molecular-microscopic property.
Although both multiparametric approaches are fairly powerful tools to quantify the molecular-microscopic solvent
properties of pure and mixed solvents, the unequivocally correct measurements remain unknown. It can be considered
that the mean of paired values is the best estimate available. Copyright # 2005 John Wiley & Sons, Ltd.


KEYWORDS: molecular-microscopic solvent properties; solvatochromic parameters; binary mixtures; multiparametric


approaches; linear correlation


INTRODUCTION


The active role of solvents in chemical processes has long
been recognized. From the combination of pure solvents
in binary mixtures, both the availability and diversity of
reaction media have strongly increased. Different empiri-
cal scales have been proposed for describing the solvation
interactions at a molecular level.1 Among them, one of
the most extensively used method is that based on the use
of solvatochromic reference probes reflecting the specific
and non-specific solute–solvent interactions and their
influence on the UV–visible spectral band shifts. The
multiparametric approaches particularly associate each
kind of solute–solvent interaction with a separate para-
meter. All parameters are necessary to reflect the overall
solvation power of the solvent. In this direction, �*, � and


� scales have been developed by Kamlet, Abboud and
Taft (KAT)2 with the purpose of quantifying the dipolar-
ity/polarizability, hydrogen-bond basicity and hydrogen-
bond acidity of the solvent, respectively. More recently,
Catalán and co-workers3 (Catalán) have defined analo-
gously the SPP dipolarity/polarizability, SB basicity and
SA acidity scales. It should be remarked that both the
KAT and Catalán approaches are based on the application
of the solvatochromic comparison method,2 the reference
solutes proposed to construct each scale being different.


The chemical characteristics of mixed solvents are
customarily determined by the same techniques as are
applied to pure solvents. However, solute–solvent inter-
actions are more complex in mixed solvents than in pure
solvents owing to the intermolecular solvent–solvent
interactions and to the preferential solvation phenom-
enon.4 A recent investigation showed that binary mix-
tures can be characterized with the same accuracy as pure
solvents in terms of SPP, SB and SA scales, although the
preferential solvation is influenced by features of the
solute such as its shape, charge, properties and size.5


Our previous studies6 included the determination of the
empirical parameters �*, � and � for binary solvent
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mixtures formed mainly by aprotic solvents, in which
specific intersolvent interactions are involved. We have
analyzed (a) the preferential solvation effects for the
reference solutes used in the quantification of the KAT
parameters through the application of preferential solva-
tion models; (b) the response patterns of the solvent
mixtures to the chemical properties of the probes; (c)
the correlation between the solvent parameters and the
data corresponding to other solvent-dependent processes
(kinetic results of aromatic nucleophilic substitution
reactions); and (d) the convergence for KAT parameter
values obtained from comparable solutes.


We have recently determined7 the molecular-micro-
scopic solvent parameters SPP, SB and SA for binary
mixtures of ethyl acetate with chloroform or acetonitrile
or methanol, which are of the type cited above. The
results were related to the solvent’s �* dipolarity/polar-
izability, � basicity and � acidity, evaluating the agree-
ment between the values corresponding to different scales
by the application of the Bland–Altman method.


In a first instance, the shortcoming of this type of
approach (which are based on reference solutes) is that
the solute–solvent interactions are unique to the probe
used to develop each scale. At this point, our attention
was drawn to comparable molecular-microscopic solvent
descriptors measured from different reference probes. In
this direction, we selected the KAT and Catalán multi-
parametric approaches, focusing on the comparison of
paired measurements. The aim of this work was twofold:
(a) to analyze the relationship between paired parameters
measured using both scales in order to investigate the
strength in the relation between them; and (b) to analyze
the values of the difference between paired measurements
in order to establish the degree of agreement between
them. It is expected that the results will contribute to the
evaluation of the adequacy of multiparametric ap-
proaches to describe the solvent features and to the
discussion of the concept of an intrinsic, solute-indepen-
dent property of a solvent mixture.


RESULTS AND DISCUSSION


The solvent systems selected for this analysis are con-
sidered representative of different types of binary mix-
tures in which the pure components are able to form
complexes or cross-associated species via hydrogen
bonding between them. Moreover, the molecular associ-
ates are believed to be relevant to the behavior of the
mixtures.6d,8


The properties of the pure solvents constituting the
selected mixtures are as follows: ethyl acetate (EtOAc),
�*¼ 0.55, �¼ 0, �¼ 0.45, SPP¼ 0.795, SA¼ 0, SB¼
0.542); dimethyl sulfoxide (DMSO), �*¼ 1, �¼ 0,
�¼ 0.76, SPP¼ 0.795, SA¼ 0, SB¼ 0.542); acetonitrile
(AN), �*¼ 0.75, �¼ 0.19, �¼ 0.40, SPP¼ 0.895, SA¼
0.044, SB¼ 0.286); trichloromethane, �*¼ 0.58, �¼ 0


(it should be pointed out that this value is different from
that measured in dilute solutions of CCl4, as a monomer),
�¼ 0.10, SPP¼ 0.786, SA¼ 0.047, SB¼ 0.071; dichlor-
omethane, �*¼ 0.78, �¼ 0.13, �¼ 0.65, SPP¼ 0.898,
SA¼ 0.040, SB¼ 0.178; and methanol (MeOH), �*¼
0.71, �¼ 0.98, �¼ 0.57, SPP¼ 0.857, SA¼ 0.605, SB¼
0.545).2,3,5b


The solvent systems investigated were [EtOAcþ
cosolvent CHCl3 or AN or MeOH], [DMSOþ cosolvent
cosolvent CHCl3 or CH2Cl2 or AN or MeOH],[ANþ
cosolvent CHCl3 or MeOH] and [CHCl3þMeOH]. For
the proposed mixtures, the �*, � and � empirical para-
meters are available at nine molar fractions of cosolvent.6


The SPP, SB and SA molecular-microscopic properties
were reported previously for the mixtures with EtOAc
and DMSO.7,9 Catalán’s parameters for [ANþCHCl3 or
MeOH] and [CHCl3þMeOH] mixtures were determined
in this work.


Determination of SPP, SB and SA parameters


The SPP dipolarity/polarizability was determined from
the solvatochromic shifts undergone by the longest-
wavelength UV–visible absorption band of two indica-
tors, 2-(dimethylamino)-7-nitrofluorene (DMANF) and
2-fluoro-7-nitrofluorene (FNF). The SB and SA scales
are based on the probe–homomorph pairs 5-nitroindoline
(NI)–1-methyl-5-nitroindoline (MNI) and o-tert-
butylstilbazolium (TBSB)–o,o0-di-tert-butylstilbazolium
(DTBSB) betaine dyes, respectively. The parameters
were calculated from the experimental wavenumbers of
the absorption maxima of the solvatochromic solutes
according to the following equations:3


SPP ¼ �~vv ðsolventÞ � 4692=2119


�~vv ðcm�1Þ ¼ ~vvFNF � ~vvDMANF


ð1Þ


SB ¼ ð�~vv� 1570Þ=1735


�~vv ðcm�1Þ ¼ ~vvNI � ~vvMNI


ð2Þ


SA ¼ ð�~vv=1299:8Þ � 0:4


�~vv ðcm�1Þ ¼ ~vvTBSB � ð1:4099~vvDTBSB � 6288:7Þ
ð3Þ


Deconvolution of the experimental spectra was
applied for the calculation of SA values using the
PeakFit v4.11 program.10 The results are presented in
Table 1.


Figure 1 shows the property versus mixture composi-
tion plots. The shape of the curves reflects the response
patterns of the explored mixtures to the chemical proper-
ties of the probes being analyzed according to their
deviation from ideality.
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The dipolarity/polarizability of the mixtures varies in a
special way according to those reported previously for the
cases in which the pure components have almost the same
SPP values.7,9 The basicity is always higher than the ideal
value, the departure being minimal for the [ANþMeOH]
mixture. Moreover, synergistic effects for the property are
observed [excluding ANþMeOH]. The acidity of
[ANþCHCl3] mixtures (in which the SA values of the
pure components are similar) exhibits a synergetic effect on
the property throughout the cosolvent mole fraction. The
mixtures with MeOH as cosolvent (in which the difference
between the acidity of the pure components is� 0.558)
show increments in SA from the low values corresponding
to AN or CHCl3 to the high value corresponding to MeOH,
exhibiting negative deviations from the ideal behavior with
the exception of the AN-rich zone in which the acidity
increases rapidly. All these results can be related to the
formation of hydrogen-bonded complexes within the solva-
tion shell of the reference probes.


Comparison between the multiparametric scales
of KAT and Catalán


Correlation analysis: SPP, SA and SB vs p*, a and b
solvent parameters. The comparison between the
solvent scales was performed by analyzing the linear
correlation between paired parameters. The data calcu-
lated by the expression Catalán parameter¼AþB�
KAT parameter are presented in Table 2. The correlations
were assessed by the evaluation of the correlation coeffi-
cient (r) and the standard deviation (SD).


SPP vs p*. The data clearly demonstrate that the two
parameters are not linearly related except for the mixtures
with DMSO (a solvent that exhibits the highest dipolar-
ity/polarizability values on both scales), which exhibit a
fairly good linear correlation.


The contamination of the �* scale with effects other than
those inherent in non-specific contributions (particularly


Table 1. Solvatochromic parameters SPP, SB and SA for binary (acetonitrileþ trichloromethane or methanol) and
(trichloromethaneþmethanol) solvents mixtures, measured at 25 �Ca


x (cosolvent)


Parameter 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9


Acetonitrileþ trichloromethane
SPP 0.847 0.870 0.900 0.858 0.824 0.825 0.818 0.799 0.771
SB 0.361 0.348 0.341 0.347 0.318 0.312 0.304 0.229 0.203
SA 0.055 0.078 0.100 0.108 0.106 0.102 0.086 0.055 0.057


Acetonitrileþmethanol
SPP 0.828 0.830 0.856 0.860 0.875 0.873 0.855 0.881 0.899
SB 0.369 0.394 0.397 0.405 0.426 0.454 0.489 0.533 0.560
SA 0.290 0.323 0.317 0.331 0.380 0.391 0.401 0.454 0.512


Trichloromethaneþmethanol
SPP 0.752 0.755 0.728 0.761 0.798 0.784 0.791 0.819 0.854
SB 0.191 0.271 0.332 0.418 0.453 0.517 0.561 0.558 0.550
SA 0.056 0.087 0.131 0.160 0.208 0.263 0.313 0.394 0.476


     AN + CHCl3       AN + MeOH     CHCl3 + MeOH 
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Figure 1. Plots of SPP, SB and SA parameters against cosolvent mole fraction
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with specific effects such as acidity) was examined.6d,11 For
this reason, the SPP scale was proposed on the basis of a
probe–homomorph (DMANF–FNF) pair in order to offset
the contribution of these spurious effects. In connection
with this, different empirical scales as descriptors of non-
specific solvent effects were compared: the ET(30), �*,
SPP, Py (Dong–Winnick) and S (Drago) scales were
correlated with EpNA (Matyushow scale).12


Bearing in mind what has been said above, the results
obtained can be connected with our previous studies6d in
which we demonstrated that the �* values of mixtures
with DMSO are dictated by non-specific interactions, the
contamination being minimized by specific effects.


SB vs b. The results suggest that, to a greater or lesser
extent, the two parameters are proportional to each other
(excluding the [EtOAcþMeOH] system). Moreover, the
best linear correlations (r� 0.9) are observed for the
mixtures that contain CHCl3. The results can be con-
nected with reported studies in which the SB values are
linearly related with � values for 98 pure solvents
(r¼ 0.928).3c


SA vs a. The highest values of r correspond to mixtures
with the protic solvent MeOH (which exhibits the highest
acidity values on both scales).


Agreement of SPP, SA and SB with the empirical
parameters p*, a and b: application of the Bland
and Altman method


The use of correlations is often inappropriate in order to
evaluate the agreement between measurements obtained
by two different methods. In a first instance, the correla-


tion coefficient (r) measures the relation between the two
properties, not the agreement between them. In addition
to the linear correlation analysis between paired para-
meters, the comparison between the solvent scales was
performed applying the Bland–Altman (B–A) method,
which focuses on the magnitude of the differences
between paired measurements exclusively. The general
features of the B–A plot have been well described.13 The
B–A approach was applied to each of the selected binary
solvent systems. The data treatment was carried out using
the GraphPad Prism Version 4.0 program. The results are
summarized in Table 3. The B–A plots are presented in
Fig. 2 for each of the investigated solvent systems.
Additionally, the agreement was analyzed including all
the solvent systems together.


Agreement between the SPP and p* scale. The
results obtained show that (a) the differences between
paired values in most cases are higher than zero, reveal-
ing that SPP values tend to be higher than �* values; (b)
the differences do not vary in a systematic way with the
average values, excluding the mixtures with DMSO in
which the differences tend to become smaller as the
average increases, reflecting a relationship between the
differences and the averages (a case of a proportional
error); (c) the bias values (which must be interpreted
considering whether the discrepancy is large enough to be
important from the point of view of the quantified
property) are relatively small (� |0.1|) except for the
mixtures with EtOAc and the [ANþMeOH] mixture;
and (d) the differences, in general, do not exceed
the limits of agreement (mean� 1.96SD). It should be
pointed out that the SDs of the bias are high (therefore,
the agreement limits are also high) for [ANþCHCl3
or MeOH], [CHCl3þMeOH] and [DMSOþCH2Cl2]
mixtures.


Table 2. Correlation coefficient (r) and standard deviation (SD) corresponding to the linear correlation of Catalán vs KAT
parameters


r (SD)


Solvent system SPP vs �* SB vs � SA vs � Na


ANþCHCl3
b 0.190 (0.074) 0.946 (0.035) 0.449 (0.114) 11


ANþMeOHb �0.300 (0.020) 0.886 (0.032) 0.831 (0.140) 11
CHCl3þMeOHb �0.057 (0.090) 0.987 (0.033) 0.977 (0.065) 11
EtOAcþCHCl3


c 0.317 (0.049) 0.900 (0.044) 0.263 ( 0.081) 11
EtOAcþANc 0.317 (0.049) 0.762 (0.023) 0.328 (0.102) 11
EtOAcþMeOHc 0.751 (0.045) 0.364 (0.062) 0.811 (0.178) 11
DMSOþCHCl3


d 0.975 (0.026) 0.948 (0.065) 0.519 (0.075) 11
DMSOþCH2Cl2


d 0.930 (0.028) 0.696 (0.044) �0.269 (0.032) 11
DMSOþANd 0.953 (0.028) 0.899 (0.045) �0.777 (0.054) 11
DMSOþMeOHd 0.912 (0.021) 0.747 (0.039) 0.957 (0.097) 11
All mixtures and pure solvents 0.701 (0.051) 0.845 (0.074) 0.877 (0.078) 96


a N: number of data points.
b KAT parameters, Ref. 6(e); Catalán parameters, determined in this work.
c Solvent parameters from Refs 6a and 7.
d Solvent parameters from Refs 6a, b, d, e and 9.
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These observations indicate that the SPP and �* scales
do not produce, in general, the same or at least similar
dipolarity/polarizability values, excluding [ANþCHCl3]
and [CHCl3þMeOH] mixtures (for which the SPP dipo-
larity/polarizability compares closely enough with the �*
dipolarity/polarizability).


Agreement between the SB and b scale. The
results reveal that the differences between paired values:
(i) exhibit a random distribution between the limits of
agreement; (ii) are not centered around zero for the
[ANþMeOH] system and the mixtures with DMSO;
and (iii) in most cases do not exceed the limits of
agreement. The average of the differences is � |0.1|
except for [ANþMeOH] and [DMSOþCH2Cl2 or
AN or MeOH] mixtures. The SDs of the bias are high
for [EtOAcþCHCl3 or AN or MeOH] and [CHCl3þ
MeOH] mixtures.


These results reveal that there is acceptable agreement
between the basicity values measured through both scales
for [ANþCHCl3], [CHCl3þMeOH] and all mixtures
with EtOAc.


Agreement between the SA and a scale. The
results reveal that the differences between paired values,
in most cases: (i) vary in a systematic way over the range
of measurement indicating the existence of a relationship
between the differences and the averages (except
[DMSOþCHCl3 or CH2Cl2]); and (ii) are not centered
around zero because SA values clearly tend to be lower
than � values. The bias values are high (>|0.1|) except for
the [DMSOþCH2Cl2] system.


These results allow us to consider that for each of
the solvent systems explored there is no acceptable
agreement between the acidity values quantified accord-
ing to the Catalán and KAT scales, except for the
[DMSOþCH2Cl2] mixtures.


Table 3. Bland–Altman results


Solvent system Parameter Biasa SDb 95% limits of agreement Nc


ANþCHCl3
d SPP vs �* 0.049 0.076 �0.100/0.198 11


SB vs � �0.099 0.035 �0.167/�0.032 11
SA vs � �0.125 0.112 �0.344/0.094 11


ANþMeOHd SPP vs �* 0.024 0.048 0.029/0.219 11
SB vs � �0.122 0.040 �0.200/�0.044 11
SA vs � �0.507 0.144 �0.789/�0.224 11


CHCl3þMeOHd SPP vs �* 0.001 0.099 �0.193/0.195 11
SB vs � �0.038 0.043 �0.122/0.047 11
SA vs � �0.266 0.151 �0.562/0.029 11


EtOAcþCHCl3
e SPP vs �* 0.176 0.056 0.066/0.285 11


SB vs � 0.079 0.09 �0.097/0.254 11
SA vs � �0.097 0.077 �0.247/0.054 11


EtOAcþANe SPP vs �* 0.197 0.043 0.112/0.281 11
SB vs � �0.010 0.072 �0.151/0.131 11
SA vs � �0.219 0.098 �0.410/0.027 11


EtOAcþMeOHe SPP vs �* 0.214 0.024 0.167/0.261 11
SB vs � �0.027 0.060 �0.154/0.091 11
SA vs � �0.479 0.173 �0.818/�0.141 11


DMSOþCHCl3
f SPP vs �* 0.100 0.060 �0.017/0.217 11


SB vs � �0.062 0.062 �0.184/0.060 11
SA vs � �0.070 0.074 �0.215/0.074 11


DMSOþCH2Cl2
f SPP vs �* 0.024 0.041 �0.056/0.104 11


SB vs � �0.134 0.119 �0.367/0.099 11
SA vs � �0.005 0.041 �0.086/0.076 11


DMSOþANf SPP vs �* þ0.051 0.061 �0.068/0.171 11
SB vs � �0.102 0.048 �0.196/�0.008 11
SA vs � �0.052 0.090 �0.228/0.124 11


DMSOþMeOHf SPP vs �* þ0.065 0.065 �0.063/0.193 11
SB vs � �0.113 0.037 �0.185/�0.04 11
SA vs � �0.168 0.183 �0.527/0.190 11


All mixtures and pure solvents SPP vs �* 0.094 0.092 �0.086/0.274 96
SB vs � �0.060 0.086 �0.227/0.108 96
SA vs � �0.213 0.202 �0.608/0.183 96


a Bias: average of the differences between Catalán and KAT parameter values.
b SD: standard deviation of the differences.
c N: number of data points.
d KAT parameters, Ref. 6e; Catalán parameters, determined in this work.
e Solvent parameters from Refs 6a and 7.
f Solvent parameters from Refs 5a, b, d, e and 9.
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Comparison between the scales of KAT
and Catalán: main results


The correlation coefficient measures the linear relation
between two variables, which, however, says nothing
about the magnitude of the differences between paired
measurements. The B–A approach is useful in analyzing


whether two different methods of measurement agree
close enough.


The results presented in this work allow us to make the
following observations:


� The correlation analysis shows that the SPP and
�* scales are linearly related for mixtures with the


Figure 2. Bland–Altman plots of the differences between the Catalán and KAT parameters against average values (solid line,
bias; dashed line, limits of agreement)
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Figure 2. Continued
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highly dipolar solvent DMSO. For these mixtures, the
B–A analysis reveals that there is no agreement be-
tween paired values.


� The results show that, to a greater or lesser extent, a
linear correlation exists between the solvent basicity
scales SB and � (except for the [EtOAcþMeOH]
system). A very good linear relation was particularly
detected for the mixtures containing CHCl3. The
B–A analysis reveals that SB and � values agree
closely for [ANþCHCl3], [CHCl3þMeOH] and
the mixtures with EtOAc. It can be pointed out
that there is agreement and linear correlation
between both basicity parameters when the mixtures
contain CHCl3 (except for the [CHCl3þDMSO]
system).


� The correlation analysis shows that SA and � scales
are linearly related for the solvent systems that contain
the protic solvent MeOH. The B–A analysis reveals
that, in all systems, there is bad agreement between
paired acidity values (with the exception of
[DMSOþCH2Cl2]).


� When all the mixtures and the pure solvents are
simultaneously included in the analysis, the results
presented in Table 2 and Fig. 3 show that: (i) there is
a poor linear correlation (r< 0.800) and an acceptable
degree of agreement between the SPP and �* scale; (ii)
there is a fair linear correlation (r¼ 0.845) and agree-
ment between the SB and � scale; and (iii) in contrast,
there is a moderately good linear correlation
(r¼ 0.877) but no agreement between the SA and �
scale.


CONCLUSIONS


The solvatochromic reference probes used by KAT to
establish the solvent’s �*, � and � values and those used
by Catalán to establish the solvent’s SPP, SA and SB
values in the framework of the so-called ‘solvatochromic
comparison method’ are chemically different com-
pounds. Therefore, the composition of the solvation shell
of the respective solvatochromic probe molecules, dis-
solved in the same binary solvent mixture, should be
different because of the different intermolecular probe–
solvent interactions.


The results presented here are good evidence of the fact
that the scales involved in this analysis are dependent on
the type of probe and method used to develop each scale.


The experimental data demonstrate that, for the
analyzed binary solvent mixtures, the Catalán multi-
parametric approach overestimates the dipolarity/
polarizability and underestimates the acidity with respect
to the KAT approach.


If there is agreement between the two scales designed
to measure the same quantity, one parameter can be
replaced by the other. In this situation we could think,
in a first instance, about a solute-independent, intrinsic
molecular-microscopic solvent property. Although both
multiparametric approaches are fairly powerful tools to
quantify the molecular-microscopic solvent properties of
pure and mixed solvents, the unequivocally correct mea-
surements remain unknown. It can be considered that the
mean of paired values is the best estimate available. This
means that, in the first instance, solute-independent


Figure 2. Continued
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intrinsic parameters could not be experimentally deter-
mined in this way, using solvatochromic probe molecules
of different molecular structure.


EXPERIMENTAL


The solvatochromic indicators were prepared and/or
purified as described elswhere.3 The solvents used were
purified as reported previously and were kept over mole-
cular sieves.4 The binary mixtures and the indicator
solutions were prepared prior to use.


The spectroscopic data were obtained with a Perkin-
Elmer Lambda 40 UV–visible spectrophotometer
equipped with a thermostatic cell holder. For each system
explored, the property values were systematically deter-
mined throughout the total solvent composition range (at
nine mixed solvent compositions) at 25 �C.
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Vottero LR. J. Solution Chem. 2001; 30: 695–707; (e) Mancini
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Arkivoc 2003; 10: 373–381.


8. (a) Dohnal V, Costas M. J. Solution Chem. 1996; 25: 635–655; (b)
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ABSTRACT: Water is an environmentally benign solvent, easily cleaned and with a harmless vapor, so there is great
interest in using water in chemical manufacturing. However, water also has important special properties as a solvent,
with the hydrophobic effect promoting rapid and selective reactions in addition reactions, atom transfer reactions,
and substitutions. The presence of the hydrophobic effect can be determined with the addition of prohydrophobic
and antihydrophobic materials to the water solution. Using such materials, it is possible to determine the detailed
geometry of transition states for a number of classical reactions, including alkylation of phenoxide ions on oxygen
and carbon. The factors involved, particularly the effect of antihydrophobic agents such as ethanol in lowering the free
energy of non-polar reactants, have not been taken into account in previous well-known mechanistic studies.
Copyright # 2006 John Wiley & Sons, Ltd.

KEYWORDS: Diels-Alder; benzoin; carbonyl reductions; antihydrophobic additives; polyaziridines

INTRODUCTION


There is much current interest in the use of water as an
environmentally benign solvent. Thus in the conference
on Green Chemistry held in Washington DC in June 2005
there were very many papers describing various reactions
in which water was substituted for more normal organic
solvents. If the only advantage of water as a solvent were
that it is easily purified and has a harmless vapor this
could still make it an attractive solvent. However, we have
seen that the hydrophobic effect that characterizes the
interaction of water solvent with dissolved organic
compounds can also have important consequences.


We first took advantage of this special character of
water solvent in our work on biomimetic chemistry with
artificial enzymes, in which the hydrophobic effect
caused the substrates to bind into enzyme mimics.1,2


More recently, we have seen that chemistry in water can
be unique in the selectivity and rate accelerations it
elicits.3–11 The hydrophobic effect can also provide
special information about transition states (TSs) of
chemical reactions.12–20
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We will briefly describe our early evidence for such
hydrophobic effects, then some recent work, to show how
we can deduce the geometries of some TSs by modulating
the hydrophobic effect. Finally, we will describe how
mimics of the large molecules typical of natural enzymes
can use the advantageous aspects of water as a solvent
while overcoming some of its disadvantages.21–27 The
emphasis throughout will be on mechanism rather than on
synthetic methodology development.

DIELS-ALDER REACTIONS


We had studied the catalysis of various reactions when
substrates bind into cyclodextrins in water solution.1,2


Molecular modeling indicated that beta-cyclodextrin,
cycloheptaamylose, should be able to bind both a
cyclopentadiene ring and acrylonitrile into the cavity.
Thus we examined this system, and found that with
cyclodextrin the Diels-Alder reaction of these com-
ponents was indeed much faster than was the same
reaction in a typical organic solvent.3 However, when
we omitted the cyclodextrin but kept water as the solvent
we also saw a rapid Diels-Alder reaction, with a second-
order rate constant about 60 times as large as that when
isooctane was the solvent (Fig. 1).


Various tests3–5 made it clear that we were seeing
hydrophobic acceleration by the water solvent. For one
thing, methanol as solvent accelerated the reaction by
only 4-fold, not 60-fold, so solvent polarity was not
the dominant factor with water. More importantly, we
were able to accelerate the reaction in water using
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Figure 1. ADiels-Alder reaction with a large acceleration by
water solvent


Figure 3. The reaction is accelerated in water by added
lithium chloride, which increases the hydrophobic effect,
but is slowed by the antihydrophobic guanidinium cation
and perchlorate anion
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prohydrophobic additives such as LiCl, but antihydro-
phobic additives such as guanidinium chloride slowed
the reaction. [Later we will describe how antihydro-
phobic additives let us learn the geometries of various
TSs.] Similarly, water enormously accelerated the Diels-
Alder reaction of N-ethylmaleimide with hydroxy-
methylanthracene (Fig. 2), and in this case the reaction
in methanol was slower than that in isooctane, so
hydrophobicity was the dominant factor in water,
overcoming the solvent polarity effect.4 Again pro- and
antihydrophobic additives confirmed this picture (Fig. 3).


Perhaps the most remarkable finding in this early work
was that the special effect of water was seen even when
the reactants were suspended in thewater, not dissolved in
it.4,5 As we pointed out,1 this finding made water an
attractive ‘‘solvent’’ even for synthetic reactions with
reactants that have only limited solubility in the water.

THE BENZOIN CONDENSATION


The conversion of two molecules of benzaldehyde to a
molecule of benzoin, catalyzed by cyanide ion, has been
extensively studied (Fig. 4). It is normally performed in

igure 2. A Diels-Alder reaction that is slowed by polar
olvents, but greatly accelerated by water


Figure 4. The benzoin condensation. Under our conditions
the rate-limiting step is the addition of mandelonitrile anion
to benzaldehyde with partial overlap of the two phenyl rings

F
s
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ethanol solution. The rate-determining step under the
usual conditions and concentrations is the addition of the
carbanion of mandelonitrile to benzaldehyde, leading to
kinetics first order in cyanide ion and second order in
benzaldehyde. We predicted that this step would be
subject to hydrophobic acceleration in water solution, and
indeed that was so.6 Under standard conditions, the
reaction in water was 200 times as fast as the reaction in
ethanol. Again a prohydrophobic additive LiCl acceler-
ated the reaction, while an antihydrophobic additive
lithium perchlorate slowed it.


Of course in this case, with an anionic substrate going
to an anionic product, one must be concerned about
electrostatic effects. In our later discussion of TS
geometries we will show that the dominant effect here
also rises simply from partial packing of the hydrophobic
phenyl rings on each other in the TS.
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ATOM TRANSFER REACTIONS


Very recently we have taken up the study of hydride
reductions of ketones and of epoxidations of olefins with
reagents that can pack their hydrophobic surfaces onto
substrate hydrophobic units. Again we find that important
selectivities are achieved with such systems. In our
earliest work we studied the selectivities achieved when
ketones carrying hydrophobic groups 1a–1d in compe-
tition with the methyl ketone 2 were reduced by lithium
borohydride 5, lithium phenylborohydride 6, and lithium
pentafluorophenylborohydride 7 to products 3 and 4.9


As the data in Table 1 show, simple lithium borohydride
5 selectively reduced the methyl ketone in every case.
Apparently the ketones 1a-1c were deactivated by
conjugative stabilization of the carbonyl group and steric
crowding, while 1d was also crowded. By contrast,
hydrophobic phenylborohydride 6 overcame these effects
in water, and selectively reduced the hydrophobic
substrates 1a and 1b. In methanol solvent this selectivity
reversal did not occur or occurred to a much smaller extent
(1b with reductant 7).


Compound 1c showed a full reversal of selectivity in
water only with reductant 7, probably because the ketone
carbonyl is somewhat twisted out of plane in substrate 1c.
From our other studies, we saw that the maximum effect
in hydrophobic selectivity required that the carbonyl
group be coplanar with the aromatic attached ring.10 This

Table 1. Ratios of products 3:4 formed in the competition react
borohydrides under different reaction conditionsa,b,cdDG 6¼ (kcal/m


R2 D2O


1a H 44:56 (0.143)
1a Ph 56:44 (�0.143)
1a C6F5 74:26 (�0.620)
1b H 53:47 (�0.071)
1b Ph 67:33 (�0.420)
1b C6F5 91:9 (�1.371)
1c H 32:68 (0.447)
1c Ph 40:60 (0.240)
1c C6F5 60:40 (�0.240)
1d H 29:71 (0.531)
1d Ph 32:68 (0.447)
1d C6F5 20:80 (0.821)


a All reactions were carried to ca. 5% conversion.
b Experiments with 1a, 1d, 1f, and 1g were conducted at a concentration of 20
Experiments with 1c were conducted at a concentration of 10mM.
c Reported ratios are within an error of �1% in at least duplicate runs.
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presumably explains why an attached cyclohexyl group or
a benzyl group in the substrate did not lead to
hydrophobically induced selectivity.


In this work we also examined a steroid diketone 8 in
which the carbonyl group at C-6 is deactivated to
reduction because of conjugation (Fig. 5).10 Thus with
lithium borohydride 6 we observed a very large
preference for reduction of the unconjugated carbonyl
group at C-17 both in water and with added LiCl. By
contrast, with reductant 7 in water there was a complete
reversal of the selectivity. This is no surprise considering
the results in Table 1, but it does indicate how the
hydrophobic effect can produce selectivity in synthetic-
ally interesting examples. As expected, this selectivity
reversal is suppressed when methanol is present in a
mixed solvent.

HYDROPHOBIC EFFECTS
AND TRANSITION STATE GEOMETRIES


In the cases described so far we have seen that the
hydrophobic effects can be diminished by the addition of
antihydrophobic materials such as guanidinium chloride,
lithium perchlorate, and methanol. We showed that this
effect reflected better solvation by incursion of the
antihydrophobic substance between the water and the
hydrocarbon surface.28 The hydrophobic accelerations

ions of quaternized b-keto amines 1 and 2 with substituted
ol) for each reaction is in parentheses


4M LiCl/D2O CD3OD


47:53 (0.071) 31:69 (0.474)
64:36 (�0.341) 35:65 (0.367)
84:16 (�0.983) 40:60 (0.240)
52:48 (�0.047) 35:65 (0.367)
72:28 (�0.560) 38:62 (0.290)
95:5 (�1.745) 54:46 (�0.095)
32:68 (0.447) 19:81 (0.859)
42:58 (0.191) 30:70 (0.502)
64:36 (�0.341) 23:77 (0.716)
30:70 (0.502) 31:69 (0.474)
32:68 (0.447) 32:68 (0.447)
20:80 (0.821) 16:84 (0.982)


mM. Experiments with 1b were conducted at a concentration of 6mM.
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Figure 5. Hydrophobic overlap of reagent and substrate in water reverses the selectivity of the reduction


Figure 6. The change in the free energy of solution in water
induced by antihydrophobic cosolvents is proportional to the
amount of exposed phenyl surface
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reflect the fact that the energy of TSs are not raised as
much by moving the reaction from an organic into a water
medium—relative to the increased energy of the starting
materials induced by water—when the TSs, by packing,
diminish the exposure of hydrophobic surfaces to the
solvent. With TSs whose hydrophobic components
cannot pack on each other to diminish water exposure,
such as the TS for epoxidation by peracids,11 no such
effect was seen. Thus we asked the quantitative question:
can we use hydrophobic effects to let us learn how much
hiding of hydrophobic surface occurs in the TSs of
various reactions?20


To diminish salt effects, we used neutral alcohols—
ethanol and higher homologs—as the antihydrophobic
agents. In general molecules with hydrophobic parts have
limited solubility in water, reflecting the high free energy
of a hydrocarbon/water interface, and added ethanol will
increase their solubility. We needed to show that the
resulting change in free energy with added antihydro-
phobic agents was proportional to the amount of exposed
similar hydrophobic surface. To do this, we examined
solubility changes of various compounds induced by
antihydrophobic cosolvents.


Solubility is an equilibrium constant between free
solute and dissolved solute, so the free energy change
induced by a cosolvent—the dDG8—is proportional to
the log of the ratio of the two solubilities, with and
without the cosolvent. As Fig. 6 shows, we find that
compounds with two non-overlapping phenyl rings show
twice the dDG8 of those with only one phenyl ring. Note
that it is not the water solubilities that are at issue, it is
how those solubilities are altered by an added cosolvent.
For instance, benzaldehyde and benzamide have very
different water solubilities, but the ratio of solubility with

Copyright # 2006 John Wiley & Sons, Ltd.

a cosolvent over solubility in water alone is the same for
them, reflecting the phenyl/water interface.


In Fig. 6 we also see some important differences.
Benzil and benzoylanilide and E-diphenyloxirane all
show two non-overlapping phenyl rings because of their
geometries, but in benzoin and in Z-diphenyloxirane the
two phenyl rings partially overlap and cover about 50% of
one face of each ring, so the exposed surface corresponds
to only a 1.5 phenyl ring (the equivalent of three exposed
ring surfaces, not four).


In Fig. 7 we show the fundamental ideas behind our
study of cosolvent effects on reactions in water. With a
hydrophobic substrate S the cosolvent will increase its
solubility, corresponding to the decrease in free energy.
Similarly with the product P. We plot one possible
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Figure 8. A plot of the log of the solubility (M) of cyclo-
pentadiene in water and with 5%, 10%, and 15% v/v added
ethanol versus the log of the rate constant for the Diels-Alder
dimerization of cyclopentadiene (M�1s�1) in those solvents,
all at 258C. Increasing the ethanol concentration increases
the solubility and decreases the rate, with proportional
changes in the free energies. The slope of the curve indicates
that ca. 92% of a cyclopentadiene surface is hidden from
solvent in the transition state, corresponding to ca. one face
of each ring


Figure 7. A free energy versus reaction curve for water
solution (solid line) and with an added cosolvent that lowers
the energies of starting materials, products, and transition
state. The example shown is one in which the transition state
is less hydrophobic, for example, if some hydrophobic
surface is hidden by packing
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situation, in which a transition state TS for the reaction
has less exposed hydrophobic surface than does the
substrate. If this is all that matters, a point we will take up
later, then the decrease in free energy of the activated
complex at the transition point will be less than the
decrease for the substrate, so the cosolvent will slow
the reaction. Even more important, the slowing will
indicate how much surface has been hidden in the
transition state species. If there is no slowing, no
hydrophobic surfaces have been hidden. If the hydro-
phobicity of exposed surfaces increases at the transition
state—which we will discuss in the case of alkylation of
phenoxide ions—the cosolvent will increase the rate.


To test these ideas, we first took up reactions in which
no charges were involved, so the effect of the cosolvent on
the water medium would reflect chiefly the solvation of
hydrophobic surfaces, not a generalized change in
polarity of the medium. As one example, we examined
the Diels-Alder dimerization of cyclopentadiene in (quite
dilute) water solution.13,15We saw (Fig. 8) that ca. 92% of

Figure 9. From the rate effects of various added alcohols on t
xymethylanthracene we see that 27%of one face of the anthracen
the product
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one face of each cyclopentadiene is not exposed to solvent
in the transition state, as expected for a face-to-face
transition state. That is, the free energy of the transition
state is lowered by cosolvent ethanol at various
concentrations almost as much as the free energy of
solution of one of the two cyclopentadienes is lowered.
By a standard calculation of the transition state geometry,
using AM1 andMacromodel, we predicted 76% coverage
of each face, not quite as large as our measurement.13–15


In another example, we re-examined the Diels-Alder
addition of a maleimide to an anthracene, in Fig. 9. Again
in water with and without added ethanol we examined
solubilities of substrates and product and the effect of the
cosolvent on the reaction rate. We saw that in the
transition state the maleimide covers ca. 27% of the total
hydrophobic surface of the anthracene, completely
sensible for such a reaction in which about half of one
face is covered. However, in the product only 10% of the
surface is no longer exposed (from solubilities), again a
reasonable result.15

he Diels-Alder addition of N-methylmaleimide to 9-hydro-
e is covered in the transition state, but only 10% is covered in
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Figure 11. When an aniline is the nucleophile, the pi-con-
jugated nitrogen electrons are used, and the two phenyls
pack and hide hydrophobic surface in the TS
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We also examined the effect of added ethanol, n-
propanol, and 1,4-butanediol at various concentrations on
the benzoin condensation (see Fig. 4), both its rate and the
solubility of the benzaldehyde substrate.15 We were
concerned about the effect of the added alcohols on the
energies of the cyanide ion, the mandelonitrile anion, and
the initial benzoin anion product, but we found a good
correlation line between the log of the solubility and the
log of the rate constant in various aqueous alcohol
solutions. Since the solubilities of benzaldehyde must
reflect only changes in hydrophobic solvation, apparently
that is also true of the rate constants. Perhaps the
conversion of an anionic reagent to an anionic first
product in the transition state cancels any ionic solvation
differences. In any case, assuming this is so we determine
that the two benzene rings in the transition state for the
benzoin condensation are partially overlapping, covering
only about 40% of one face of each ring. This is a sensible
picture, since the mandelonitrile anion orbital must
overlap with p� of the aldehyde carbonyl, requiring an
oblique approach.


In this case apparently a charged reagent anion
producing a charged product anion is no problem with
respect to our idea that the cosolvents act mainly to
stabilize hydrophobic surfaces, but this charge compen-
sation is unlikely to continue with other ionic reactions,
such as alkylations of phenoxide ion or of aniline with a
benzylic chloride. Even so, we examined such nucleo-
philic substitutions. We found that the reaction of p-
carboxybenzyl chloride with phenoxide ion in water is
5% faster with added 20% v/v ethanol, while the reaction
with N-methylaniline is 38% slower.15


The simplest idea here is that the phenoxide ion
reaction has an unstacked transition state (Fig. 10) while
that for the aniline has significant phenyl stacking
(Fig. 11). This is reasonable. The phenoxide has a choice
to use either the electron pair that is conjugated with thep
system of the phenyl ring or instead to use one of the n
unshared pairs. Using one of the n electron pairs leads to
an unstacked geometry in which the p conjugation is
unbroken. The aniline has no choice but to use the
conjugated electrons. Our calculation of the preferred
geometry for the phenoxide ion reaction TS supports this
interpretation. However, there are many effects of the

Figure 10. Alkylation of phenoxide ion by a benzyl chloride
has a transition state with no loss of exposed hydrophobic
surface, since the n electrons of the phenoxide oxygen are
used
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cosolvent in addition to acting to solvate hydrophobic
surfaces. For instance, we have seen that the chloride ion
leaving group is more poorly solvated with added ethanol.


We used a number of techniques to determine what
factors played a role in the cosolvent effects, with studies
too complex to describe in detail here.20 For example, we
saw that DMSO is more effective than ethanol on a v/v
basis in solubilizing hydrophobic species, but it has a
much smaller effect on solvent polarity. Thus the rate
effects of DMSO compared with ethanol could dis-
tinguish antihydrophobic solvation from charge
solvation. Also, we dealt with the chloride ion solvation
by replacing chlorine with a dimethylsulfonium ion,
producing a neutral dimethylsulfide leaving group. We
saw that the delocalized charge in phenoxide ion makes
the phenyl ring less hydrophobic, so phenoxide ion
becomes more hydrophobic as the oxygen is alkylated.
Even in an SN2 displacement the phenyl ring of benzyl
chloride becomes less hydrophobic as partial positive
charge is delocalized into the ring during reaction.
Considering all these effects, Is the TS of Fig. 10 correct?


Our most convincing evidence came from a re-
examination of the alkylation of 2,6-dimethylphenoxide
(8) by p-carboxybenzyl chloride, in which the same
reagents follow two different paths with different cosolvent
effects (Fig. 12). Others had seen that in water, but not in
other solvents, this reaction led to both O-alkylation and
para C-alkylation, producing products 9 and 10.29,30 They
had ascribed the C-alkylation, which is not seen with
simple phenoxide ion, to steric hindrance of the oxygen by
the methyl groups in 8 and to localized solvation of the
oxygen by water, again blocking reaction there.


We saw that ethanol slightly increased the rate of O-
alkylation, and DMSO even more so, but that both
decreased the rate of C-alkylation, again the DMSO even
more so. Since in both cases there is loss of phenoxide ion
charge, and the need to solvate the chloride leaving group,
the difference in cosolvent effects indicates that oxygen
alkylation does not involve phenyl overlaps, just as we had
earlier suggested, but that C-alkylation does involve such
overlap (Fig. 13).


Even more strikingly, we saw that moving the methyl
groups to themeta position in compound 11 still led to the
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Figure 13. The ortho methyl groups promote hydrophobic
packing and C-alkylation in water


Figure 12. Simple phenoxide ion is alkylated only on the oxygen atom, but 2,6-dimethylphenoxide is alkylated on the para ring
position as well. This C-alkylation occurs only in water solvent, and the effects of added ethanol indicate that C-alkylation, but
not O-alkylation, involves hydrophobic packing in the transition state


Figure 14. Even when the methyl groups are meta to the
phenoxide oxygen there is ring alkylation by p-carboxybenzyl
chloride in water solution


Figure 15. The meta methyl groups also add to the hydro-
phobic surface that promotes ring alkylation
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C-alkylation not seen with simple phenoxide (Fig. 14). It
is clear that the methyls do not supply steric hindrance as
their primary role, but instead they extend the hydro-
phobic surface of the phenyl rings so as to promote
hydrophobic stacking of the two reactants (Fig. 15).
Supporting this, even a para methyl group on phenoxide
ion is enough to promote some C-alkylation in the ortho

Copyright # 2006 John Wiley & Sons, Ltd.

positions, but other more polar para substituents have no
such effect (Fig. 16).


From the use of the other approaches mentioned above,
we were also able to show that with aniline as a
nucleophile the alkylation by a benzylic chloride is a
process with phenyl overlap (Fig. 11), as we had
suggested. However, with reactions involving ions and
their solvation it is in general critical to consider all the
effects of cosolvents on rates in water, not just the
modulation of hydrophobic solvation.


Even so, hydrophobic solvation effects should not be
ignored for any reaction in water. In the reactions of C-
alkylphenoxides just discussed the earlier workers did not
consider it, and it was not considered in the classic work
by Winstein and Grunwald on solvolysis reactions in
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Figure 17. An artificial transaminase enzyme with a
pyridoxamine unit linked to a polyaziridine with attached
hydrophobic chains


Figure 16. A para methyl group is enough to promote ring
alkylation of phenoxide ion by p-carboxybenzyl chloride in
water, but other non-hydrophobic substituents have no such
effect
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water.31 They saw that the rate of solvolysis of t-butyl
chloride in water was decreased with added ethanol, and
concluded that this reflected poorer solvation of the
product t-butyl cation and chloride anion by the less polar
mixed solvent. Surely this played a role, but they did not
consider the fact that t-butyl chloride itself is quite non-
polar, and its water solubility is considerably increased by
added ethanol. Thus the added ethanol not only raised the
energy of the transition state with its partially ionic
character, it also lowered the energy of the starting
material, increasing its solubility. Our estimate is that
about 50% of the rate effects of ethanol seen by Winstein
and Grunwald were actually caused by this stabilization
of starting material, the rest being as they ascribed.20

REACTIONS IN WATER, BUT NOT EXACTLY


Enzymes are large molecules, and the water-soluble ones
generally have a charged polar exterior for water
compatibility, but a non-polar interior where the catalysis
actually occurs. This has large rate advantages. Enzymes
typically use general acids and bases as catalytic groups,
and sometimes nucleophilic groups as in serine proteases,
and in water these catalytic groups are all hydrogen
bonded with water molecules. Substrates are also
frequently solvated by water molecules at their reactive
points. The solvent water must dissociate from substrate
and catalyst groups before catalysis can occur, and this
slows the reaction. Thus many chemical processes
proceed more rapidly in non-protic media rather than
in alcohols or water. However, water is normally needed
as the medium in enzymatic reactions, since for many
substrates a principal binding mode into the enzyme is
hydrophobic—the substrate non-polar sections are taken
into the non-polar enzyme interior so as to diminish
water/hydrocarbon interfaces.


We have initiated a series of studies of artificial
enzymes that can take advantage of this principle. In our
initial studies we have used commercially available

Copyright # 2006 John Wiley & Sons, Ltd.

polyaziridines of a variety of sizes.32–35 The first example
was a cross-linked highly disperse polyaziridine with
M(n) of 60 000 and M(w) of 750 000. We attached some
pyridoxamines to it and as well-attached hydrocarbon
chains ranging from methyls up to hexadecyls. With the
long chains (Fig. 17) there was an appreciable interior
hydrophobic core.


To describe the results briefly, we saw that the
polyamine itself (with and without the hydrophobic
core) was an effective acid-base catalyst of transamin-
ations by the pyridoxamine (Fig. 18). Because of
electrostatic repulsion, this polyamine titrates all the
way between pH 3 and pH 13, so at pH 8 it is half
protonated. This gives it the strongest general acids and
general bases possible at the pH 8 of our studies, those
with a pK at the operating pH. We also saw that with the
hydrophobic core the kcat for amination of pyruvic acid to
alanine by the attached pyridoxamines was increased
several hundred fold compared with the polymers with
methyl groups, apparently reflecting the results of a non-
aqueous reaction medium described above. The substrate
binding reflected in KM for the reaction with pyruvate was
depressed by the hydrophobic core, since pyruvate is not
hydrophobic itself. However, with hydrophobic phenyl-
pyruvate substrate, forming phenylalanine, both kcat and
the binding constant were increased with the polymer
carrying a hydrophobic core.


The result was that with phenylpyruvate the conversion
to phenylalanine was promoted by a rate factor kcat/KM of
240 000-fold by a pyridoxamine in the polymer compared
with the second-order rate constant for pyridoxamine in
simple water solution at the same pH. However, there was
no guarantee that the pyridoxamines in the polymer were
located in the hydrophobic core. Thus we examined a
related case in which the polymer had no attached
pyridoxamines but did have the hydrophobic core.25 In
this case we used pyridoxamine coenzyme modified with
a hydrophobic sidechain to bind reversibly into the
polymer, along with the substrate. With phenylpyruvic
acid we saw an acceleration of 725 000-fold with this
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Figure 18. The mechanism of transamination by pyridoxamine units has many steps in which general acids and general bases
can play a role


Figure 19. A catalytic transamination cycle. The pyridoxal derivative is converted to the pyridoxamine form by reaction with an
a-methylated amino acid, to form the bracketed imine. This decarboxylates and protonates at C-40 to form an imine of the
pyridoxamine, which hydrolyzes to the pyridoxamine and a ketone. As many as 100 turnovers have so far been achieved
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system compared with the reaction without the added
polymer.


Transamination by pyridoxamines converts ketoacids
to amino acids, but the pyridoxamine itself is converted to
pyridoxal. Biochemically this is converted back to the
pyridoxamine form by a reverse transamination with a
sacrificial amino acid, which becomes the related keto
acid. However, chemically this is a slow and inefficient
process, generally contrathermodynamic, and in model
systems it has never worked well. Thus we devised an
alternative, based on the unusual enzyme a-methylami-
noacid decarboxylase. This forms a Schiff base (an imine)
with pyridoxal, and then decarboxylates to generate the
imine of pyridoxamine with a ketone, which hydrolyzes
in water to generate the pyridoxamine. Using this process
(Fig. 19) with sacrificial a-methylphenylglycine, wewere
able to achieve up to 100 turnovers of the overall
transaminations of phenylpyruvate to phenylalanine by
our hydrophobic polymer.25,27


This brief outline does not do justice to the detailed
studies by my coworkers using these polymers as artificial
enzymes. Their names are in the references, which I urge
on interested readers.
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Fast reactions of arylnitrenium ions with amino acids
and proteins: a laser flash photolysis study
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ABSTRACT: Laser flash photolysis was used to examine the reaction of N-methyl-N-(4-biphenylyl)nitrenium ion
with various amino acids and proteins in aqueous media. This nitrenium ion was found to react rapidly (>108M�1 s�1)
with tryptophan, tyrosine, methionine and cysteine, more slowly (107–108M�1 s�1) with lysine, histidine, and
arginine. Rapid reaction was also seen with several representative proteins including bovine serum albumin, lysozyme,
and chymotrypsin. These results suggest that reaction with proteins is likely to be a significant pathway in the reactions
of nitrenium ions generated in vivo. Copyright # 2006 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894–3230/suppmat/


KEYWORDS: nitrenium ion; N-methyl-N-(4-biphenylyl)nitrenium ion; amino acids, proteins; hydrazine dimer;


methionine; photochemistry; arylnitrenium ion


INTRODUCTION


Arylnitrenium ions are short-lived, electrophilic inter-
mediates characterized by a positively charged, dicoor-
dinate nitrogen atom which is bound to one or two
aromatic groups. A series of elegant experiments carried
out several decades ago showed that the carcinogenic
effects of aromatic amines could be attributed to
enzymatic oxidation of the amines followed by ester-
ification of the resulting hydroxylamine.1–3 The key DNA
damaging step was inferred to be heterolysis of this ester,
forming an arylnitrenium ion, which in turn reacts with
guanine bases in DNA forming covalent adducts.4–7


Subsequent kinetic studies using both competitive
trapping and laser flash photolysis (LFP) confirmed this
general mechanism.6,8–10 In particular those arylnitre-
nium ions derived from highly carcinogenic amines were
found to react very rapidly with guanine, but to be far less
reactive toward water.


There is far less information regarding the stability of
nitrenium ions toward other biological molecules. Novak
and others have shown that glutathione can rapidly trap
nitrenium ions.11 However, we are unaware of any direct
kinetic data regarding the stability of arylnitrenium ions
toward proteins or their component amino acids. Earlier
studies from this laboratory on N-methyl-N-4-bipheny-
lylnitrenium ion (2) showed that this intermediate was
trapped rapidly by amines, and electron-rich arenes.12,13


This caused us to consider the possibility that nitrenium
ions generated in vivo might also be trapped by
nucleophilic and/or readily oxidized amino acids in
proteins. The LFP experiments described below support
this prediction. This nitrenium ion is quenched by
tryptophan, tyrosine, methionine, and cysteine, at or near
the diffusion limit and somewhat more slowly by serine,
histidine, lysine, and arginine. LFP experiments carried
out with: bovine serum albumin (BSA), bovine pancreatic
nuclease, lysozyme (lyz), insulin (Ins), and chymotrypsin
(Chym) show that native proteins are also reactive toward
this nitrenium ion.


RESULTS AND DISCUSSION


The method for the photochemical generation and
detection of 2 has been described elsewhere.14 Briefly
this reactive intermediate is generated by photolysis of
1-(N-methyl-N-4-biphenylyl)-2,4,6-trimethylpyridinium
tetrafluoroborate (1) using the third harmonic (355 nm,
20mJ, 4 ns) of a Nd:YAG laser. The resulting singlet
nitrenium ion can be detected through its absorption at
460 nm. In aqueous solution, the latter lives for 590 ns. Its
typical decay reactions have been previously shown to
include: (a) addition of nucleophiles to the aromatic ring
carbons; (b) addition of electron rich arenes to the
nitrogen and the ortho carbon on the proximal phenyl
ring: and a net reduction of the nitrenium ion through
what is inferred to be a relatively long-lived complex with
the arene.
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The reactivity of the nitrenium ion toward the various
amino acids was determined by LFP. Specifically the
decay of the nitrenium ion’s absorbance at 460 nm was
measured in the presence of varying concentrations of
each amino acid (typically 0–10mM). In most cases the
decays could be fit to a first order decay function. The
bimolecular rate constants were derived from the
dependence of these pseudo-first order rate constants
on the concentration of the amino acid. Typical data are
shown in Fig. 1 and all of the second order rate constants
are compiled in Table 1. For the amino acids with
aliphatic side chains, carboxylic side chains, and amide
side chains, along with phenylalanine, threonine, and
proline, no change in the lifetime of the nitrenium ion
could be detected. The short lifetime of the nitrenium ion,
coupled with the limited solubility of most amino acids in
the 10% aqueous acetonitrile medium makes it impos-
sible to characterize trapping rate constants less than
105M�1 s�1, thus the latter is assumed to be the upper
limit for these amino acids.


The nitrenium ion reacts rapidly (108–109M�1 s�1)
with the electron-rich aromatic amino acids, tyrosine and
tryptophan, but slowly, if at all, with phenylalanine. The
same nitrenium ion has been shown to react very rapidly


with electron rich arenes, such as 1,3,5-trimethoxyben-
zene, and N,N-dimethylaniline, but showed no measur-
able reactivity toward unactivated or weakly activated
arenes (e.g., toluene).12 The nitrenium ion reacts
measurably, but more slowly with amino acids having
amine (lysine, arginine, and histidine) and hydroxyl
(serine) side chains. The rate constants we observe are
somewhat lower than seen for comparable amines in
aprotic solvents. This is readily explained by H-bonding
of water to the traps, which ought to diminish the
reactivity of these groups. It is interesting to note that
serine is weakly reactive (as seen for simple alcohols), but
threonine shows no measurable quenching. However, the
previous studies have shown that the reactivity of the
alcohols is significantly retarded by increasing steric bulk.
Whilewe suspect that threonine is somewhat reactive, it is
apparently too slow to detect by our method.


It was also observed that glycine quenches the
nitrenium ion. This is surprising, given the lack of a
reactive side chain on this amino acid. However, a careful
examination of the pseudo-first order dependence of this
process (Fig. 2) indicates that it is not a simple
bimolecular reaction, but apparently involves reaction
of two or more glycine molecules. This process was not
investigated in any more detail.


The reactivity of the sulfide-bearing amino acids,
methionine and cysteine is interesting. The current LFP
experiments show that these amino acids react with 2with
rate constants comparable to that for tyrosine and
tryptophan. Examples of arylnitrenium ion trapping by
sulfides seems to be largely confined to the reactions of
glutathione with those nitrenium ions implicated in DNA
damaging mechanisms.6,15,16 For example, Novak and
Lin report addition of the sulfur atom of glutathione to the
ring carbons of N-acetyl-N-biphenylylnitrenium ion.11


These products were also accompanied by formation of
the parent amide, 4-biphenylylacetamide. The latter
product was attributed to initial N–S bond formation
followed by SN2 displacement of the glutathione residue


Figure 2. Dependence of the pseudo-first order decay rate
constant (kobs) of nitrenium ion 2 on the concentration of
glycine, determined by laser flash photolysis (355 nm, 6 ns,
20mJ) of 1


Figure 1. Dependence of the pseudo-first order decay rate
of nitrenium ion 2 on the concentration of cysteine, deter-
mined by laser flash photolysis (355 nm, 6 ns, 20mJ) of 1


Table 1. Bimolecular trapping rate constants of 2 by amino
acids


Amino Acids kq (M
S1 sS1)


L-Glycine (a)
L-Serine (7.93W 0.7)T 106


L-Cysteine (2.79W 0.2)T 108


L-Methionine (1.29W 0.7)T 109


L-Tyrosine (2.95W 0.7)T 108


L-Tryptophan (2.91W 0.1)T 109


L-Histidine (5.39W 0.5)T 107


L-Lysine (8.04W 1.6)T 107


L-Arginine (3.04W 0.5)T 107


The remaining amino acids tested showed no measurable quenching.
(a) A non-linear pseudo-first order plot was obtained (Fig. 2).
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by another glutathione molecule, forming the disul-
fide and the amide. It seems reasonable to assume
that cysteine is reacting via similar pathways. With
methionine, however, the reaction pathway is less clear as
this lacks the acidic S–H bond.


In order to understand the reaction pathway followed
with methionine, we carried out a larger scale reaction by
generating the nitrenium ion in the presence of a protected
analog of methionine (3). The protecting groups were
required to circumvent solubility limits of this amino
acid. LFP experiments wherein the nitrenium ion was
generated in the presence of the protected methionine in
CH3CN showed that the trapping reaction occurs with a
rate constant (1.6� 109M�1 s�1) comparable to that
observed in aqueous solution.


Three products were isolated from preparative runs: the
parent amine (8), a dimeric hydrazine (7), and an
oxidative dimeric coupling product from the amino acid.
The parent amine has been previously characterized. The
hydrazine dimer (7) is a new compound, not previously
detected in the trapping reactions of the nitrenium ion and
was characterized by NMR and MS.


The proposed mechanism for the reaction of the
nitrenium ion with the protected methionine is shown in
Scheme 1. It is assumed that the initial reaction is N–S
coupling, forming a relatively unstable amino-sulfonium
ion (4). Homolysis of the N–S bond in this adduct would
produce the aminyl radical (5) and the cation radical of
methionine (6). The parent amine forms when 5 abstracts
H atoms from the a-position of unreacted methionine
molecules. The same parent amine has also been observed
in the reactions of the nitrenium ion with arenes, it is
similarly considered to result from a slow dissociation of
a pi-complex followed by a subsequent H atom transfer to
the resulting aminyl radical.


Because 7was not observed in the arene experiments, it
seems likely that it is generated from a different pathway.
In particular, we suggest that the intermediate sulfonium
ion reacts with a neutral amine molecule producing the
hydrazine (following deprotonation) and regenerates the
methionine.


Aside from the aforementioned products, 1H-NMR of
the reaction mixture showed a complex mixture of several
minor products. It is assumed that these include various
products of methionine oxidation and perhaps minor
adducts of the nitrenium ion. Because of the low yields,
these were not characterized.


To determine if the reactivity toward these amino acids
was manifest in native proteins, LFP experiments were
carried out with several readily available proteins known
to contain various amounts of the reactive amino acids.
Table 2 shows rate constants observed for the reactions of 2
with BSA, bovine pancreatic ribonuclease (BPR), lyz, Ins,
and Chym. The observed rate constants ranged from 5 to
70� 108M�1 s�1. These are comparable to the rates for
the trapping of 2-fluorenylnitrenium ion by single-stranded
DNA and significantly faster than the reactions of the same
nitrenium ion with double-stranded DNA.8 Also shown in


Scheme 1


Table 2. Bimolecular trapping rate constants of 2 measured for each proteins and the molecular weights, number of reactive
amino acids and the percentage of reactive amino acids for each proteins (based on kq of amino acids ‡108MS1 sS1)


Proteins kq (M
S1 sS1)


Molecular weight
of protein (Da)


Number of
Met


Number of
Cys


Number of
Tyr


Number of
Trp


Percentage of
reactive amino acids


BSA (8.22W 0.9)T 108 66 465.8b 4 35 20 2 10.5b


BPR (4.59W 0.4)T 108 13 686c 4 8 6 0 14.5d


Lysozyme (5.79W 0.6)T 108 14 388e 2 8 3 6 14.7e


Insulina (8.96W 0.8)T 108 5800f 0 6 4 0 19.6f


Chymotrypsina (7.71W 0.8)T 109 25 000g 2 10 3 8 9.9g


a NH4OH was added to aid the solubility of the proteins in buffer.
b Brown JR. Fed. Proc. Fed. Am. Soc. Exp. Biol. 1975; 34: 591; Abstract 2105.
c Raines RT. Chem. Rev. 1998; 98: 1045-1065.
d Smyth DG, Stein WH, Moore S. J. Biol. Chem. 1963; 238: 227-234.
e Canfield RE. J. Biol. Chem. 1963; 238: 2698-2707.
f Ryle AP, Sanger F, Smith LF, Katai R. Biochem. J. 1955; 60: 541.
g Hartley BS. Nature. 1964; 201, 1284-1287.


Copyright # 2006 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2006; 19: 291–294


REACTIONS OF NITRENIUM IONS WITH PROTEINS 293







Table 2 are the molecular weight, number of reactive
amino acids (methionine, cysteine, tyrosine, and trypto-
phan), and the percentage of reactive amino acids for each
protein. There is no obvious correlation of these rate
constants with any of these properties. It is likely that the
reactivity of a given protein depends on more subtle
structural factors, such as the number of reactive amino
acids that are readily accessible to the nitrenium ion, and
perhaps the ability of the proteins tertiary structure to assist
in any oxidation or addition reactions by the nitrenium ion.


CONCLUSIONS


The LFP experiments described herein demonstrate that 2
reacts rapidly with amino acids and proteins. Inmost cases,
this results in a complex mixture of products. Thus, it is
unclear what the biological consequences of such protein
damage would be. However, given the rapid reactions of
arylnitrenium ions with several representative proteins, it is
clear that any quantitative description of nitrenium ion
toxicity will need to take protein reactivity into account.


Supplementary material


Experimental descriptions of the kinetic measurements
and isolation and characterization of 7 are available in
Wiley Interscience.
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ABSTRACT: The synthesis, electronic absorption, fluorescence (�f, �ex, �f, � f) and photoisomerization (�t! c,
photostationary state composition) properties of 3-(4-nitrophenylethenyl-E)-NH-indole (1), 3-(4-nitrophenylethenyl-
E)-N-ethylindole (2) and 3-(4-nitrophenyl ethenyl-E)-N-benzenesulfonylindole (3) in organic solvents of varying
polarity are reported. The absorption maximum of these compounds undergoes a moderate red shift with increasing
solvent polarity. However, the fluorescence maximum becomes highly red shifted with increasing solvent polarity.
Whereas 1 and 2 show broad fluorescence bands, 3 exhibits dual fluorescence. Further, 1 and 2 fluoresce much more
efficiently than 3. Correlation of the Stokes shift with solvent polarity parameters such as �f and ET(30) and excited-
state dipole moment indicate a highly polar excited state for 1–3. Time-resolved fluorescence studies show that the
fluorescence decays are single- and multi-exponential type, depending on the solvent polarity. Further, 1 and 2 do not
show photoisomerization on irradiation. However, 3 is photoactive and shows efficient photoisomerization in non-
polar heptane. The sensitivity (�) of the photoreaction is determined in various solvent in terms of the Hammett plot,
which showed that the excited states involved are electron deficient in nature and consequently stabilized more by an
electron sufficient polar solvent and electron donating substituent. These results led us to suggest the existence of
three types of excited states, namely the locally excited state, the intramolecular charge-transfer excited state and the
conformationally relaxed intramolecular charge-transfer excited state in the photoprocesses of these compounds.
Copyright # 2005 John Wiley & Sons, Ltd.
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INTRODUCTION


The photochemistry and photophysics of 1,2-dipheny-
lethene has been extensively examined and reviewed.1–6


This is partly because 1,2-diphenylethene (stilbene) and
its longer homologues (collectively known as �,!-diphe-
nylpolyenes) serve as a model for photobiologically
significant linear polyenes such as retinal, carotenoids
and their lower homologues.7–12 Additionally, these
compounds exhibit interesting electro-optical properties
that can find applications in sensors, optical brighteners,
laser dyes, optical data storage systems, photoconductors,
photochemical cross-linking of polymers, non-linear
optics, etc.13–16 In this context, photoinduced intramole-
cular charge transfer in donor–acceptor conjugated poly-
enes such as stilbene and its derivatives have attracted a
great deal of attention in recent years. It is found that the
singlet excited state (S1) of trans-stilbene is highly
substituent and solvent polarity sensitive and is relatively
stabilized in polar solvents. Upon excitation, the S1 state
of trans-stilbene competes with its activated twisting to
a perpendicular (P*) species, which subsequently leads
to its cis–trans photoisomerization. The double bond


twisted perpendicular species (P*) is weakly polar and
follows the non-radiative pathway to the ground state. On
the other hand, when the excited state has more polar
character, its rapid stabilization causes considerable en-
ergy gap between the P* and charge-transfer (CT) excited
species, which leads to efficient fluorescence. Substitu-
ents can raise or lower the torsional energy barrier and
thus the fluorescence quantum yields for substituted
stilbene compounds are altered. In nitro-substituted stil-
benes, butadienes and hexatrienes and in their stiffened
derivatives, a highly polar excited-state species is be-
lieved to be formed upon excitation, which becomes
stabilized more than the P* state even in relatively non-
polar solvents17–22 and such compounds follow the radi-
ative pathway rather than the phantom excited state (P*)
pathway. Recently, we reported large solvatochromic/
dual fluorescence in nitro-substituted diarylbutadienes.23–26


These systems in general, however, fluoresce very
inefficiently.


It is widely accepted that in such push–pull molecules
the solvent polarity-driven dual fluorescence can occur
owing to the emission from an initially prepared planar
locally excited state (LE) and from a CT state formed
through subsequent conformational relaxation. Thus,
various mechanisms have been proposed in order to
explain the photo-induced charge separation in push–pull
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systems, which include a twisted intramolecular charge-
transfer (TICT) mechanism,27,28 planarized intramolecu-
lar charge-transfer (PICT) state or pseudo-Jahn–Teller
state29,30 and rehybridized intramolecular charge-transfer
state (RICT).31,32


While the excited states of nitrostilbenes and their N,N-
dimethyl derivatives have been extensively studied, little
attention has been paid to the N-substituted acceptor
systems. To the best of our knowledge, the photophysical
studies of ethenes bearing indole as one of the donor
substituents are limited. Therefore, it was thought desir-
able to investigate such compounds to obtain more infor-
mation regarding the nature of the CT excited states in
donor–acceptor ethenes. In this context, we prepared p-
nitrophenyl-substituted ethenylindoles, namely, 3-(4-
nitrophenylethenyl-E)-NH-indole (1), 3-(4-nitropheny-
lethenyl-E)-N-ethylindole (2) and 3-(4-nitrophenylethe-
nyl-E)-N-benzenesulfonyl indole (3) (Scheme 1) and
examined the effect of N-substituted electron-acceptor
and electron-donor substituents on the absorption, fluor-
escence and photoisomerization properties of these push–
pull compounds. The nitroaryl group (�p: þ0.81) can act
as a strong acceptor and the indole moiety can act as an
electron donor. Further, the donor ability can be altered
by putting an electron-releasing ethyl group (�p: �0.14
for CH3) or an electron-withdrawing group such as
benzenesulfonyl (�p: þ0.73 for SO2CH3) by replacing
hydrogen at the nitrogen atom. Hence, these compounds
represent novel push–pull ethenes, which have been
examined for their excited-state properties.


EXPERIMENTAL


General methods


Indole-3-aldehyde and p-nitrophenyl acetic acid from
Aldrich Chemical Co. USA, were used as received. All


solvents were of AR or UV grade and further dried and
distilled. The light petroleum used was of the b.p. 60–
80 �C fraction. Melting-points were determined on a
Veego melting-point apparatus. UV–visible measure-
ments were made on Shimadzu UV-160A spectrophot-
ometer. FTIR spectra in KBr discs were recorded on a
Nicolet Impact 400 spectrophotometer. 1H NMR spectra
in CDCl3 using TMS as internal standard were recorded
on a Varian VXR 300 MHz FT-NMR instrument. CHN
analyses were performed on a Theoquest CE 1112 Series
CHNS autoanalyzer. HPLC analyses were performed on
a Beckman instrument consisting of a Beckman Model
110A pump and a Model 340 organizer fitted with a
wavelength-selective absorbance detector. The fluores-
cence spectra of 1–3 in all the solvents at 298 K were
recorded on a DM1B microprocessor-controlled Spex-
112 Fluorolog spectrofluorimeter equipped with Spex-
1932 F accessories. The samples were excited at their
absorption wavelength maximum (�abs). The fluores-
cence quantum yield (�f) at 298 K was determined by
taking Rhodamine B in ethanol as standard (�f, 0.69),33


and using the following equation: �¼�ref(�2
ref/�


2)�
(ODref/OD)� (A/Aref), where � and �ref are the refractive
indices of the solvents, OD and ODref are the optical
densities, � and �ref are the fluorescence quantum yields
and A and Aref are the areas of the fluorescence bands of
the compound and the reference standard, respectively.
Time-resolved fluorescence decay measurements were
carried out using a high repetition rate picosecond laser
coupled to a time-correlated single photon counting
(TCSPC) spectrometer (Hamamatsu 2809). Samples
were excited in the absorption band of the compounds
at 315 nm by vertically polarized picosecond laser pulses
(frequency-doubled Ti:sapphire laser). The emission
was collected at the peak in the 350–600 nm region.
The typical peak count was 1000–5000. The quality of
the exponential fits was evaluated by the reduced �2 value
(�1.2). The excited-state dipole moments for all the
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Scheme 1. Synthetic scheme for 1–3. Reagents and reaction conditions: (i) p-nitrophenylacetic acid, pyridine–piperidine,
reflux, 100 �C, 8 h; (ii) potassium-tert-butoxide, tert-butyl alcohol, ethyl bromide, reflux, 12 h; (iii) benzenesulfonyl chloride,
acetone, K2CO3, r.t., 3 h
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compounds were calculated using the ground-state
dipole moments (determined by the semiempirical AM1
method,34 geometry optimization, convergence lim-
it¼ 0.000 000 1, iteration limit¼ 32 357) and the slopes
obtained from the Lippert–Mataga equation:35 �a� �f¼
{[2(	e�	g)2/hca3]F(",�)}, where �a� �f is the Stokes’
shift, 	e and 	g are the excited-state and ground-state
dipole moments, respectively, 	e�	g¼�	 is the
change in dipole moment, h is Planck’s constant, c is
the velocity of light, a is the Onsager cavity radius and
F(",�)¼�f is the solvent polarity parameter. Further,
�f¼ ("� 1)/(2"þ 1)� (�2� 1)/(2�2þ 1), where " is the
relative permittivity and � is the refractive index36 of the
solvent. For Onsager radius parameter a, we used a value
of 7.3 Å, which is a reported value for a similar ethene
(N,N-dimethylamino-p-nitrostilbene).22 For all electronic
spectroscopic studies, 2.0� 10�5


M solutions were used.
For photoisomerization studies, 1.0� 10�3


M solutions
of 1–3 were irradiated at 365 nm using a 400 W medium-
pressure mercury lamp (Applied Photophysics, London,
UK) equipped with a monochromator. Irradiated solu-
tions were analyzed using HPLC and 1H NMR spectro-
scopy. The photoisomerization quantum yield (�t! c)
was determined using the potassium ferrioxalate actino-
metry method.37 The amount of trans photoisomer that
disappeared during irradiation was determined by HPLC
analysis. The number of quanta absorbed was determined
by irradiating 2 ml of the ferrioxalate solution (0.006 M)
and assuming the quantum yield of formation of Fe2þ ion
to be 1.21. Using the percentage disappearance of trans
isomers, action plots were drawn.


Syntheses


3-(4-Nitrophenylethenyl-E)-NH-indole (1). 3-For-
mylindole (1.45 g, 0.01 mol) was taken in freshly distilled
pyridine (10 ml) along with piperidine (0.6 ml) and p-
nitrophenylacetic acid (1.81 g, 0.01 mol) in a round-
bottomed flask fitted with a reflux condenser. The reac-
tion mixture was heated at around 100 �C for 6 h. The
progress of the reaction was monitored by TLC (15%
ethyl acetate in light petroleum, Rf¼ 0.2). The reaction
mixture was cooled to room temperature, poured into ice-
cold water and treated with 100 ml of dilute hydrochloric
acid to remove excess of pyridine from the reaction
mixture. The brick red product was filtered and purified
by column chromatography (silica gel, 10% ethyl acetate
in light petroleum). Yield 19%; Rf¼ 0.2 [ethyl acetate–
light petroleum (1.5:8.5)]; HPLC, retention time
tR¼ 8.3 min [LiChrosorb Si-60, 5 mm, 250� 4 mm i.d.,
ethyl acetate–hexane (2:8), flow rate 2 ml min�1, detector
wavelength 405 nm); m.p. 142–144 �C; UV–visible
(MeOH) �max (nm) (", l mol�1 cm�1: 413 nm (20 000);
FTIR "(cm�1): 3363 (NH), 1591,1342 (NO2), 1637 (C——
C); 1H NMR: 
7.17 (d, J¼ 16.4 Hz, 1H, —CH——C—
ArNO2), 7.25–7.33 (m, 2H at C-5 and C-6), 7.41–7.45


(m, 1H, C-7), 7.47 (s, 1H, H—C2), 7.51 (d, J¼ 16.4 Hz,
1H, —C——CH—ArNO2), 7.61 (d, J¼ 8.4 Hz, 2H, —Ar),
7.99–8.02 (m, 1H, —H—C4), 8.22 (d, J¼ 8.7 Hz, 2H, —
ArNO2), 8.34 (s, br, 1H, —NH). Elemental analysis.
calcd for C16H12N2O2 (264.3): C, 72.71; H, 4.57;
N,10.60. Found: C, 72.57; H, 4.54; N, 10.78%.


3-[4-Nitrophenylethenyl-E]-N-ethylindole (2). Com-
pound 1 (0.5 g, 0.002 mol) was taken in freshly distilled
tert-butyl alcohol (20 ml) and potassium tert-butoxide
(0.2 g, 0.002 mol) in a two-necked round-bottomed flask
fitted with a reflux condenser. The reaction mixture was
stirred for 30 min at room temperature. Ethyl bromide
(2 ml, 0.01 mol) was added to the reaction mixture and
stirring was continued. A white suspension was formed. It
was further refluxed at 100 �C for 12 h. The progress of
the reaction was monitored by TLC (15% ethyl acetate in
light petroleum, Rf¼ 0.45). The reaction mixture was
cooled to room temperature, poured into ice-cold water
and kept at 4 �C for 1 day. A yellow crystalline product
was filtered. It was further purified by column chromato-
graphy (silica gel, 5% ethyl acetate in light petroleum).
Yield 80%; Rf¼ 0.45 [ethyl acetate–light petroleum
(1.5:8.5)]; HPLC, tR¼ 6.66 min [LiChrosorb Si-60,
5 mm, 250� 4 mm i.d., ethyl acetate–hexane (1.5:8.5),
flow rate 1.1 ml min�1, detector wavelength 405 nm];
m.p. 135–136 �C; UV–visible (MeOH) �max (nm) (",
l mol�1 cm�1): 418 (18 823); FTIR �max (cm�1): 1596,
1331 (NO2), 1627 (C——C); 1H NMR: 
1.51(t,
J¼ 7.32 Hz, 3H, CH3), 4.21(q, J¼ 7.32 Hz, 2H, CH2),
7.12 (d, J¼ 16.1 Hz, 1H, —CH——C—ArNO2), 7.23–7.34
(m, 2H, C-5, C-6), 7.38 (s, 1H, C-7), 7.40 (s, 1H, C-2),
7.49 (d, J¼ 16.4 Hz, 1H, —C——CH—ArNO2), 7.59 (d,
J¼ 8.7 Hz, 2H, Ar), 7.98–8.00 (m, 1H, C-4), 8.20 (d,
J¼ 8.7 Hz, 2H, —ArNO2). Elemental analysis. Calcd for
C18H16N2O2 (292.3): C, 73.99; H, 5.51; N, 9.58. Found:
C, 73.99; H, 5.09; N, 9.51%.


3-[4-Nitrophenylethenyl-E]-N-benzenesulfonylin-
dole (3). Compound 1 (0.1 g, 0.4 mmol) in acetone
(10 ml) and anhydrous potassium carbonate (0.5 g,
4 mmol) were taken in a round-bottomed flask fitted
with a reflux condenser. The reaction mixture was stirred
at room temperature for 30 min, then cooled to 0 �C in a
crushed-ice bath and benzenesulfonyl chloride (0.1 ml,
0.8 mmol) was added dropwise to the reaction mixture
and stirring was continued. The progress of the reaction
was monitored by TLC (silica gel, 15% ethyl acetate in
light petroleum). The product was filtered and the organic
solvent was evaporated under reduced pressure. The
light-yellow compound was purified by column chroma-
tography (silica gel, 5% ethyl acetate in light petroleum).
Yield 85%; Rf¼ 0.4 [ethyl acetate–light petroleum
(1.5:8.5)]; HPLC: tR¼ 13 min [LiChrosorb Si-60, 5mm,
250� 4 mm i.d., ethyl acetate–hexane (1.0:9.0), flow
rate, 1.1 ml min�1 at detector wavelength 365 nm];
m.p.: 177–178 �C; UV–visible (MeOH) �max (nm) (",
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l mol�1 cm�1): 367 (16 561); FTIR �max (cm�1): 1597,
1334 (NO2) 1640 (—C——C—), 1183(—S¼O); 1H
NMR: 
7.22 (d, J¼ 18 Hz, 1H, —CH——C—ArNO2),
7.29 (d, J¼ 18 Hz,1 H, —C——CH—ArNO2), 7.34–7.43
(m, 2 H, H at C-5 and C-6), 7.44–7.56 (m, 3H, benzene-
sulfonyl proton), 7.62 (d, J¼ 9 Hz, 2 H, Ar), 7.81–
7.87 (m, 2H, near sulfonyl, benzene proton), 7.92 (m,
2H, H—C-7 and H—C-2), 8.05 (m, 1H, H—C-4), 8.22
(d, J¼ 9 Hz, 2 H, ArNO2). Elemental analysis. Calcd for
C22H16N2O4S (404): C, 65.33; H, 3.98; N, 6.92, S, 7.92.
Found: C, 65.20; H, 3.88; N, 6.82; S 7.95%.


3-[4-Nitrophenylethenyl-Z]-N-benzenesulfonylin-
dole (cis-3). A solution of trans-3 [0.01 g in 10 ml of
heptane–1,4-dioxane mixture (1:1, v/v)] was irradiated
for 2 h with a medium-pressure mercury lamp using a
glass filter with 350/400 nm cut-off (transmittance at
350 nm 50% and at 400 nm 100%). The reaction mixture
was concentrated in vacuum and the cis product was
isolated by conventional preparative TLC, which pro-
vided 3 mg of cis-3. Yield 50% (with respect to trans);
TLC Rf¼ 0.42 [ethyl acetate–light petroleum (1.5:8.5)];
HPLC tR¼ 12 min (13 min for trans) (LiChrosorb Si-60,
5mm, 250� 4 mm i.d., 10% ethyl acetate–hexane, flow
rate, 1.1 ml min�1 at detector wavelength 365 nm); UV–
visible (MeOH) �max (nm): 363; 1H NMR: 
6.78 (1H, s,
H at —In—C2), 7.17 (1H, d, J¼ 8 Hz, —CH——C—
ArNO2), 7.19 (1H, d, J¼ 8 Hz, —C——CH—ArNO2),
7.28–7.40 (2H, m, H at —In—C-4 and —C-7), 7.42–
7.50 (3H, m, benzenesulfonyl proton), 7.52–7.68 (2H, m,


near sulfonyl, benzene proton), 7.81 (2H, d, J¼ 9 Hz,
Ar), 7.99 (2H, d, J¼ 9 Hz, ArNO2), 8.17 (1H, d, H at —
In—C-5), 8.23 (1H, d, H at —In—C-6).


RESULTS AND DISCUSSION


Absorption and fluorescence studies


Absorption and fluorescence spectral data for 1–3
in organic solvents of different polarity are given in
Table 1. Typical absorption spectra of 1 and 3 are shown
in Fig. 1. A moderate red shift in the absorption max-
imum (�abs max) with increasing solvent polarity is
observed for all the compounds. In protic polar solvents
such as methanol, the �abs max is comparable to that in the
aprotic polar solvents. This indicates the absence of
ground-state hydrogen bond interactions in these com-
pounds. The moderate red shift in �abs max can, therefore,
be due to mesomeric effects and intramolecular charge
transfer from the donor to the acceptor moiety. The
ground-state dipole moment (1, 8.50 D; 2, 8.91 D; 3,
7.86 D) as determined by the Hyperchem semiempirical
AM1 method indicates that in the ground state com-
pounds 1–3 are polar in nature.


In contrast to a rather moderate solvent polarity effect
on their �abs max, 1–3 show a marked influence of solvent
polarity on their fluorescence maximum (�f max). Typical
fluorescence emission and excitation spectra of 1 and 3
are shown in Figs 2 and 3. Compounds 1 and 2 show a


Table 1. UV–visible absorption and fluorescence emission data for 1–3


Compound Solvent �abs max (nm) (�f max) (nm) �ex max (nm) Stokes shift (cm�1) �f


1 n-C7H16 393 511 402 5876 0.051
CCl4 403 543 402 6397 0.311
Dioxane 404 554 403 6702 0.516
THF 414 581 407 6943 0.457
EtOAc 409 583 403 7297 0.089
CH3OH 413 567 416 6577 0.003
DMF 428 638 425 7691 0.040
CH3CN 410 642 405 8814 0.009


2 n-C7H16 403 509 398 5167 0.076
CCl4 413 531 406 5381 0.521
Dioxane 416 565 404 6339 0.869
THF 423 592 421 6749 0.324
EtOAc 414 592 413 7263 0.090
CH3OH 418 558 418 6002 0.003
DMF 432 642 426 7562 0.093
CH3CN 419 650 410 8482 0.001


3 n-C7H16 357 403, 424, 520 356 3198 0.004
CCl4 366 407, 428, 522 364 8165 0.007
Dioxane 369 418, 529 371 8197 0.047
THF 368 542 372 8723 0.121
EtOAc 367 547 371 8966 0.095
CH3OH 367 417, 546 372 8932 0.002
DMF 376 585 374 9501 0.149
CH3CN 369 593 369 10237 0.066
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single fluorescence band in all the solvents examined.
However, this band is red-shifted with increasing solvent
polarity. On the other hand, 3 shows three fluorescence
bands located at 403, 424 and 520 nm in the non-polar
solvent heptane. In medium-polarity and polar solvents,
however, the fluorescence emission bands of 3 at the
shorter wavelengths are minimized and the longer wave-
length fluorescence emission band at 520 nm is red-
shifted. On going from the non-polar solvent heptane to
the aprotic polar solvent acetonitrile, the longer wave-
length fluorescence emission bands of 1–3 are red-shifted
by 131, 141 and 73 nm, respectively. Such large solvato-
chromic shifts of the fluorescence emission are charac-
teristic of nitro-substituted arylindolic ethenes. It may be
noted that the ethenyl compounds bearing a p-aminophe-
nyl group, e.g. 3-(4-aminophenylethenyl-E)-NH-indole,
show only a very moderate solvent polarity effect on
their absorption and fluorescence spectra.26 Hence, the
remarkable solvatochromic effect in 1–3 is due to the
electron-withdrawing nature of the nitro group. It is
therefore suggested that in their excited state the nitro-
substituted compounds 1–3 interact strongly with the
polar environment.


The excitation spectra of 1 and 3 are shown in Fig. 3.
The excitation spectrum is similar to the absorption
spectrum of these compounds, which indicates that the
fluorescence emissions in these compounds originate
from a single ground-state species. The excited-state


lifetimes of these compounds are shown in Table 2. The
fluorescence decay curves for 1 and 3 in 1,4-dioxane are
shown in Fig. 4. The fluorescence decays are multi-
exponential in non-polar heptane. However, 1 and 2
show single-exponential decay in medium-polarity and
polar solvents. This indicates that more than one type of
singlet excited state is involved in the photoprocesses of
these compounds. Two of the excited species have shorter
life times (0.1–1 ns), whereas the third one has a longer
lifetime (1–4 ns). The amplitude data suggest that the
shorter lifetime species dominates over the longer life-
time species.


A plot of Stokes shift vs solvent polarity parameters
such as �f35 and ET(30)38 are shown in Figs 5 and 6,
respectively. The change in excited-state dipole moment
(�	) for 1–3 is calculated to be 15.87, 16.45 and 16.33 D,
respectively. Hence, the excited-state dipole moment (	e)
for 1–3 is 24.37, 25.36 and 24.19 D, respectively. From
the plot of Stokes shift vs ET(30), it is observed that all
three ethenes show a large �G value with maximum
191.3 kcal mol�1 for 1 and minimum 183.8 kcal mol�1


for 3 (Table 3) (1 kcal¼ 4.184 kJ). This means that the
singlet excited states of 1–3 are highly polar in nature
and, hence, a strong interaction of the excited state of


Figure 1. UV–visible absorption spectra of (top) 1
and (bottom) 3 in (a) heptane, (b) 1,4-dioxane and (c)
methanol


Figure 2. Fluorescence spectra of (top) 1 and (bottom) 3 in
(a) heptane, (b) 1,4-dioxane, (c) tetrahydrofuran, (d) metha-
nol, (e) dimethylformamide and (f) acetonitrile
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these compounds with the solvent molecules is expected.
A plot of the �f against solvent polarity parameter ET(30)
is shown in Fig. 7. The �f for 1–3 increases with
increasing solvent polarity, with a maximum in 1,4-
dioxane, (1, 0.516; 2, 0.869; 3, 0.047). However, �f falls
off drastically in polar solvents with a minimum in
methanol for 1–3 (1, 0.003; 2, 0.003; 3, 0.002). The �f


for 3 is lower than those for 1 and 2. The existence of
large solvatochromic fluorescence and multiple fluores-
cence decay behaviors indicates the presence of more
than one excited state in the photoprocesses of these
compounds (Scheme 2). These states can be locally


excited state (LE), intramolecular charge-transfer excited
state (ICT) and conformationally relaxed intramolecular
charge-transfer excited state (CRICT) as found in other
donor–acceptor compounds23–29. In 1 and 2, all three
species are found in non-polar solvents, whereas in
medium-polarity and polar solvents, the CRICT species
is predominantly formed. Hence, the structure of the
singlet excited state is highly sensitive to specific solute–
solvent interactions and the fluorescing species may not
be the same in every polar solvent. The extent of
conformational relaxation of the locally excited singlet
state and the resultant charge transfer depended greatly
on the nature of the surrounding media.


Photoisomerization


Direct irradiation of a solution of 1 and 2 in heptane, 1,4-
dioxane and methanol does not yield any photoisome-
rized product, as revealed by the UV–visible absorption
and the HPLC analyses. There was no change in the UV–
visible spectrum of 1 and 2 even after 8 h of irradiation.
The HPLC analysis showed only one peak with
tR¼ 8.3 min (20% ethyl acetate–hexane, 2.0 ml min�1)
and tR¼ 6.66 min (15% ethyl acetate in hexane,
1.1 ml min�1) corresponding to 1 and 2, respectively.
On the other hand, 3, having an electron-withdrawing
phenylsulfonyl substituent at the indolic nitrogen, on
irradiation undergoes trans–cis photoisomerization as
evidenced by the UV–visible absorption and the HPLC
analyses of the photomixture. The HPLC analysis of the
photomixture of 3 showed the presence of two compo-
nents, one with tR¼ 13.3 min corresponding to trans-3
and the other with tR¼ 12.3 min due to cis-3 (10% ethyl
acetate in hexane, flow rate 1.1 ml min�1) (Fig. 8). A high
photoisomerization quantum yield (�t! c, 0.50 in hep-
tane, 0.31 in 1,4-dioxane and 0.21 in methanol) in all the
three solvents is observed for 3. The photostationary state
composition is given in Table 4.


The efficiency of trans–cis isomerization decreases on
increasing the solvent polarity. On absorption of light,
these ethenes yield a highly polar excited state. In polar


Figure 3. Fluorescence excitation spectra of (top) 1 and
(bottom) 3 in (a) heptane, (b) 1,4-dioxane and (c) methanol


Table 2. Fluorescence lifetime and amplitude data for 1–3


Lifetime [� (ns)]/amplitude (�)


Compound Solvent �1 �1 �2 �2 �3 �3 �av (ns) �2


1 n-C7H16 0.036 0.725 0.224 0.255 1.814 0.020 0.120 1.32
Dioxane — — — — 2.68 1.0 2.68 1.02
CH3OH — — — — 0.10 1.0 0.10 1.10


2 n-C7H16 0.016 0.714 0.223 0.254 1.023 0.034 0.104 1.35
Dioxane — — — — 2.707 1.0 2.707 1.08
CH3OH — — — — 0.15 1.0 0.15 1.20


3 n-C7H16 0.045 0.472 0.728 0.359 3.189 0.169 0.847 1.18
Dioxane 0.138 0.519 0.901 0.445 2.067 0.036 0.547 1.23
CH3OH 0.026 0.791 0.594 0.170 4.359 0.039 0.293 1.09
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solvent, a net stabilization of the excited state can cause a
large energy barrier for the photoisomerization process.
Hence, the efficiency of trans–cis isomerization is lower
in polar solvents. The small �t! c for 3 in polar solvents


indicates an efficient deactivation process other than
trans–cis isomerization for trans-3 from its excited sing-
let state.


The singlet excited-state energy for these compounds
is calculated by taking the intersection wavelength of
fluorescence excitation and emission spectra in heptane
and methanol and using the approximate equation
S1� S0¼ hc/�¼ 1.24 keV/�, where, h (Planck’s con-
stant)¼ 6.62� 10�34 J s, c (velocity of light)¼
3� 108 m s�1 and �¼wavelength in nanometers. From
heptane to methanol, it is found that the singlet excited-
state energy varies from 2.66 to 2.74 eV for 1 and 2,
whereas it is 3.04–3.26 eV for 3. This indicates that the
singlet-state energy of 3 is 0.52 eV higher than those of 1
and 2 (Scheme 3).


The activation energy barrier to the phantom excited
state (P*) in trans-stilbene is known to be increased in the
presence of a donor substituent or donor–acceptor con-
jugation effect.39–41 Hence, such compounds follow the
radiative pathway rather than the P* pathway. This is also
corroborated by their relatively higher �f. Here, we
expect that compared with 1 and 2, 3 has a lower energy
barrier to the P* state because of the electron-withdraw-
ing nature of —SO2C6H5. Hence, 3 follows both the
radiative and the P* pathways, whereas 1 and 2 follow the
radiative pathway predominantly.


Again, the trends observed for �f for 1 and 2 and �f


and �t! c for 3 indicate competitiveness of the observed
photoprocesses, i.e. fluorescence emission and photoi-
somerization. It can be suggested that photoisomerization
of 3 occurs from its singlet excited state. Hence 3 is
photochemically active, whereas 1 and 2 are photoche-
mically stable (Scheme 4).


Linear free energy relationship


The sensitivity (�) towards the formation of CRICT state
and photoisomerization process is determined by the
Hammett concept of linear free energy relationship
(LFER)42,43 and using the following equation:


logðk=k0Þ ¼ ��


Figure 4. Fluorescence decay profiles for (top) 1 and (bot-
tom) 3 in 1,4-dioxane


Figure 5. Lippert–Mataga plot: Stokes shift vs solvent po-
larity parameter (�f) for (diamonds) 1, (circles) 2 and
(triangles) 3 in organic solvents of varying polarity


Figure 6. Plot of Stokes shift vs solvent polarity parameter
ET(30) for (diamonds) 1, (circles) 2 and (triangles) 3 in organic
solvents of varying polarity
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where k is the rate constant when a substituent is present
in the molecule, k0 is the rate constant when the sub-
stituent is hydrogen atom, � is the Hammett substituent
constant and � is the sensitivity of the reaction.


On excitation to the singlet excited state, the trans
configuration undergoes a conformational relaxation ow-
ing to the solvent–solute interaction, which leads to a


more stable CT excited state, from which fluorescence
occurs. These relaxation processes result in a Stokes shift
(�E).


Hence the above Hammett equation can be used as �E/
2.3kT¼��, where, k is the Boltzmann constant
(1.38� 10�23); T is the absolute temperature, � is the
relative value between the nitro and the substituent
present on the indolic nitrogen (�NO2


� �R). Sensitivity
(�) of photoprocesses in various solvent with increasing
solvent polarity is calculated from the slope of the plot,


Table 3. Dependence of fluorescence spectral data on solvent polarity parameters


ET(30) �f 	 (D)


Compound R2 Slope R2 Slope �	 (D) 	g (D) 	e (D)


1 0.94 191.3 0.94 5914 15.87 8.50 24.37
2 0.95 189.9 0.89 6351 16.45 8.91 25.36
3 0.80 183.8 0.90 6265 16.33 7.86 24.19


R2, linear correlation; �	, dipole moment change as obtained by Lippert–Mataga plot by taking Onsager radius 7.3 Å and using dielectric constant (") and
refractive index (�) of the solvent; parameters are calculated without considering solvent heptane, owing to deviation from the Lippert–Mataga and ET(30) plots
for 3 (Figs 5 and 6); 	g is the ground-state dipole moment as calculated by the Hyperchem semiempirical AM1 method.


Figure 7. Plot of fluorescence quantum yield (�f) vs ET(30)
value for (circles) 1, (squares) 2 and (asterisks) 3 in organic
solvents of varying polarity


CRICT


LE
ICT


P*


Scheme 2. Three-state kinetic scheme applicable to p-
nitrophenylindolic ethenes. LE, locally planar excited state;
ICT, intramolecular charge-transfer excited state; CRICT,
conformationally relaxed intramolecular charge-transfer ex-
cited state; P*, perpendicular double bond twisted excited-
state species (phantom excited state)


Figure 8. HPLC traces: (a) before and (b) after the irradia-
tion of 3 in 1,4-dioxane


Table 4. Photostationary state (PSS) composition and
photoisomerization quantum yield (�t! c) of 1–3


PSS composition (%)


Compound Solvent E Z (�t! c)


1 n-C7H16 — — —
Dioxane
CH3OH


2 n-C7H16 — — —
Dioxane
CH3OH


3 n-C7H16 48.28 51.72 0.50
Dioxane 93.42 6.58 0.31
CH3OH 94.83 5.17 0.21
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drawn between (�E/2.3kT) vs relative �-values of
the substituent (�NO2


��R) (Table 5 and Fig. 9) with
the assumption that all the molecules lying on the same
Hammett plot belong to the same type of charge-transfer
species. It is found that on increasing the solvent polarity,
the value of �E/2.3kT increases, which indicates strong
interaction of the excited state of these molecules with
polar solvents. All points on the Hammett plot lie on the
straight line, except for 3 in the non-polar solvents n-
heptane and CCl4, when we consider the shorter wave-
length emission maximum for calculation of the Sto-
kes’shift/2.3kT parameter. This deviation for 3 is because
of the presence of a species different from the CRICT
species in heptane and CCl4. The � value is negative,
which indicates the formation of an electron-deficient
cationic excited-state species. Hence the excited state is
stabilized more in the presence of an electron donor
substituent, such as ethyl, but destabilized in the presence


of an electron-withdrawing substituent, such as benzene-
sulfonyl. Similarly, the cationic excited state is stabilized
more in the presence of polar solvents rather than the
non-polar solvents n-heptane and CCl4. Therefore, a high
� value is observed in non-polar solvents, whereas in
medium-polarity and polar solvents a comparable � value
is observed. In other words, the cationic excited state is
less stabilized in the presence of an electron-withdrawing
substituent and in an non-polar solvent. Therefore, the
excited state is close to the P* state, which leads to
efficient photoisomerization in the case of 3.


CONCLUSION


Absorption and fluorescence studies together with corre-
lation of these spectroscopic properties with various
solvent polarity parameters reveal the highly polar nature
of the singlet excited state of push–pull ethenylindoles.
Time-resolved fluorescence studies together with
Lippert–Mataga, ET(30) and LFER plots show that these
compounds contain three type of excited species, namely
LE, ICT and CRICT, the formation of which depended
greatly on the solvent polarity and the substituent present
on the indolic nitrogen atom. The LFER plots indicate a
cationic excited state, which is stabilized more in the
presence of an electron-releasing substituent such as


Table 5. Sensitivity (�) of the CRICT state for 1–3 in solvents
of increasing solvent polarity


Solvent � R2 No. of points


n-C7H16 4.29 0.99 3
CCl4 3.08 0.95 3
Dioxane 2.24 0.99 4
THF 2.41 0.99 4
EtOAc 2.19 0.98 4
DMF 2.55 0.97 4
CH3CN 2.18 0.98 4


S0


S1


P*


hv


Scheme 3. Plausible energy profiles which show the de-
crease in the energy barrier between S1 and P* states in 3.
Dashed line, energy profile in the absence of substituent;
solid line, energy profile in the presence of an electron-
withdrawing substituent, SO2C6H5


N


NO2


SO2C6H5


N


NO2


R


N
R NO2


N
SO2C6H5


NO2


hv


hv


1 : R =H
2 : R = C2H5


3


i or ii or iii


i or ii or iii


Scheme 4. Photochemical changes of 1–3 in (i) heptane, (ii)
1,4-dioxane and (iii) methanol


Figure 9. Plot of Stokes shift/2.3kT vs relative Hammett �
constant (�NO2


� �R): (diamonds) heptane, (squares) CCl4,
(closed triangles) 1,4-dioxane, (open circles) THF, (open
triangles) ethyl acetate, (closed circles) DMF and (plus)
acetonitrile
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ethyl and in medium-polarity and polar organic solvents.
Compounds 1 and 2 are photochemically stable, whereas
3 is photoactive and undergoes efficient photoisomeriza-
tion in the non-polar solvent heptane. Further, the trend of
�f and �t! c in 3 is inversely related. This indicates that
the photoisomerization in 3 occurs from the singlet
excited state. The energy barrier to photoisomerization
is controlled by the substituents and solvents. Thus,
ethenylindoles exhibit fluorescence due to CT states
and it is possible to alter the absorption, fluorescence
and photoisomerization properties of these compounds
by changing the donor ability of the indole moiety. Such
push–pull systems can be useful for developing materials
having newer opto-electronic properties.
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ABSTRACT: The reaction of 5-alkylthio-3H-1,2-dithiole-3-thione derivatives with Fischer alkoxy carbenes gives 1,3-
dithiin dithioorthoesters derivatives complexed with M(CO)5 (M¼Cr or W). We report here that the dithiin derivative
free of metal can be obtained by ligand exchange using acetonitrile, methanol, phenyl methyl sulfide or (Ph)3P.
Methanol gives the best results from a preparative point of view. The reaction with acetonitrile was shown to be
reversible and the kinetic of ligand exchange and the activation parameters were determined. From these data it is
concluded that the mechanism is predominantly dissociative for M¼Cr and it has some contribution of the associative
mechanism for M¼W. Copyright # 2007 John Wiley & Sons, Ltd.

KEYWORDS: Dithiin complexes; ligand exchange; dithioorthoesters; chromium; tungsten

INTRODUCTION


We recently reported that the reaction of Fischer carbenes
with 5-alkylthio-3H-1,2-dithiole-3-thione derivatives
leads to the insertion of the carbene into the five-member
ring yielding complexes of type 1.1 The products obtained
in those reactions belong to a novel type of 1,3-dithiin
dithioorthoesters that fill a large gap in the synthetic
methodology for the preparation of the scarcely known
1,3-dithiin derivatives,2 or the extremely rare compounds
having a dithioorthoester group.3 The in vitro cytotoxicity
toward cancer cell lines of 2-vinyl-4H-1,3-dithiin from
extracts ofAllium victorialis has been reported4 (Chart 1).


We considered of interest to find an easy way to
disconnect the metal from the complex 1 in order to get
the organic compound free of metal 2. In the literature
there are examples of thiocarbonyl derivatives com-
plexed with M(CO)5 (M¼Cr or W) where the metal is
coordinated with the thiocarbonyl group but the metal
could not be disconnected without decomposing the
organic skeleton.5 On the other hand, there are a few
examples of complexes with Mn where one of the
ligands is an organic sulfide which, under appropriate
conditions, can be exchanged with other ligand of
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the same or similar nature through a dissociative
mechanism.6


In the complexes 1a–c the metal may be coordinated to
the double bond, the exocyclic sulfur, the thiocarbonyl
group or the sulfur atoms of the ring. Spectroscopic
evidences pointed to the coordination to the carbon–
carbon double bond (h2).1 Reactions of exchange of

Chart 1.
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Table 1. Disconnection of the M(CO)5 moiety under pre-
parative conditions


L % 2aa % 2ba


ACNb 37.7 58c


Ph-S-Med 50 40
P(Ph)3


e 18.4 17.6
MeOHf 54 78
H2S


g Unreactive Unreactive


aObtained from 1a and 1b, respectively.
b 0.11mmol of complex were dissolved in 30mL acetonitrile at 80 8C,
reaction time 30 min.
c The yield increased from 25 to 58% when air was bubbled through the
solution instead of N2.
d 0.11mmol of complex and 1.1mmol of Ph-S-Me in boiling methylene
chloride. Reaction time 20 h.
e 0.11mmol of complex and 1.1mmol of Ph3P in dioxane at 60 8C, reaction
time 3 h.
f 0.11mmol of complex dissolved in 30mL of methyl alcohol at 70 8C with
air pumped, reaction time 6 h.
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ligands at the metal atom are of interest because of the
significance of transition-metal chemistry to modern
synthesis and catalysis.7


In this paper we report the efficiency of several
compounds to displace the ring from the coordination
sphere of the metal. Besides we also present here a
kinetic study of the displacement of the 1,3-dithiin
ring of 1a–c by acetonitrile from which it is concluded
that for some of the complexes the exchange of
ligands involves mainly a dissociative mechanism,
whereas with others there is significant contribution
of the associative mechanism depending on which
metal is in the complex. It is important to note that to
the best of our knowledge, there are no antecedents in
the literature regarding kinetic studies of ligand-
exchange reactions in stable complexes of type
L(CO)5M.

g SH2 produced from the reaction of [HCl] and FeS in a separate flask was
bubbled through a solution of 0.11mmol of complex in methylene chloride
at room temperature during 3 h.

RESULTS AND DISCUSSION


There are several examples in the literature which show
that complexes of type L (CO)3M with M¼Cr or W and
L¼ organic ligand are demetalated under very mild
conditions such as irradiation with sunlight and air
oxidation at room temperature.8,9 These conditions were
not appropriate to demetalate complexes 1a–c on a
preparative scale because under long irradiation time
under air only unreacted material and decomposition
products were isolated. We did not consider the use of
pyridine oxide,10 dimethyldioxirane,11 or dimethylsulf-
oxide to demetalate the complexes because in these
reactions the oxidized ligand is obtained therefore the
expected products for the reactions of 1a–c with these
reagents would not be 2a–b but oxidized derivatives.


In order to eliminate the metal from complex 1a–c we
use ligands that could compete with the 1,3-dithiin ring
for the metal coordination (Equation 1)


L1 �MðCOÞ5 þ L2 ÐL2 �MðCOÞ5 þ L1 (1)


As competing ligands we used acetonitrile (ACN),
hydrogen sulfide (H2S), methyl phenyl sulfide (PhSMe),
triphenyl phosphine (Ph3P), and methanol (MeOH).12


The results are summarized on Table 1. It can be seen that
except for H2S all the other ligands displaced the 1,3-
dithiin ring 2a–b from 1a–c, but MeOH is the one that
gave the best results. The products were characterized
using 1H and 13C NMR and HRMS. The main 13C NMR
spectral differences between 1a–c and 2a–b are: (a) the
signals corresponding to the C¼O of M(CO)5 are not
present in 2a–b, the signal corresponding to the ring
carbons six and five are shifted 2.6 and 0.8 ppm
downfield, respectively, (b) the signal corresponding to
the carbon of the thiocarbonyl is shifted 2.2 ppm
downfield, and (c) all the other signals are shifted 0.2–
0.8 ppm downfield. In the 1H NMR the main difference is

Copyright # 2007 John Wiley & Sons, Ltd.

seen in the ring proton which appears 0.21 ppm upfield in
2a–b compared with 1a–c, all the other signals change
only 0.05–0.1 ppm. The agreement between the HRMS
experiments and the molecular weight calculated,
together with the NMR experiments, allows the confir-
mation of structures 2a–b free of metal and without
modifications of the organic skeleton.


Using acetonitrile to disconnect the metallic moiety in
compounds 1a–c, we found that the complexes could be
re-generated after the displacement. This was done
evaporating the solvent to dryness, and then adding other
solvent, such as methylene chloride or hexane. Under this
conditions complexes 1a–b were formed without
detectable by-products indicating that with acetonitrile
as competing ligand the reaction is reversible.


In order to get more insight into the mechanism of the
displacement of the 1,3-dithiin ring we determined the
rate constant for the reactions of 1a in acetonitrile, 1,4-
dioxane, MeOH, and hexane at 45 8C. In all solvents,
except for hexane, the maximum absorption at 578–
627 nm decreases strongly whereas the maximum at 375–
405 nm shift to 377–412 nm, and slightly increases in
intensity (Fig. 1 is representative). In hexane the behavior
is quite different as shown in Fig. 2. The spectrum shows a
decrease in the absorbance with time in all range of
wavelengths studied. Similar behavior was observed with
complexes 1b–c in hexane. We attribute these differences
to the fact that hexane is a very weak coordinating agent
for Cr(CO)5 so this species decompose in the reaction
solution. The values of the observed pseudo-first-order
rate constant for disconnection of the metallic moiety in
the different solvents are shown in Table 2.


The fact that a very well-defined isosbestic point is
observed (Fig. 1 is representative) indicate that com-
pounds 1a–c are transformed into compounds 2a–b

J. Phys. Org. Chem. 2006; 19: 823–828







Table 2. Observed rate constants for 1,3-dithiin displace-
ment reactions in complex 1b at 45 8C


Solvent (l, nm)a kobs, 10
�4 s�1


Acetonitrile (583) 21.2� 0.01
Hexane (609) 0.88� 0.01
1,4-Dioxane (627) 11.38� 0.01
Methyl alcohol (578) 9.05� 0.06


aValues within bracket are the wavelength used for the rate constant
determinations.


Figure 2. Spectral changes as a function of time for com-
plex 1b in hexane at 458C. Time elapsed 4 h.


Figure 1. Spectral changes as a function of time for the
reaction of 1b in acetonitrile at 458C. [1b]¼ 5�10�5M.
Time elapsed 2 h.


Table 3. Effect of temperature on the observed rate constant fo


Temperature 8Ca


1ab 1b


15 0.413� 0.003
25 1.69� 0.02 0.824�
35 6.69� 0.03 3.22�
45 21.2� 0.01 10.2�
55


a The temperature was controlled within �0.1 8C.
b The concentration of complexes into the cell was 5� 10�5M, the errors are st
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(Eqn (2)) in a clean reaction, without accumulation of any
intermediate


1þ L �!kf MðCOÞ5Lþ 2 (2)


We attempted the determination of the rate constant for
the reverse reaction of Eqn (2) (L¼ acetonitrile) and so
after the reaction with 1a ended we added up to 2.5M 2a
but we could not see any reversion to the substrate 1a.
Considering that we could detect 5% formation of 1a, we
can estimate that the second order rate constant for the
reaction of 2a with Cr(CO)5 (acetonitrile) is lower than
0.4 kf.


The ligand exchange reaction was also carried out at
different temperatures in order to determine the activation
parameters of the reaction. The values of the pseudo-first-
order rate constant for the disconnection of the metallic
moiety of several complexes in acetonitrile are shown in
Table 3, together with the data corresponding to complex
3 for comparison. The data of activation parameters are
summarized in Table 4.


There are several reports in the literature which
demonstrate that it is possible to generate intermediates
coordinatively unsaturated such as Cr(CO)5 from the
photochemical rupture of a Cr–CO coordination bond.
This intermediate rapidly reacts with the solvent to form
[(solvent)Cr(CO)5] where the solvent occupies the
internal coordination sphere of Cr(CO)5 and forms a
coordination bond with the metallic center.13 These
studies have been of great importance to get insight into
the process of solvation of metallic intermediates. This is
crucial to determine the catalytic selectivity since the
solvent is replaced by the reactive substrate. Much less is

r ligand exchange in complexes 1a–c and 3 in acetonitrile


b 1cb 3b


kobs, 10
�4 s�1


0.003 1.43� 0.01
0.04 0.425� 0.005 5.13� 0.03
0.01 1.084� 0.005 16.35� 0.05


3.69� 0.04


andard deviations of the fit in the Absorbance versus time data.
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Table 4. Activation parameters for the acetonitrile reaction
with 1a–c and 3


1aa 1bb 1cc 3b


Ea, Kcalmol�1 25.4 25.0 21.3 22.9
DHz, Kcalmol�1d 24.7 24.7 20.7 22.3
DSz, e.u. 7.73 4.48 �12.0 �1.26


a Temperature range 15–45 8C.
b Temperature range 25–45 8C.
c Temperature range 35–55 8C.
d Calculated as DHz¼Ea�RT at 45 8C.
Calculated from DSz¼ (log k� 10.753� log TþEa/4.576 T)�4.576 at
45 8C.
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known about the displacement of other compounds from
the metallic center.We think that the understanding of this
process could be important for the determination of the
mechanism of reaction mediated by metal complexes.


According to the rule of the 18 electrons,14 we can
consider complex 1 as saturated coordinatively. The
knownmechanisms in the displacement of ligands such as
pyridine or THF are: dissociative (mechanism D) and
associative (mechanism A). It has been suggested that the
predominance of any of these mechanisms depends on
the metallic center and the steric requirements of the
incoming and leaving ligands.15,16


Considering the two possible mechanisms for the
exchange reaction we suggest for Eqn (2), the general
mechanism shown in Scheme 1 where the dissociative
(formation of intermediate M(CO)5) and associative
(k3[L] step) mechanisms are considered.


Considering M(CO)5 as a steady state intermediate, the
observed rate constant is given by Eqn (3).


kobs ¼
k1k2½L�


k�1½2� þ k2½L�
þ k3½L� (3)


From photoacoustic calorimetry it was determined that
the second order rate constants for the reaction of
Cr(CO)5 with acetonitrile, tetrahydrofurane, methanol
and 1-hexene are in the range of 107–108M�1 s�1, so
the value expected for k�1and k2 must be in this range.
The concentration of 2 is much smaller than that of L
since the latter is the solvent and therefore the condition
k�1[2]� k2[L] holds and Eqn (3) can be simplified to Eqn
(4).


kobs ¼ k1 þ k3½L� (4)


The fact that the values of activation entropy for the
disconnection in complexes 1a and 1b are positive,

Scheme 1.


Copyright # 2007 John Wiley & Sons, Ltd.

suggest that the dissociative mechanism is predominat-
ing, although this is not conclusive evidence.16 The ideal
way to determine the contribution of each of the terms of
Eqn (4) is to run an experiment where the concentration of
L is changed, however in this case is not possible because
L is the solvent.


For the complex 1c with W(CO)5, the activation
entropy is negative and this result is consistent with
literature reports which indicate that for ligands such as
pyridine and phosphines the associative mechanism
becomes more important as the metallic group increases
in size, as is evident in the series Cr, Mo, W.16


Comparing the activation entropy of 1b and 1c we
conclude that the metal is very important to determine the
predominant mechanism. On the other hand, comparison
of the value for 3 with those of 1a and 1b, that have the
same metal, shows that the ligand is also important, and is
evident that a bigger steric hindrance in the coordination
site in the leaving ligand, leads to a more dissociative
mechanism.

CONCLUSIONS


We could effectively disconnect the metallic moiety from
complexes of type 1 with M(CO)5 by ligand exchange
using several compounds. Methyl alcohol is the best
reagent from a preparative point of view.With acetonitrile
the displacement was complete but the yield is lower than
that with methyl alcohol because the reaction is reversible
and some product is lost in the form of complex 1 during
work-up. With the other ligands, the yield decreases
because of the formation of by-products during the
reaction. From the kinetic data and the corresponding
activation parameters for the disconnection with aceto-
nitrile, we conclude that a dissociative mechanism is
predominant for the transference of ligands when
chromium is the metallic center of the complexes,
whereas when tungsten is the metallic center there is
some contribution of the associative mechanism. To the
best of our knowledge this reaction represents the first
report of rate constant for ligand exchange in stable
complexes of type L(CO)5M.

EXPERIMENTAL SECTION


Nuclear magnetic resonance (1H and 13C) spectra were
recorded on a Brucker AC 200 (200MHz) spectrometer.
Chemical shifts are reported in parts per million (d)
downfield from an internal tetramethylsilane reference,
spin multiplicities are indicated by the following
symbols: s (singlet), d (doublet), dd (double doublet), t
(triplet), q (quartet), and m (multiplet). Infrared spectra
were recorded on a Nicolet FT-IR Avatar 360 spec-
trometer. Band positions are reported in reciprocal
centimeters (cm�1).
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Molecular weights were determined from high
resolution FAB mass spectra done on a nitrobenzyl
matrix (NBA) on a VG-ZAB spectrometer. The
spectra were recorded in the UCR Mass Spectrometry
Laboratory, Riverside, California. Elemental analysis
was carried out by Galbraigth Laboratories, Knoxville,
TN.


The compounds were purified by column chromatog-
raphy using silica gel 60 Merck (0.063–0.2mm) and
hexane/CH2Cl2 70/30 v/v as eluent.


Dioxane was distilled from sodium and stored on
sodium wires. CH2Cl2 and hexane were analytical grade
and used as received. All commercially available reagents
were obtained in reagent grade and used without
purification.

Disconnection with methyl alcohol


A solution of 0.11mmol of complex 1 in 30mL of methyl
alcohol was heated at 70 8C with a continue bubbling of
air. The reaction takes place also under normal
atmosphere but the air bubbling facilitates the work-up.
After 6 h the solution color changes from deep blue to
brown-red. The evolution of the reaction was followed by
TLC and the reaction was stopped when all the substrate
disappears. The solution was filtered and the solvent was
removed at low pressure. Then the mixture was purified
by column chromatography on silica gel using a mixture
of hexane and methylene chloride as elution solvent. The
heterocycles 2a–c so obtained were characterized and
stored in dark recipients.

Characterization of the products


6-butilthio-4-methoxi-4-phenyl-4H-1,2-dithiin-3-
thione 2a. HRMS (nitrobenzyl alcohol): calculated for
C15H18S4O: 343.0318; obtained 343.0319; 13C RMN
(50MHz, DCCl3), d ppm: 13.51; 21.87; 30.60; 33.48;
54.19; 97.38; 127.39; 128.39; 128.88; 130.05; 136.19;
151.37; 208.09. 1H RMN (200MHz, DCCl3) d ppm: 0.96
(t, 6.94Hz, 3H); 1.47 (m, 2H); 1.71 (m, 2H); 3.09 (m,
2H); 3.34 (s, 3H); 7.48 (s, 1H); 7.43–7.71 (m, 5H). IR
cm�1 (KBr): 751.7; 865.8; 893.3; 944.5; 1042.8; 1094.1;
1216.0; 1448.1; 1491.4; 1629.1; 1739.3; 1715.7; 2337.4;
2364.9; 2852.8; 2923.7; 2963.0.


5-Chloro-6-etilthio-4-methoxi-4-phenyl-4H-1,2-
dithiin-3-thione 2b. HRMS (nitrobenzyl alcohol):
calculated for C13H13S4OCl: 347.9539; obtained:
347.9540. 13C RMN (50MHz, (CD3)2CO), d ppm:
12.41; 30.74; 54.30; 96.63; 117.82; 126.14; 128.49;
129.33; 140.45; 148.04; 209.86. 1H RMN (200MHz,
(CD3)2CO) d ppm: 1.37 (t, 7.3Hz, 3H); 3.15 (c, 7.3Hz,
2H); 4.03 (s, 3H); 7.37–7.89 (m, 6H). IR cm�1(KBr):
653.3; 704.5; 838.2; 897.3; 972.0; 1015.3; 1105.8;

Copyright # 2007 John Wiley & Sons, Ltd.

1184.5; 1235.7; 1282.9; 1452.1; 1507.2; 1731.4;
2337.4; 2361.0; 2919.7; 2951.1.


pentacarbonyl (5-dodecylthio-3H-1,2-dithiol-3-
thione) chromium 3. 0.1mmol of 5-dodecylthio-3H-
1,2-dithiol-3-thione, 0.3mmol of Cr(CO)6 and 10mL of
benzene were added to a quartz tube. The mixture was
irradiated at 237.5 nm with a 6W lamp during 1 h. Then
the solvent was evaporated and the crude was filtered
through silica gel. The complex 3 was obtained pure,
yield 80%. (C20H26S4O5Cr);


13C RMN (50MHz, CDCl3),
d ppm: 14.03; 22.63; 28.55; 28.87; 29.32; 29.52; 31.85;
36.25; 133.66; 173.02; 213.33; 215.02; 222.68.


Kinetic determinations. For all complexes in differ-
ent solvents the same procedure was followed:


A solution of the complex in the solvent used for the
kinetic study with an appropriate concentration
(�1mgmL�1) was prepared in a flask which was
protected from light and stored at �88C until its
utilization. The reaction was initiated adding a few
microliters of this solution to 3mL of the solvent
contained in a quartz cell placed in the cell compartment
of the UV-2101PC Shimadzu spectrophotometer at
constant temperature. The final concentration of the
complex was 5� 10�5M. The spectral changes were
recorded at various time intervals and then the absorbance
versus time change at a selected wavelength (Table 2) was
used to calculate the rate constant. In all cases clean
pseudo-first-order behavior was observed.
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Proton NMR and IR study of self-association in
pyridylalkanols: open or cyclic dimers? higher
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ABSTRACT: 1H NMR measurements indicate that (X-pyridyl)alkanols of the general formula (C5H4N)(CH2)nOH,
where n¼ 1, 2 or 3, self-associate as open dimers, cyclic dimers, trimers and tetramers, with considerable variations
depending on the position of the alkyl chain and its length. 2-(X-Pyridyl)propan-2-ols behave like the corresponding
pyridylmethanols with, however, somewhat lower association constants. The IR spectra of 3-(X-pyridyl)-2,2,4,4-
tetramethylpentan-3-ols (X¼ 3 or 4) in carbon tetrachloride suggest weak association, while the 2-pyridyl derivative
occurs mainly as the intramolecularly hydrogen-bonded rotamer. The OH NMR shifts for the 3- and 4-pyridyl
derivatives in benzene are concentration-dependent, but neither the equilibrium constants nor the degree of association
can be evaluated. Benzyl alcohol in benzene associates as an open dimer and a cyclic tetramer, as does 2-
phenylpropan-2-ol, only more weakly. Rotation barriers for 3-(X-pyridyl)-2,2,4,4-tetramethylpentan-3-ols (X¼ 2,
3 or 4) in DMSO or nitrobenzene are 20–21 kcalmol�1. Copyright # 2006 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894–3230/suppmat/


KEYWORDS: pyridine; alcohols; hydrogen bonds; NMR; IR; self-association constants; dimers; trimers; tetramers;


rotamers


INTRODUCTION


Whether the hydrogen bond in water is classified as weak,
moderate, or strong appears to be largely a matter of where
the limits are placed. The calculated value,1 5 kcalmol�1,
puts it just on the ‘‘strong’’ side of Desiraju and Steiner’s
‘‘weak-strong’’ classification.2 What really distinguishes
the water molecule is the number of hydrogen bonds in
which it can participate, both as a donor and as an acceptor.
It is this feature which makes self-association between
water molecules such a highly important phenomenon.
When it comes to organic derivatives, in which one
hydrogen has been replaced by a hydrocarbon group, the
possibilities for extensive hydrogen-bonded networks are
much reduced, but low-molecular-weight alcohols such as
methanol, ethanol, and other 1-alkanols, for example, self-
associate as dimers, trimers, tetramers, and even higher n-
mers,3–24 phenols as dimers, trimers and tetramers.23a,24–29


However, when the hydrocarbon group is bulky,30–37 steric
hindrance to the approach of like molecules offsets the
advantage of hydrogen bonding, and not only does the
extent of association fall but also the number of molecules


associated: thus 2,2,4,4-tetramethylpentan-3-ol, otherwise
known as di(tert-butyl)methanol, dimerizes weakly,31–33,36


and tertiary alcohols derived from this alcohol have very
low self-association constants.30,31,34,35b,37 Tri(tert-butyl)-
methanol is a monomer even in the solid state.38


In simple alcohols the OH group is both the acceptor
and the donor, but more interesting are species in which
there is a chemically distinct acceptor. The biologically
most important hydrogen bonds involve hydrogen atoms
covalently bound to oxygen or nitrogen, and the acceptor
atoms are commonly nitrogen or oxygen. In this study we
shall consider the particular case of O—H � � �N bonding
in pyridine-substituted alcohols. Previous work appears to
be limited to three studies.39–41 The NMR chemical shift
of the OH hydrogen in (2-pyridyl)alkanols in chloroform
increases with concentration, indicating intermolecular
hydrogen bonding, despite the proximity of the OH group
and the nitrogen atom.39 In contrast, (2-pyridyl)di(1-
adamantyl)methanol was isolated as the syn rotamer with
an intramolecular hydrogen bond.40 Intramolecular
hydrogen bonding in (2-pyridyl)alkanols was also
investigated by IR spectroscopy.41


The aim of this work is to determine as far as possible by
NMR and IR spectroscopies the nature and degree of the
apparent association in (2-pyridyl)alkanols and to extend
this study to 3- and 4-substituted derivatives. Steric effects
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on association will be investigated by replacing the CH2


hydrogens of the (X-pyridyl)methanols by, firstly, methyl
groups [2-(X-pyridyl)propan-2-ols] and then by tert-butyls
[3-(X-pyridyl)-2,2,4,4-tetramethylpentan-3-ols]. Though
the latter are somewhat less hindered than the
di(1-adamantyl) derivative previously studied,40 they prove
to be difficult to study, because of their low solubility and
the presence, in the 2- and 3-pyridyl derivatives, of syn and
anti rotamers in equilibrium. Results concerning the
rotational isomerism of these compounds are included in
this paper.


RESULTS AND DISCUSSION


2-(X-Pyridyl)propan-2-ols and
(X-pyridyl)alkanols


About 35 years ago a series of (2-pyridyl)alkanols, 1a–c,
was investigated by IR41 and NMR39 spectroscopies. In
the first part of this study we seek, by means of IR
spectroscopy, qualitative information concerning both
intra- and intermolecular hydrogen bonding in 1a–c and
some 3- and 4-pyridyl derivatives, 2a, 2c, and 3. The
related 2-(X-pyridyl)propan-2-ols, 4–6, are also con-
sidered.42 In the second part we shall attempt to determine
association constants for the formation of the various
possible n-mers by NMR spectroscopy.


(i) IR spectroscopy
Dilute solutions of alcohols 1 in carbon tetrachloride show
free and intramolecularly H-bonded OH absorptions close
to those previously reported.41 At higher concentration
alcohol 1a has a clear association band at 3270 cm�1,
which increases relative to the bands for the free (3622/
3641 cm�1) and intramolecularly bonded (3440 cm�1)
forms as the concentration is raised (Fig. 1). Further
details of the IR spectra are given in Supplementary
Material Table S1.


Alcohol 1b shows only a relatively weak association
band at about 3300 cm�1, while the presence of a second
low-wavenumber band for 1c at all concentrations
suggests a higher degree of association. For 1c the
relative intensities of the two bands, already observed in
dilute solution at about 3275 and 3380 cm�1, change
slightly, the latter increasing with the concentration.


Alcohols 2a, 2c, and 3 show free OH absorptions at 3617/
3629, 3639, and 3618/3635 cm�1, respectively, and broad
association bands at 3280, 3315, and 3245 cm�1,
respectively, all these latter with ill-defined shoulders
to higher wavenumbers (3395, 3420, and 3400 cm�1,
respectively). Since the relative heights of the principal
and secondary absorptions seem to vary little with change
in concentration, it is not possible to attribute them to
specific types of association. It seems more likely that


they are due to different conformations of the association
complexes.41


Alcohols 4–6 were synthesized by the reaction of
methyl-lithium with the appropriate acetylpyridine.
Certain aspects of their IR (in carbon tetrachloride)
and NMR (in benzene) spectra differ from what was
previously reported in chloroform.42 Whereas the OH
vibration wavenumbers in the IR spectrum are stated to be
3450 (neat), 3200, and 3200 cm�1 for 4, 5, and 6,
respectively, we find for 4 in carbon tetrachloride a broad
band at 3430 cm�1 and a weak absorption at 3612/
3621 cm�1, not previously mentioned. This latter
obviously corresponds to the anti rotamer, with a free
OH group. For 5 there are moderately strong free OH
absorptions at 3606/3618 cm�1 and two association bands
at 3400 and 3250 cm�1. The free OH absorptions are
relatively stronger when the solution is diluted. For 6,


Figure 1. Concentration dependence in the OH stretching
region of the IR spectrum of (2-pyridyl)methanol, 1a, in
carbon tetrachloride: (a) 0.016M; (b) 0.16M; (c) 0.31M
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which is very poorly soluble in CCl4, the free OH
absorptions are at the same wavenumbers and there is a
very weak, broad association band at about 3290 cm�1.
Reinvestigation of 5 and 6 in chloroform reveals that the
strongest absorption at low concentration is in fact that of
free OH at about 3600 cm�1, while the 3200 cm�1 band is
clearly due to association.


(ii) NMR spectroscopy
The 1H NMR chemical shift of a NH or OH proton which
is hydrogen-bonded in an associated form is higher than
that of the same hydrogen in the non-associated form.
One signal is observed for a proton in fast exchange
between the two (or more) species, its shift being the
weighted average of the shifts of these species. Con-
sequently, the observed shift is concentration-dependent
and, from the so-called NMR titration curve, association
constants can be determined. This approach has been
much used in a wide variety of fields to determine
association constants and stoichiometries, particularly
those concerned with biologically important species or
their analogs, and in supramolecular chemistry in
general.43


(a) Concentration dependence of NMR shifts. All
alcohols were studied in benzene. Although attention is
normally focused on the OH proton shift, the other proton
shifts are also concentration-dependent, though to a lesser
extent. A particularly clear example is provided by 3,
where the H3/5 and CH2 protons move downfield as the
concentration increases, while H2/6 move upfield
(Fig. 2).


These variations correspond to changes in the electron
density: decrease at sites close to the OH group; increase
at sites close to nitrogen. In 2aH2 is sandwiched between
nitrogen and the CH2OH group and therefore hardly


moves, whereas H6 goes slightly upfield. Proton H4
moves downfield and H5 is little affected (Supplementary
Material Fig. S1). The situation in 1a is somewhat
anomalous: proton H6, though close to nitrogen, goes
downfield (Supplementary Material Fig. S2). However,
since intramolecular hydrogen bonding is replaced by
intermolecular bonding, the overall effect on the electron
density is less predictable.


(b) Association constants. The NMR data for the
variation of the OH proton shift with concentration were
analyzed in terms of several models by means of
WinEQNMR,44 the R-factor (see Experimental section)
being taken as the criterion of goodness-of-fit. Generally a
cyclic trimer or tetramer appears to be accompanied by a
dimer which is usually cyclic, though in some cases the fit
was not disimproved by assuming it to be open. In Table 1
are listed association constants for the best models for
each compound studied. In Supplementary Material
Table S2 the R-factors and the chemical shifts of the
free and hydrogen-bonded OH protons are listed. An
example of the application of several models to a single
data set is given in Supplementary Material Table S3.


For (2-pyridyl)methanol, 1a, three models describe the
data almost equallywell: cyclic dimer-trimer; cyclic dimer-
tetramer; open dimer-tetramer. For the corresponding 2-(2-
pyridyl)ethanol,1b, and 3-(2-pyridyl)propan-1-ol,1c, there
are four possibilities which all satisfy the data very well:
cyclic dimer-trimer; open dimer-trimer; open dimer-
tetramer; cyclic dimer-tetramer. The major difference
between these compounds is that 1b has much lower
association constants, whatever the model. For 2a, 2c, and
3, in each case there are at least three possibilities, but
generally the best fit is with an open dimer-tetramer model.


Free and intramolecularly hydrogen-bonded monomer
are not distinguished. The value of dP, the chemical shift of
the hydrogen-bonded OH hydrogen in the polymer,
whatever it is, refers to intermolecular hydrogen bonding
only (mean values for 2a, 2c, and 3 are 7.24, 6.65, and
7.45 ppm, respectively). The value of the chemical shift of
the monomer, dM, on the other hand, represents both free
and intramolecularly hydrogen-bonded monomer and is
therefore high for the 2-pyridyl derivatives, 1a–c, 3.62,
4.07, and 2.95 ppm, respectively. The highest value of dM,
for 1b, is associated with a very small constant for the
formation of polymers. If association constants in the same
models are compared for 1a and 1c, it is seen that they are
always greater for 1c, which has the lowest value of dM of
this series. If dM can be taken as a measure of the hydrogen
bond strength, this means that the formation of association
complexes is modulated by the strength of the intramo-
lecular hydrogen bond. For the other pyridylalkanols, 2 and
3, where the side-chain is in the 3 or 4 position, and
intramolecular hydrogen bonding is absent or very weak,
the values of dM are much smaller (mean values for 2a, 2c,
and 3 are 0.66, 0.36, and 0.64 ppm, respectively) and the
association constants considerably higher.


Figure 2. Concentration dependence of proton shifts in (4-
pyridyl)methanol, 3, in benzene at 298K
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2-(3-Pyridyl)propan-2-ol, 5, behaves verymuch like 2a
(dM¼ 0.89 ppm; dP¼ 6.96 or 7.42 ppm). However, alco-
hols 4 and 6 are poorly soluble in benzene, and
measurements could be made over only a very limited
concentration range. The OH proton shift of alcohol 4 in
benzene at 298K increases only slightly and almost
linearly with concentration, by about 0.1 ppm on going
from near-zero to 0.3M. If we assume that the value of dP
is 7.5 ppm, this would indicate a dimerization constant of
0.14 or 0.066M�1, depending on whether the dimer is
taken as open or cyclic, and that intramolecular hydrogen
bonding prevails over association (dM¼ 4.91 ppm).
Trimer and tetramer species were rejected by the
optimization procedure. For alcohol 6, with the same
assumption, the data are well described by three models,
albeit with very high standard deviations, particularly on
the higher n-mer association constants. Models with an
open or cyclic dimer accompanied by a tetramer are the
best (dM¼ 0.90 ppm).


The OH proton signal in the 1H NMR spectrum in
chloroform is reported to be at 5.0, 6.1, and 4.1 ppm for 4,


5, and 6, respectively.42While the limiting value, dM, for 4
in benzene, 4.91 ppm, is similar to that quoted, the much
smaller values for 5 and 6, both about 0.9 ppm, indicate
that there is considerable self-association at the pre-
sumably higher concentrations used for the early
measurements.


(c) OH NMR shifts in almost neat alcohols. Curve-
fitting gives not only association constants but also the
related shifts of the monomer and polymer species, dM
and dP, respectively (Table S2). While the former is
relatively well defined by measurements made at low
concentration and varies little with the model, the latter
shows considerable fluctuations. It is therefore important
to consider whether these values correspond in any way to
the shift of the OH proton in the neat compound, bearing
in mind however that even this will not be completely
associated. Several compounds [1a–c, 2a, 2c, and 10 (see
below)] were therefore examined in the presence of the
minimum amount (5%) of deuteriated benzene for
locking.


Table 1. Association constants (M�1, M�2 or M�3) for pyridylalkanols and benzyl alcohols in benzene at 298K, calculated
according to various dimer, trimer, and/or tetramer models


Cpd. Open dimer K/M�1 Cyclic dimer K/M�1 Cyclic trimer K/M�2 Cyclic tetramer K/M�3


1a 0.18� 0.04 0.82� 0.10
1a 0.36� 0.01 1.61� 0.09
1a 0.68� 0.04 3.55� 0.15
1b 0.22� 0.01 0.20� 0.03
1b 0.34� 0.02 0.30� 0.04
1b 0.32� 0.01 0.35� 0.06
1b 0.64� 0.03 1.03� 0.11
1c 0.99� 0.03 1.45� 0.18
1c 1.52� 0.01 3.93� 0.22
1c 1.30� 0.03 5.16� 0.67
1c 2.90� 0.16 37.8� 1.0
2a 1.26� 0.15 20.6� 1.4
2a 2.46� 0.10 155� 10
2a 4.67� 0.21 536� 17
2c 1.21� 0.21 9.31� 1.30
2c 2.11� 0.11 53.4� 5.2
2c 4.30� 0.32 235� 17
3 1.70� 0.18 25.0� 1.9
3 3.08� 0.16 231� 20
3 6.00� 0.37 866� 36
4 0.066� 0.027
4 0.14� 0.07
5 1.35� 0.17 10.4� 1.5
5 1.85� 0.27 18.0� 1.1
5 4.45� 0.41 287� 22
6 1.26� 0.66 5.71� 13.3
6 1.46� 0.19 46.1� 18.2
6 3.22� 1.44 159� 222
9 1.08� 2.11 0.60� 5.16
9 1.20� 1.72 2.25� 12.4
10 0.25� 0.01 1.26� 0.03
10 0.46� 0.01 2.16� 0.04
11 0.17� 0.01 0.31� 0.01
11 0.32� 0.01 0.53� 0.01
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Equation (1) was solved numerically:


½alcohol� ¼ ½monomer� þ 2K2½monomer�2


þ nKn½monomer�n (1)


where n¼ 3 or 4, and K2 and Kn are the association
constants for formation of dimer and n-mer, respectively.
The OH shift was then calculated from Eqn (2) or (3):


½alcohol�dcalc ¼ ½monomer�dM þ 2K2dP½monomer�2
þ nKndP½monomer�n (2)


or:


½alcohol�dcalc ¼ ½monomer�dM þ K2ðdM þ dPÞ½monomer�2
þ nKndP½monomer�n


(3)


when the dimer is open (SupplementaryMaterial Table S4).
For the pyridylalkanols the calculated shifts are in all


but one case (2c in the cyclic dimer-trimer model) lower
than observed, by an average for all models and
compounds of 0.09 ppm. In all cases the calculated shift
is within 0.2 ppm of that observed, the greatest deviations
concerning the cyclic dimer-tetramer model. The ques-
tion arises as to whether results based on relatively low
concentrations of alcohols in benzene are compatiblewith
those where the ‘‘solvent’’ represents only 5% of the
solution. In previous work it was found that alcohol
hetero-association behaved consistently from low con-
centrations of pyridine in benzene right up to neat
pyridine.37 In the present case it is reassuring to find that
there is good agreement between the calculated and
observed shifts, but this can hardly be used as a test to
determine which of the models is the most appropriate. At
the high concentrations of these experiments it is possible
that higher n-mers are present, or that the trimer and
tetramer shifts are greater than that of dimer.


(d) Temperature coefficients of OH NMR shifts. The
signal of an OH or NH proton usually goes upfield when


the temperature is raised, the variation being approxi-
mately linear with temperature and depending on the
solvent and the nature of the group.45 Hydrogen-bonded
protons are associated with higher negative values of the
temperature coefficient, in the ppb K�1 range, than those
which are not hydrogen-bonded.


Our data on the association of 2a, 3, and 5
(Supplementary Material Tables S5 and S6) confirm that
dM varies little with temperature.37 The temperature
coefficients for dP, on the other hand, are model- and
alcohol-dependent, ranging from 22.5 (5, open dimer-
trimer) to �19 (3, open dimer-tetramer) ppb K�1. The
latter figure is of the same order of magnitude as values
for the hetero-association of pyridine with hindered
alcohols.37 For low-molecular-weight alcohols in cyclo-
hexane, values based on a 1-2-n association model range
from �4 to �8 ppb K�1.23 Large positive values are,
therefore, anomalous. However, since the data for alcohol
5 are more scattered than for 2a and 3 (R-factors >1%),
the results are less reliable. It may simply be that the open
dimer-trimer model is incorrect, although the R-factors
are as good as for cyclic dimer-trimer and open dimer-
tetramer.


(e) Thermodynamic parameters and molecular me-
chanics calculations. In the three cases where we have
determined the dimer and n-mer association constants at a
range of temperatures (Supplementary Material Table
S5), the van’t Hoff plots show a significant difference in
the reaction enthalpies and entropies (Table 2). Dimers,
whether they be open or cyclic, are associated with small
values of reaction enthalpies, ranging from �2 to
�5 kcalmol�1 (1 cal¼ 4.184 J). Trimers and tetramers
have much greater DH8, from �10 to �15 kcalmol�1,
tetramers being associated with slightly higher values
than trimers. The dimerization enthalpies are less than
would be expected for even one O—H � � �N hydrogen
bond, which suggests that hydrogen bonding is partially
offset by the increase in steric energy caused by bringing
the two systems together. Dimer reaction entropies


Table 2. Reaction enthalpies (kcalmol�1) and entropies (calmol�1 K�1) for selected pyridylalkanols in benzene, calculated
according to various dimer, trimer, and/or tetramer models


Cpd. Model


Open dimer Cyclic dimer Cyclic trimer Cyclic tetramer


DH8 DS8 DH8 DS8 DH8 DS8 DH8 DS8


2a Cyclic dimer-trimer �3.8� 1.6 �12.1� 5.2 �10.4� 0.8 �28.9� 2.5
2a Cyclic dimer-tetramer �4.8� 0.8 �14.1� 2.5 �13.8� 0.9 �36.4� 3.0
2a Open dimer-tetramer �4.6� 1.0 �12.2� 3.2 �14.3� 1.2 �35.4� 3.7
3 Cyclic dimer-trimer �2.5� 0.4 �7.3� 1.4 �10.3� 0.9 �27.9� 2.7
3 Cyclic dimer-tetramer �3.7� 0.2 �10.3� 0.8 �13.1� 0.8 �33.0� 2.7
3 Open dimer-tetramer �3.4� 0.3 �7.9� 1.0 �12.4� 0.2 �28.1� 0.7
5 Cyclic dimer-trimer �3.1� 0.2 �10.0� 0.5 �14.6� 0.5 �44.2� 1.6
5 Open dimer-trimer �2.2� 0.2 �6.2� 0.7 �12.8� 0.4 �37.3� 1.1
5 Open dimer-tetramer �4.2� 0.1 �11.1� 0.4 �15.4� 0.1 �40.6� 0.4
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average about �10 calmol�1 K�1 as against �35 cal
mol�1K�1 for the higher polymers. These differences,
though perfectly reasonable, do not allow us to
discriminate between the various models. Neither do
our results provide any information about the coopera-
tivity effect.


Molecular mechanics calculations (MMFF94 in Sybyl
7.0 from Tripos, St. Louis, MO)46 were run on all the
monomers and on some of the possible polymers, from
open dimers to cyclic tetramers (Table 3, further details in
Supplementary Material Table S7). In almost all cases
there is a reduction in steric energy on going from n
monomer molecules to one n-mer species (DSE). The
calculations find open dimers to be several kcalmol�1


more strained than the cyclic equivalents. Schematic
representations of the dimer, trimer and tetramer of
alcohol 2a are shown above.


For alcohols 2a, 3, 5 and 6, dimers, trimers, and
tetramers should be formed with increasing ease: the
larger the ring, the greater the strain relief. Values for 1a
follow the same order but are much smaller. If these
values were correct, and if there were no compensatory
reaction entropy changes,47 only tetramers would be
found in solutions of these alcohols. In fact, in the cases


where DH8 has been measured (2a, 3 and 5), DSE values
for formation of the open dimer, cyclic dimer, trimer, and
tetramer exceed the corresponding reaction enthalpies,
DH8, by an average of 4.4, 9.0, 11.7, and 21.3 kcalmol�1,
respectively. If these figures are divided by the number of
hydrogen bonds in the various species, we find excess
energies of 4.4, 4.5, 3.9, and 5.3 kcalmol�1, respectively,
which indicates that MM overestimates the strength of
one hydrogen bond by about 4.5 kcalmol�1. This means
that the cyclic dimers for compounds 1–6 are no less
strained than the open dimers. Of the force fields available
in Sybyl, the only other one which accepts these
molecules is Tripos, and this gives even higher values
of DSE.


3-(X-Pyridyl)-2,2,4,4-tetramethylpentan-3-ols


The three previously unreported 3-(X-pyridyl)-2,2,4,4-
tetramethylpentan-3-ols, 7–9, were synthesized by reac-
tion of the appropriate X-pyridyl-lithium with 2,2,4,4-
tetramethylpentan-3-one in diethyl ether at �758C, and
were purified by column chromatography.


Table 3. Molecular mechanics calculations on selected pyridylalkanols and benzyl alcohols (MMFF94, steric energy differences
in kcalmol�1)


Cpd. DSE open d. DSE cyc. d. DSE tri. DSE tetra. N � � �O/Å (a) N � � �H–O/8 (a)
1a �1.06 3.79 9.79 16.19 2.646 123.9
1b 2.63 6.79 16.03 2.799 138.3
1c 1.54 2.810 158.8
2a 8.08 13.51 24.44 34.90
2c 4.62 7.06
3 7.33 11.50 22.83 35.29
4 �1.09 2.10 3.42 2.605 125.4
5 8.33 11.35 25.02 35.92
6 8.20 12.58 22.68 36.98
7-syn 2.518 128.5
8-anti 8.66
8-syn 8.29 4.04
9 8.24 7.01 20.65
10 18.58 32.46
11 10.15 22.59 37.37


(a) Dimensions for 2-pyridyl-substituted alcohols.


Copyright # 2006 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2006; 19: 295–307


300 J. S. LOMAS, A. ADENIER AND C. CORDIER







(i) Rotation barriers
It has been known since the early 1970s that a —C(t-
Bu)2OH group attached to a benzene ring rotates slowly
on the NMR time-scale with a barrier of about
20 kcalmol�1.48,49 Barriers to rotation of the same rotor
attached to hetero-aromatic groups vary from about 14 to
22 kcalmol�1.50 Replacing the tert-butyl groups by the
more rigid 1-adamantyl substituent raises the rotation
barrier by 5–10 kcalmol�1, depending on the group to
which the rotor is attached.51 This makes it possible to
isolate both members of a rotamer pair on the bench,52


whereas the tert-butyl derivatives can only be distin-
guished in solution, most conveniently by NMR
spectroscopy.


(a) 3-(2-Pyridyl)-2,2,4,4-tetramethylpentan-3-ol, 7. In
chloroform or benzene, alcohol 7 occurs very predomi-
nantly (ca. 95%, estimated from the magnitude of a
second peak in the tert-butyl region and, in benzene, of
peaks in the aromatic region) as the intramolecularly
hydrogen-bonded syn isomer. Molecular mechanics
calculations give steric energies of 89.5 and
85.8 kcalmol�1 for the anti and syn rotamers, respect-
ively (Table S7), the difference of 3.7 kcalmol�1 being
rather greater than the free energy difference of about
1.8 kcalmol�1 at 298K. In pyridine and DMSO the anti/
syn ratio rises to 0.24 and 0.57, respectively. This
corresponds to the familiar situation where the equi-
librium between two rotamers, onewith an intramolecular
hydrogen bond and the other without, is strongly affected
by the hydrogen bond basicity of the solvent.53 The slope
of a plot of log(K) for a set of seven solvents against the
corresponding hydrogen bond basicity parameters54 is
1.49� 0.09, which is similar to values found in other
systems.53


Mean rotation barriers measured in DMSO at 348–
378K are 20.2 and 19.7 kcalmol�1 for syn! anti and
anti! syn, respectively, the temperature dependence
being very low for both reactions, that is, the activation
entropies are close to zero. Small, mainly negative,
activation entropies have been reported for other rotations
of this type.53,55


(b) 3-(3-Pyridyl)-2,2,4,4-tetramethylpentan-3-ol, 8. The
1H NMR spectrum of 8 in benzene was resolved, that is,
the various signals were associated with the H2, H4, H5,
and H6 protons in the major and minor isomers, by gNMR
simulation of the two sets of peaks, the 13C NMR peaks


attributed by XHCORR and the rotamers identified by
2D-NOESY experiments (Supplementary Material Fig.
S3). The anti and syn rotamers are characterized by the
presence of strong cross-peaks for correlations between
the tert-butyl groups and H2 and H4, respectively.
Nevertheless, the tert-butyl groups are so voluminous that
there are clear correlations, albeit weaker, with H4 and
H2, respectively. Very weak correlations between the anti
and syn OH groups and H4 and H2, respectively, are also
observed.


Alcohol 8 occurs as a mixture of anti and syn forms in a
ratio of 1.41:1 in benzene at 298K. Molecular mechanics
calculations give steric energies of 77.0 and 77.4 kcalmol�1


for the anti and syn rotamers, respectively (Table S7), the
difference of 0.4 kcalmol�1 being in good agreement with
the free energy difference of 0.2 kcalmol�1. Values for
chloroform, pyridine, and DMSO are (based on the
assumption that relative peak positions are not solvent-
dependent; NOE experiments were not performed in
these solvents) slightly lower, at 0.15, 0.00, and
�0.05 kcalmol�1, respectively, the anti isomer being
slightly less favored as solvent basicity increases.


Mean rotation barriers measured in DMSO at 343–
388K are 20.6 kcalmol�1 for both the syn! anti and
anti! syn rotations, the temperature dependence being
very low for both reactions, that is, the activation
entropies are again close to zero.


(c) 3-(4-Pyridyl)-2,2,4,4-tetramethylpentan-3-ol, 9.
Since there is no dissymmetric element this derivative
exists as a single species, that is, there are no rotamers.
The NMR spectra clearly distinguish four CH groups in
the pyridine ring, and the mean rotation barrier in DMSO
at 363–408K is 20.7 kcalmol�1 and in nitrobenzene at
368–393K is 20.9 kcalmol�1.


The rotation barriers found here for the X-pyridyl
derivatives are similar to that reported by Baas et al.49 for
the corresponding 3,4,5-trimethoxybenzene derivative in
DMSO at a coalescence temperature of 421K
(21.4 kcalmol�1), which agrees with that calculated
from the data of Gall et al.48 Values for the 2-, 3- and 4-
pyridyl derivatives at 421K would be 19.5/20.2, 20.7, and
20.8 kcalmol�1, respectively.


(ii) Association studies
IR spectra of near-saturated solutions of 8 and 9 in carbon
tetrachloride show broad bands for the OH stretching


Copyright # 2006 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2006; 19: 295–307


PROTON NMR AND IR STUDY OF SELF-ASSOCIATION IN PYRIDYLALKANOLS 301







modes around 3370 cm�1, consistent with self-associ-
ation. Alcohol 7 already absorbs in this region (3330
cm�1) even at low concentration, due to intramolecular
hydrogen bonding; no further absorption is detected at
high concentration.


The self-association of alcohols 7–9 was further
investigated by determining the concentration dependence
of the NMR shift of the OH protons in benzene (Table 4). In
the case of the 2-pyridyl derivative, 7, the chemical shift of
neither the syn nor the antiOHproton changes significantly.
The syn OH proton is hydrogen-bonded intramolecularly,
as shown by its high NMR shift and the low OH stretching
wavenumber. The fact that the anti rotamer is at very low
concentration argues against self-association.


In view of the results for the less hindered pyridylalk-
anols, the data for 9 (Table 4) were tentatively interpreted
on the assumption that an open dimer and a larger cyclic
polymer are formed. The choice of an open dimer was
motivated by MM calculations, which indicate greater
DSE than for a cyclic dimer. Again a value of dP
(¼7.5 ppm) was assumed. With these assumptions either
a tetramer or, even better, a trimer completes the model
adequately, but with very large uncertainties on the values
of the association constants (Table 1). Both the K values
for dimers of 9 (1.20 and 1.08M�1, respectively) appear
to be higher than what was found for 2,2,4,4-tetra-
methylpentan-3-ol in carbon tetrachloride (0.15M�1), a
solvent in which self-association constants are at least 5
times higher than in benzene.37


In the 3-pyridyl derivative, 8, both OH protons move
downfield as the concentration increases, that for 8-anti
less than that for 8-syn, while the anti/syn ratio is
unchanged. If for the sake of simplicity we consider only
open dimers, then we have potentially two homo-dimers
(anti-anti and syn-syn), and two hetero-dimers (anti-syn
and syn-anti). Systems where homo-association is
accompanied by hetero-association can be handled if


the homo-association constants can be determined
separately,56 but this is not possible for alcohol 8, which
could, moreover, form homo- and hetero-polymers as
well. Nevertheless, qualitative comparison of the con-
centration dependence of the OH NMR shifts for 8-anti
and 8-syn with that for 9 (Table 4) suggests a similar
degree of association at the same overall concentration.


In conclusion, the concentration dependence of the OH
proton NMR shift indicates that the highly sterically
hindered alcohols 8 and 9 associate at least as dimers.
However, the situation is too complex to analyze in 8, and
the low solubility of 9 means that only very tentative
values of the association constants can be given.


Calculations on the 2-pyridyl derivatives show clearly
the steric effect of replacing hydrogen by methyl and by
tert-butyl in the series 1a, 4, and 7. As the substituent
becomes more space-demanding the OH oxygen is forced
closer to the nitrogen, and the N � � �H—O angle opens
slightly (Table 3). This is mirrored by a progressive
increase in the OH proton shift and a decrease in the
degree of self-association. For the series comprising 1a–c,
where the chain-length increases, there is a rough
correlation between the N � � �O distance and the
N � � �H—O angle, but none with the shift of the OH
proton, dM.


Despite the fact that we have not been able to analyze
fully the data for 8 and 9, it is instructive to compare series
of molecules with decreasing substituent size: 2-
substituted: 7, 4, 1a; 3-substituted: 8, 5, 2a. In alcohol
7 neither the syn nor the anti rotamer shows any tendency
to associate, whereas 4, though largely syn, associates
slightly. The weaker intramolecular bond in 1a allows
both a dimer and a trimer or tetramer. The raw data for the
two rotamers of alcohol 8 suggest a much greater degree
of association than for 7, somewhat less than that of 5,
which in turn differs from 2a essentially in the magnitude
of the trimer or tetramer association constant. It is difficult
to be affirmative about the 4-substituted series: 9, 6, 3,
since association constants for alcohols 6 and 9 are so ill-
defined. Alcohol 9, with two tert-butyl substituents,
appears to have a dimerization constant about a third of
that of 6 and a fifth of that of 3, where both bulky
substituents have been replaced by hydrogens. Nothing
can be said about the association constants for higher n-
mers, except that they appear to fall rapidly with
increasing substituent size.


Benzyl alcohol and 2-phenylpropan-2-ol


Benzyl alcohol, 10, has been the subject of several
investigations,25,29,57–59 mainly by IR spectroscopy,
various authors reaching quite different conclusions.
According to early work25 there are dimeric and high-
order complexes in carbon tetrachloride, but another
author reports that tetramers are the major species,58


while multivariate resolution methods indicate open-


Table 4. Concentration dependence of OH NMR shifts
(ppm) for 3-pyridyl-2,2,4,4-tetramethylpentan-3-ols, 7–9,
in benzene at 298K


Cpd. [M] dobs Cpd. [M] dobs


7-anti 0.0019 1.688 7-syn 0.0355 6.929
0.0111 1.715 0.2101 6.918


8-anti 0.0013 1.466 8-syn 0.0009 1.487
0.0064 1.508 0.0045 1.543
0.0318 1.704 0.0226 1.789
0.0596 1.895 0.0423 2.020
0.1192 2.233 0.0845 2.390


9 0.0053 1.477
0.0159 1.537
0.0524 1.739
0.0987 1.963
0.2094 2.353
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chain aggregates and cyclic aggregates involving 4 and 7
monomers, respectively,59 though the monomer is the
major component throughout the range studied
(<0.2mol kg�1). According to heat capacity measure-
ments in n-heptane, tetramers are the predominant species
for 1-alkanols,29 whereas for other alcohols (including 10
and 2-phenylpropan-2-ol, 11) as the steric hindrance
increases, the tetramer population is severely reduced.


Attempts to model cyclic dimers by molecular
mechanics calculations failed, any preliminary closed
structure opening automatically, whereas symmetrical
cyclic trimer and tetramer species are well defined. For all
three species, there is a considerable reduction in steric
energy as compared to that of two, three or four
monomers, respectively (Table 3). Schematic representa-
tions of the open dimer, closed dimer, cyclic trimer and
cyclic tetramer of alcohol 10 are shown below.


The NMR data on 10 and 11 in benzene at 298K at
concentrations up to 1.5M are well satisfied by a dimer-
tetramer model, regardless of whether the dimer is
assumed to be open or cyclic (Table 1). Note, however,
that the agreement between the OH shift observed for neat
benzyl alcohol and that calculated according to the cyclic
dimer-tetramer model is the worst of all (Supplementary
Material Table S4). For 10, tetramers predominate except
below about 0.55 M, where the open dimer and tetramer
levels are very similar. For 11, which is more crowded than
10 in the vicinity of the OH group, the dimer constant is
very similar and the tetramer constant about one quarter
that of 10. The association complex is predominantly
tetramer above a concentration of about 0.9 M. The MM
calculations suggest that 11 should bemore associated than


10 (Table 3), in contradiction withwhat is observed. Again,
these calculations overestimate the H-bond strength.


The analysis of the NMR titration curves for 1–3 and 5
in terms of a monomer-dimer-higher n-mer model gives
no structural information about the associated species.
Our mathematical model only requires that, except when
the dimer is open, there be as many equivalent hydrogen
bonds as there are monomers in the n-mer, but does not
specify which atoms are involved in these bonds. It is
important to note, however, that the degree of association
of 10 and 11 is very much smaller than that of the 3- and
4-pyridyl analogs, 2a, 3, 5, and 6. This indicates that the
pyridine nitrogen atom is directly implicated in the
association of these latter, and of all the other
pyridylalkanols investigated. While the pyridine nitrogen
has an electron-withdrawing effect which makes the OH
hydrogen more acidic, that is, a better donor, it must at the
same time make the oxygen atom a weaker acceptor. The
overall substituent effect of a pyridine nitrogen on
association should therefore be small. The conclusion that
we are dealing with O—H � � �N bonding is corroborated
by the much lower wavenumbers for IR stretching
associated with this as compared to O—H � � �O bonding,
which is characterized by values of the order of
3500 cm�1.12,14,15,30,31,32b,33,36,58–60


CONCLUSION


NMR titration curves for pyridylalkanols in benzene are in
most cases somewhat equivocal about the exact character
of the self-association. The data can be interpreted in terms
of models based on open or cyclic dimers coexisting
with cyclic trimers or tetramers. The relative magnitudes
of the association constants depend on the length and
the position, with respect to the pyridyl nitrogen, of the
alkanol chain. In particular, for (2-pyridyl)alkanols
the extent of association is inversely proportional to the
strength of the intramolecular hydrogen bond, as judged by
the OH NMR shift in the alcohol monomer. Molecular
mechanics calculations with the MMFF94 force field
appear to exaggerate the enthalpic advantage of associ-
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ations in pyridylalkanols by 4–5kcalmol�1 per hydrogen
bond. Sterically hindered pyridylalkanols clearly self-
associate but the mode and extent of association cannot be
determined by NMR studies, particularly when associ-
ations between different rotamers are possible.


The literature on alcohol self-association reports
studies by a multitude of techniques on a wide variety
of alcohols in a considerable number of solvents at
concentrations ranging from dilute to neat. It should be
noted, moreover, that there are two schools of thought
concerning the modelling of hydrogen bonding: chemical
theory, which we have used here, where hydrogen bond
formation is treated as a chemical reaction, and physical
theory, in which hydrogen bonds are considered as strong
physical interactions.23 The latter approach tends to gloss
over the differences between open and cyclic polymers
and also between polymers of different sizes. The ‘‘best’’
model approach selects a few equilibria from a multitude
of possible exchange processes between species, while
the NMR data are the weighted averages of all the
exchange processes. Each model treats only a part of a
complex system of equilibria in solution, in such a way
that the NMR data are compatible with several
descriptions: all may therefore be valid. Other exper-
imental approaches and high-level quantum mechanical
calculations would no doubt help to overcome the
intrinsic ambiguity of the NMR study.


EXPERIMENTAL


General methods


1H NMR 1D spectra were recorded in deuteriated
benzene at 298K on a Bruker AC 200 spectrometer
with a spectral resolution of 0.001 ppm/pt, 13C NMR
spectra in deuteriochloroform at 298K. Shifts (in ppm)
are referenced to TMS at 0.000 ppm (1H) or to solvent
peak at 77.0 ppm (13C). Aromatic proton signals of the
various alkanols at convenient concentrations were
assigned by spectrum simulation using the gNMR
program (version 4.1 from Adept Scientific, Letchworth,
UK); coupling constants (J in Hz) are not signed. IR
transmission spectra were recorded in carbon tetrachlor-
ide at 298K on a Nicolet Magna 860 FTIR spectrometer
with 4 cm�1 resolution. Generally experiments were
performed at a range of concentrations. The association
bands are broad and concentration-dependent, both in
intensity and in wavenumber, this latter tending to fall as
the concentration increases. Values given are rounded to
the nearest 5 or 10 cm�1. In some cases, spectra were
decomposed by curve-fitting with Voigt functions for the
individual association bands, using the Origin program
(Microcal Software, Inc., now OriginLab Corporation,
MA), but we have not attempted to be exhaustive in
decomposing these or the free OH bands. These latter
are sharp, Lorentzian and constant, but generally consist


of two peaks separated by 5–20 cm�1. Further details
on the IR spectra are given in Supplementary Material
Table S1.


Materials


Compounds 1–3, 10, and 11 were commercial materials
(>99%) used as received. 2-(X-Pyridyl)propan-2-ols, 4–
6, were synthesized by the reaction of the appropriate
acetylpyridine with methyl-lithium in ether at room
temperature.42 NMR and IR spectra of these compounds
are listed in the Supplementary Material section of this
paper.


3-(2-Pyridyl)-2,2,4,4-tetramethylpentan-3-ol,
7. To 2-bromopyridine in diethyl ether at �758C was
added an equivalent of n-butyl-lithium in hexane. After
stirring for 30 min, a 10% excess of 2,2,4,4-tetramethyl-
pentan-3-one was added and the mixture allowed to warm
slowly to room temperature. Conventional work-up,
followed by column chromatography on alumina in light
petroleum (b. range 35–608C)/diethyl ether mixtures gave
the alcohol (mp 438C; 15% yield), eluted in 1–2% diethyl
ether. 7-syn: IR (CCl4)/cm


�1: 3330; dH (benzene,
0.0355M) 1.159 (s, 2 t-Bu), 6.542 (H5, J 1.0, 4.9,
7.4), 6.929 (s, OH), 6.956 (H4, J 1.8, 7.4, 8.2), 7.285 (H3,
J 1.0, 1.1, 8.2), and 8.131 (H6, J 1.1, 1.8, 4.9); dC
(chloroform) 29.4 (t-Bu), 41.4 (Cq), 81.8 (COH), 121.7
(C5), 123.2 (C3), 134.9 (C4), 145.8 (C6), and 162.3 (C2).
7-anti: IR (CCl4)/cm


�1: 3643; dH (benzene, 0.0019M)
1.18 (s, 2 t-Bu), 1.69 (s, OH), 6.62 (H5), 7.17 (H4), 7.70
(H3), and 8.40 (H6). (Found: C, 75.8; H, 10.1; N,
6.0. C14H23NO requires C, 75.97; H, 10.47; N,
6.33%).


3-(3-Pyridyl)-2,2,4,4-tetramethylpentan-3-ol,
8. Synthesized by reaction of 3-pyridyl-lithium with
2,2,4,4-tetramethylpentan-3-one as for 7. The alcohol
(mp 1088C; 29% yield) was eluted in 100% diethyl ether.
The 1H NMR spectrum was resolved by gNMR
simulation of the two sets of peaks, the 13C NMR peaks
attributed by XHCORR and the rotamers identified by
NOESY. 8: IR (CCl4)/cm


�1: 3642, 3618, 3370. 8-syn:dH
(benzene, 0.0227M) 0.911 (s, 2 t-Bu), 1.789 (s, OH),
6.688 (H5, J 0.8, 4.6, 8.2), 7.490 (H4, J 1.6, 2.5, 8.2),
8.547 (H6, J 0.4, 1.6, 4.6) and 9.322 (H2, J 0.4, 0.8, 2.5);
dC (chloroform) 29.4 (t-Bu), 41.7 (Cq), 82.5 (COH), 120.6
(C5), 135.1 (C4), 140.3 (C3), 147.3 (C6) and 150.2 (C2).
8-anti:dH (benzene, 0.0317M) 0.920 (s, 2 t-Bu), 1.704 (s,
OH), 6.893 (H5, J 0.9, 4.7, 8.1), 7.943 (H4, J 1.7, 2.4,
8.1), 8.490 (H6, J 0.4, 1.7, 4.7) and 9.061 (H2, J 0.4, 0.9,
2.4); dC (chloroform) 29.4 (t-Bu), 41.6 (Cq), 82.2 (COH),
122.8 (C5), 135.4 (C4), 141.4 (C3), 146.6 (C6), and 149.6
(C2). (Found: C, 76.2; H, 10.6; N, 6.1. C14H23NO requires
C, 75.97; H, 10.47; N, 6.33%).
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3-(4-Pyridyl)-2,2,4,4-tetramethylpentan-3-ol,
9. Synthesized by reaction of 4-pyridyl-lithium with
2,2,4,4-tetramethylpentan-3-one as for 7. The alcohol
(mp 1528C; 30% yield) was eluted in 100% diethyl ether.
IR (CCl4)/cm


�1: 3643, 3625, 3380; dH (benzene, 0.0524
M) 0.904 (s, 2 t-Bu), 1.739 (s, OH), 7.099 (H5, J 0.8, 2.2,
5.5), 7.506 (H3, J 0.7, 2.2, 5.3), 8.477 (H6, J 0.7, 5.5), and
8.668 (H2, J 0.8, 5.3); dC (chloroform) 29.3 (t-Bu), 41.2
(Cq), 82.5 (COH), 123.0 (C3), 123.2 (C5), 146.9 (C6),
149.4 (C2), and 154.7 (C4). (Found: C, 75.8; H, 10.6; N,
6.4. C14H23NO requires C, 75.97; H, 10.47; N, 6.33%).


1H NOESY Experiment on 3-(3-pyridyl)-2,2,4,4-
tetramethylpentan-3-ol, 8


For 1H-1H dipolar contact analysis, a NOESY spectrum
was recorded in deuteriated benzene (degassed by several
pump-freeze-thaw cycles and sealed under vacuum) on a
Bruker DRX-500 spectrometer equipped with a Silicon
Graphics workstation (Supplementary Material Fig. S3).
A 5mm broad-band probe with a shielded z-gradient was
used. The temperature was monitored with a BCU 05
temperature unit and fixed at 300K. Data were processed
on a Silicon Graphics workstation with the help of GIFA
(version 4.3).61 The 2D-NOESYexperiment was acquired
in the TPPI mode. It was recorded with 2K points in t2
over 6 kHz and 620 points in t1. A 2.0 s relaxation delay
and a mixing time of 600 ms were used for the 16 scans of
each FID. Zero-filling was added in F1. Squared-sine
window functions were applied in both dimensions before
Fourier transformation. Baselines were corrected using a
polynomial function.


anti/syn Ratios for 3-(X-pyridyl)-2,2,4,4-
tetramethylpentan-3-ols, 7 and 8


Small samples (ca. 10mg) of alcohols 7 and 8 were
dissolved in various solvents (0.5ml) at 298K and the
anti/syn ratio (�0.01) determined by integration of the 1H
NMR spectra. Results were as follows. 7: benzene, 0.06;
chloroform, 0.04; methanol, 0.13; acetone, 0.13; pyridine,
0.24; DMSO, 0.57. 8: benzene, 1.41; chloroform, 1.30;
pyridine, 1.00; DMSO, 0.93.


Rotation kinetics on 3-(X-pyridyl)-2,2,4,4-
tetramethylpentan-3-ols, 7-9


Dynamic 1H NMR spectroscopy on solutions of alcohols
7-9 in DMSO and of 9 in nitrobenzene was used. Rate
constants were determined by means of the gNMR
program. Activation enthalpies (kcalmol�1) and entro-
pies (calmol�1 K�1) determined from Eyring plots are as
follows (compound, rotation direction, DH 6¼, DS6¼): 7,
anti! syn, 20.2� 0.1, 1.6� 0.3 (mean value


19.7 kcalmol�1); 7, syn! anti, 20.0� 0.2, �0.5� 0.4
(mean value 20.2 kcalmol�1) (T¼ 348–378K); 8,
anti! syn, 20.0� 0.2, �1.6� 0.6 (mean value
20.6 kcalmol�1); 8, syn! anti, 20.2� 0.2, �1.3� 0.6
(mean value 20.6 kcalmol�1) (T¼ 343–388K); 9,
�, 19.2� 0.2, �3.8� 0.4 (mean value 20.7 kcalmol�1)
(T¼ 363-408K); 9, nitrobenzene, �, 22.2� 0.6, 3.5�
1.4 (mean value 20.9 kcalmol�1) (T¼ 368–393K).


NMR titrations


Solutions of liquids were made up by injecting successive
amounts of the alcohol into deuteriated benzene (0.5ml)
in an NMR tube. In calculating concentrations, volumes
were taken as additive and the cubical expansion of the
solution with temperature was assumed to be the same as
that of the solvent. To a weighed amount of solid in an
NMR tube was added solvent (0.5ml); the volume was
corrected by assuming a density of 1 gml�1 for the solid
and additivity of volumes. 1HNMR spectra were recorded
at 298K and in some cases at 298–328K (Table S5).
Reaction enthalpies (kcalmol�1) and entropies
(calmol�1 K�1) were determined from van’t Hoff plots
(Table 2). Alcohols 1–3 were studied from about 0.01 to
2M, 5 to 1.2M. Highest concentrations of certain
alcohols were severely limited by solubility: 4 to
0.3M; 6 to 0.08M; 7–9 to about 0.2M.


Calculation of association constants


The general-purpose computer program, WinEQNMR,44


optimizes association constants and the chemical shifts of
the monomer, dM, and of the various associated species,
dP. In practice we found that no more than three species
could be handled (two association constants) and that it
was advisable to make the simplifying assumption that all
the hydrogen-bonded OH protons have the same chemical
shift. Trimers and tetramers were assumed to be cyclic
and to have three and four identical hydrogen-bonded OH
protons, respectively. In the case of an open dimer we
assumed that the shift of the free OH proton is the same as
that of the monomer and that the hydrogen-bonded OH
proton has the same shift as in a cyclic trimer or tetramer.
The pertinence of the various models tested for each data
set was judged according to the R-factor (defined in
Supplementary Material Table S3), which was below 1%
for the results quoted, except for alcohol 5.


Molecular mechanics calculations


Molecular mechanics calculations were performed using
the MMFF94 force field46 with the MMFF94 charge
model in the Sybyl 7.0 package. Steric energies
(kcalmol�1) for the most stable conformations of free
alcohols and, where possible, the corresponding polymers
are given in Table S7.
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ABSTRACT: The relationship between DSC profiles and changes of 13C and 31P the spin–lattice relaxation time of
the host and 1H T1 of guest in inclusion complexes of bis[6-O,6-O0-(1,2:3,4-diisopropylidene-�-D-galactopyrano-
syl)thiophosphoryl] disulfide (DGTD) with n-propanol is discussed in term of guest migration in the crystal lattice.
1H–13C FSLG HETCOR experiment recorded with different contact times was employed to establish the guest
localization in the crystal lattice for different modifications of the inclusion complex. The migration pathway of the
guest was verified by means of theoretical DFT calculations. Copyright # 2005 John Wiley & Sons, Ltd.
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INTRODUCTION


Inclusion complexes (ICs) are attractive models for
searching for the mechanism of molecular recognition
and for the investigation of the nature of intermolecular
contacts.1 The recognition phenomena in chemistry and
biology involve such interactions as electrostatic, van der
Waals, hydrophobic, hydrogen bonding, charge transfer,
�–� stacking interactions and steric effects.2,3 A wide
variety of experimental methods have been employed to
investigate subtle structural effects in ICs at both the
macroscopic and molecular levels. A complementary
approach which provides the bridge between these two
levels is of particular interest.


There are number of organic host molecules which are
commonly used to search for host–guest interactions.
Natural cyclodextrins consisting of at least 6–8 glucopyr-
anoside rings belong to the class of the most important
host molecules owing their ability to incorporate selec-
tively many organic and inorganic molecules, ions and
even radicals.4 Another group of significant host mole-
cules is represented by cyclophosphazene derivatives
with a phosphorus atom in the central part of host.5 The
attraction of phosphazenes is due to their wide range of


applications in fields such as medicine, flame retardancy
and microlithography.


In this paper, we present results for inclusion
complexes formed by bis[6-O,6-O0-(1,2:3,4-diisopropy-
lidene-�-D-galactopyranosyl)thiophosphoryl] disulfide
(DGTD) (1, Chart 1) host molecule, for which the
building units consist of sugar residues and phosphorus
atoms. Employing DFT, DSC and solid-state NMR stu-
dies, we demonstrated that a consistent insight into self-
organization of ICs can be gained with a multi-technique
approach. In this work, we used a DGTD�n-propanol
assembly as a model complex with established x-ray
structure for one of the modifications.6


RESULTS


DSC and TGA studies


Differential scanning calorimetry (DSC) is frequently a
preferred analytical technique because of its ability to
provide detailed macroscopic information about both the
physical and energetic properties of substances.7 Figure 1
shows the DSC curves for samples crystallized from
n-propanol under slightly different conditions (see
Experimental for details). For modification 1a
[Fig. 1(a)], one exothermic and two endothermic peaks
are seen, whereas 1b shows a slightly different DSC
profile, where the exothermic peak is not so sharp and
intense [Fig. 1(b)]. For 1c, a rather broad exothermic
profile is observed. The sharp peak at 109.53 �C
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corresponds to solvent release from the lattice. The
endothermic peak at 156.05 �C represents melting tem-
perature of samples. The fourth modification (1d) repre-
sents a homomolecular system that has not included a
solvent molecule in the crystal lattice during the crystal-
lization process. For 1d, only an endothermic peak
(melting-point) is seen. Thermogravimetric analysis of
1a–c confirms the presence of n-propanol in the lattice
(see Supplementary material, available in Wiley Inter-
science).


Their yields are very similar (�8%) and correspond to
theoretical values calculated from x-ray data. The most
interesting results were noted on repeating DSC measure-
ments for samples kept at room temperature for 2 months.
Figure 1(e) shows the DSC profile of 1b and c with a clear
exothermic peak. This curve is very similar to that
observed for 1a. The DSC of 1a and d after 2 months
does not show changes.


The challenge is to rationalize this observation on the
molecular level. The method of choice, which allows the
investigation of all material, not just an arbitrary selected


part of a sample (e.g. x-ray of a single crystal), is high-
resolution solid-state NMR of powders.8


13C and 31P CP/MAS NMR of host molecule


Figure 2 presents 31P cross-polarization magic angle
spinning (CP/MAS) spectra of complexes with n-propa-
nol (1a–c) and host matrix 1d without solvent. The
difference between the spectra for samples with and
without solvent is apparent. In contrast, the 31P CP/
MAS spectra of 1–c are similar. The principal compo-
nents �ii of the 31P CST calculated from the spinning
sideband intensities using the SIMPSON program9 are
also very similar (see Supplementary material). The 13C
CP/MAS spectra for modifications 1a–c show only min-
ute differences, whereas that of 1d is considerably
different (Fig. 3). It was found that the diagnostic and
sensitive NMR parameters that correlate very well with
DSC profiles is the spin–lattice relaxation times, 31P T1


and 13C T1, of anomeric carbons (Table 1).10 For 1a the
31P T1 is shortest, whereas for 1c it is about eight times
longer and comparable to that of without solvent in the
lattice. For 1b, 31P T1 is between those for 1a and 1c. For
samples 1b and c kept at room temperature, the relaxation
times gradually decrease, reaching the value for 1a.
These changes are consistent with the changes in the
DSC curves [Fig. 1(e)] and show a simple relationship,
with larger exothermic peaks with shorter relaxation
times. Our results clearly prove that the presence of a
solvent molecule inside the crystal lattice has a signifi-
cant influence on the relaxation parameters of the host


Figure 1. DSC profiles of inclusion complexes of 1 with n-
propanol inside lattice (a–c). Trace (d) represents homomo-
lecular sample without solvent in lattice. Trace (e) shows
profile of modifications b and c kept at ambient temperature
2 months. Only the region of interest is shown


Chart 1


Figure 2. 31P CP/MAS spectra of modifications 1a–e re-
corded with a spinning rate of 4 kHz. The right column
shows the expanded isotropic part of the spectra
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(see 1a and d). Comotti et al. reported similar observa-
tions for cyclophosphazene derivatives.11 They con-
cluded that a solvent-free matrix is more rigid, hence
13C T1 relaxation times are longer. However, the question
of what the influence of the guest on the relaxation
time of the host is remains open. We assume that
host–guest interaction is an important mechanism for
the relaxation rate R1 and at least three factors, R1¼
R1CSAþR1DDþR1Guest, should be taken into considera-
tion. If this assumption is valid, the localization of the
solvent and close proximity to a particular center of the
host will be critical factors contributing to overall relaxa-
tion. Thus for 1a–c ICs we predict that during crystal-
lization we have two kinds of crystals with exactly the
same geometry of the host but different orientations of
the guests.


1H NMR and 1H–13C FSLG HETCOR NMR studies
of host–guest interactions


So far, the inclusion complexes of 1 were studied by
inspection of the spectral parameters of the host mole-
cule. In this section, we present NMR data for guest
species. The localization of n-propanol in the crystal
cavity of 1a is known from x-ray studies of single
crystals. As shown in Fig. 4(a), the n-propanol is located
around parallel columns. The guest molecules are kept in
channels in which isopropylidene methyl groups are
directed to the inside of channels causing steric hin-
drance. The shortest distances between the host and guest
are presented in Fig. 4(b). In order to establish the


correlation between the structure of the IC and NMR
spectral parameters we carried out 1H MAS measure-
ments. Figure 5(a) displays the spectrum of 1a recorded
with a spinning speed 30 kHz at 278 K. The spectrum
presents two kinds of proton signals. We assume that the
very broad line represents protons which belong to sugar
molecules whereas very sharp signals characterize the n-
propanol. However, in this assumption it is not clear what
the contribution of the methyl signals of isopropylidene


Figure 3. 13C CP/MAS spectra of modifications 1a (a) and d
(b) recorded with a spinning rate of 10 kHz. Asterisks denote
n-propanol signals in the lattice


Table 1. 13C and 31P T1 relaxation times of different
modifications of DGTD�n-propanola


Sample


1a (2a) 1b 1c (2c) 1d 1e


31P T1 (s) 14.8 38.0 115.0 114.8 15.0
13C T1 (s) 15.2 32.2 36.1 79.1 18.5


34.0 35.0 46.1 80.0 41.0


a 1d represents solvent-free host matrix. For 13C T1 only anomeric carbons
are shown.


Figure 4. (a) Molecular packing of host–guest in inclusion
complex of 1a. Guest is shown as spacefill and host as stick
models. (b) Distances between guest and host in the crystal
lattice. Data are taken from Ref. 6 (This figure is available in
colour online)
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groups is to the overall spectrum. It is known that methyl
groups in the solid state are usually under a fast exchange
regime and can be observed as a sharp line.12 This doubt
was explained by employing 2 as host molecule, where
the methyl groups are replaced by CD3 residues. From
comparative analysis of liquid-phase 1H NMR spectra of
1 and 2, the 2H abundance for methyl groups of iso-
propylidene residues was found to be �75%. As can be
seen [Fig. 5(b)] the background for 2 is much weaker than
that for 1 and resonance lines for n-propanol are better
split. Figure 5(c) presents the 1H MAS spectrum of 1c
with a long 31P T1. The differences between spectra are
apparent. The linewidth for resonance lines of 1c is much
larger and in consequence the resolution is much worse.
Finally, we recorded the 1H MAS spectrum for 1d with-
out solvent in the crystal lattice. As can be seen, the
spectrum is very broad, which clearly proves that the
sharp signals observed in Fig. 5(a) and (b) characterize
guest molecules in the host cavity.


Finally, we have established 1H T1 relaxation times for
guests employing the inversion–recovery technique. As
we found, the T1 for a guest located in the cavity are
slightly longer compared with the case when the guest
molecule is probably outside cavity. The corresponding
spin–lattice relaxation times are 1.47 and 0.87 s for 1a
and c, respectively.


In the next step, we were prompted to answer the
question of whether heteronuclear 2D correlation techni-
ques can be used to assign the alignment of a guest in the
crystal lattice of the host. For this purpose we employed
the 1H–13C frequency switched Lee–Goldburg (FSLG)
decoupling experiment (Fig. 6).13 In FSLG HETCOR, the
sample is spun very rapidly, which greatly improves the
resolution of carbon and proton projections. Through
lengthening of the contact time (CT) in the pulse se-
quences, it is possible to observe long-range intermole-
cular interactions. We carried out measurements with six
contacts times, 1, 2, 4, 6 and 10 ms, at a spinning rate of
25 kHz and a temperature of 278 K. With the shortest
contact time we monitored cross peaks which belong to
the n-propanol molecule. The relatively weak intensity of
methyl group due to the well-known small efficiency of
cross polarization for rotating groups is noteworthy.14


In order to simplify the interpretation of the spectra, we
used an IC with 2 as host. Figure 7(a) shows the 2D
correlation for the 2a IC with a contact time of 6 ms. Of
course, for apparent reasons the resolution in the F1


projection is not as good as for the 1H–13C HSQC
spectrum measured in the liquid phase (see Supplemen-
tary material); however, some structural information can
be gained. The cross peak between protons of the methyl
group of the guest and methyls of the isopropylidene
residue is evident. The other cross peaks showing the


Figure 5. 1H MAS spectra recorded with a spinning rate of
30 kHz. (a) Modification 1a; (b) 2a (with CD3 groups); (c) 1c;
(d) 1d


Figure 6. Pulse sequence used for recording of 2D HETCOR
spectra; p3 is 90� proton pulse, p23 is 54.7� proton pulse,
arrows denote LG offsets, CT is contact time


Figure 7. 1H–13C FSLG HETCOR MAS spectra of (a) 2a and
(b) 2c recorded with a spinning rate of 25 kHz
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short-range correlation for both guest and host molecules
are clearly seen. The important structural constraint is
presence of a long-range cross peak between residual
protons of the methyl groups of isopropylidene and
quaternary carbons. The most significant information
was obtained on searching the region of the anomeric
signal at 97 ppm. The cross peak for the C1 carbon is in
an unexpected region. From the HSQC correlation, we
predicted the presence of the 1H signal at 5.5 ppm in the
F1 dimension. The signal observed at �4 ppm (F1


projection) may be due to intramolecular contact with a
CH2 group (the C1—C6 distance is 3.63 Å) and/or inter-
molecular interaction with the —CH2(1)— proton of the
guest molecule [see Fig. 4(b)]. Further results were
obtained for 2c. Figure 7(b) shows the FSLG HETCOR
spectrum recorded with CT 6 ms and other experimental
parameters as for 2a. The difference between Fig. 7(a)
and (b) is apparent. The lack of the cross peak for
anomeric carbon in Fig. 7(b) suggests that in the former
case the cross peak rather reflects host–guest interactions
and very likely for 2c n-propanol is outside the cavity.
The signals that correspond to the guest molecule in
the crystal lattice are much weaker in Fig. 7(b) than in
Fig. 7(a). The methyl group is not seen in the 2D
projection. On the other hand, the 1H NMR studies in
the liquid phase unambiguously prove that for both
samples the quantity of guest in the ICs is exactly the
same. In the FSLG HETCOR experiment, for each
sample, even with very long CT, we did not monitor a
C1–H1 host cross peak corresponding to the closest
intramolecular contact. This means that the proton signal
of the anomeric group is very broad, hidden in the
baseline, which causes that C–H intramolecular interac-
tion not to be detected. Finally, it is worth stressing that
analysis of the cross-polarization profiles for 2a and c in
the CT range from 10ms to 12 ms did not reveal a
distinction in the 1H T1� relaxation times for anomeric
carbons. Hence the difference between 2D spectra is not
due to distinction of the cross-polarization dynamics of
2a and c.


DFT calculations


In order to have better insight into the structure of the ICs
of 1, in the next step we carried out density functional


theory (DFT) calculations.15 Theoretical methods have
recently become an attractive approach to search for
various possible geometries of host–guest compounds.16


The host molecule of 1 is a species in which the cavity
has few sites that can be considered as hydrogen bond
acceptors. From x-ray studies, it is apparent that hydro-
gen bonding occurs between n-propanol and the oxygen
of the isopropylidene blocking group. Such a structure,
labeled case a in Chart 2, was considered as a starting
point in our calculations. We also built up a structure
where thiono-sulfur is a hydrogen bond acceptor (case b).
It is worth emphasizing that such a geometry was
established by means of x-ray diffraction for the inclusion
complex of 1 with 2-propanol.17 Moreover, structures c
and d have been taken into consideration. In each case,
the crystal structure of the host molecule was taken as the
starting geometry. The position of the hydrogen atoms of
1 was optimized at the PM3 level since x-ray diffraction
often has difficulty locating protons accurately.


In all calculations, the geometry of host was ‘frozen’
and the distance between heavy atoms of the hydrogen
bridge (S or O) was kept in the region of 3.2 Å as found in
x-ray structures. For b and d structures the alignment of
n-propanol was optimized. In each case the guest was
considered as a static molecule although from the experi-
ment it is clear that at room temperature n-propanol
undergoes reorientation. With these precautions, DFT
calculations at the B3PW91/6–311þG* level were car-
ried out.18 The calculated energies for modifications a–e
are given in Table 2. From these data, it is clear that
localization of the guest molecule in the crystal lattice has
a noticeable influence on the global energy of complexes.
Structures with n-propanol inside the cavity have lower
energy, in particular those where oxygen is an acceptor of
hydrogen bonding (a and c). Complex d with the guest
molecule outside the cavity has the highest energy, higher
than the solvent-free matrix.


Chart 2


Table 2. SCF energy in arbitrary units (AU) for modifications
a–e


Sample a b c da eb


E (A)U �4539 �4539 �4539 �4539 �4539
8599 8557 8605 8543 8568


a d shows complex with solvent outside cavity.
b e (not shown in Chart 2) represents solvent-free host matrix.
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DISCUSSION


Experimental data and theoretical calculations enable us
to establish the alignment of guest molecules in the
crystal lattice of the host and also to construct a model
that in pictorial form explains the nature of the changes.


Chart 3 shows the border stages with exo and endo
cavities. The cylinders represent the sugar molecules and
the solid lines correspond to the thiophosphoryl skeleton.
When the guest molecule is outside the cavity (exo case),
the 31P T1 is very long (1c, 2c) and comparable to the
solvent-free host 1d. Samples 1a and 2a represent the
pure endo case, with guest molecule deeply aligned
inside the cavity. In consequence the relaxation times
are considerably shorter. We further assume that 1b is a
mixture of 1a and c, very likely in the proportions
0.77:0.23. The rearrangement at ambient temperature of
1c–1e and the dramatic change of the spin–lattice relaxa-
tion times is very impressive. It is worth noting that
during crystallization we found a number of samples that
cover a range of 31P relaxation times from 15 to 115 s.
Analysis of 13C T1 for anomeric carbon is another source
of structural information. Inspection of the data for 1a
and 2a (Table 1) reveals a significant difference in the
relaxation times for two observed C1 carbons (15.2 and
34.0 s). From x-ray data it is clear that only two of four
sugar residues are involved in short contacts with n-
propanol [Fig. 4(b)]. For other samples the 13C T1 of
the C1 carbons have comparable values. The much longer
relaxation times of anomeric carbons for 1d without
solvent in the lattice is worth noting.


Judging from the changes in DSC profiles, it is plau-
sible that self-organization of ICs causes the subtle
crystal lattice modification and release of the guest
from the endo cavity requires exothermic host recrystal-
lization. Variable-temperature experiments provides
further evidence confirming the rearrangement of the
host lattice. Figure 8 presents 31P CP/MAS and 1H
MAS spectra of 1a at 65 �C, in the region of exothermic
changes [see Fig. 1(a)]. From the 31P spectrum it is
apparent that at this temperature the host lattice is
changed and we have two components. The 1H MAS
spectrum proves that the guest is still in the lattice, but the
lineshape is significantly broader than that observed for
1a. The quantitative liquid-phase 1H NMR measurements
show that for both samples, before and after thermal
treatment the amount of n-propanol in IC is exactly the
same. On the other hand, the 31P, 13C and 1H relaxation
times are dramatically different. For 1a after rearrange-
ment appropriate values are very similar to those estab-
lished for 1c.


The instability of 1b and c suggests the formation of
kinetically controlled products, which undergo rearran-
gement to the thermodynamically more stable form 1e
(1a). The thermodynamics of inclusion complexes are
well established.19 Nevertheless, information about the
self-organization of ICs under mild conditions is not
common. Our experimental and theoretical studies en-
abled us to establish the mechanism of thermal changes
of ICs of 1 and to understand the migration pathway of
the guest molecules in the crystal lattice. The crystal-
lization of DGTD in n-propanol is a random process with
equal probability of forming exo and endo complexes. It
is apparent that weak intermolecular interactions (hydro-
gen bonding between guest and host molecules) make a
very small but important contribution to the total energy
of ICs and can be thought of as a driving force which is
responsible for the alignment of guest molecules in the
‘proper place’ in the cavity.


The solid-state NMR measurement of T1 relaxation
times allows the localization of the guest molecules in the
lattice to be established. To the best of our knowledge,


Chart 3


Figure 8. (a) 31P CP/MAS spectrum (only the isotropic part is
shown); (b) 1H MAS spectrum for 2a after heating to 65 �C,
recorded with a spinning rate of 30 kHz
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this paper presents the first such spectacular example and
tools to investigate the self-organization of ICs on macro-
scopic and molecular levels.


EXPERIMENTAL


Sample synthesis and crystallization. DGTD was synthe-
sized according to procedure described elsewhere.20 A
100 mg amount of host was dissolved in 20 ml of n-
propanol by gentle heating. Crystals were grown by slow
isothermal evaporation of the solvent over a few days.
In most cases when employing this procedure 1a was
obtained. When the solute–solvent mixture after
dissolution was quickly cooled, usually crystals of 1c
appeared. However, the crystallization of 1 is random
process and in many cases mixtures of different forms are
obtained.


NMR measurements. The solid-state 1H, 13C and 31P
NMR experiments were performed on a Bruker Avance
DSX 300 spectrometer at 300.13 75.47 and 121.49 MHz.
The instrument was equipped with a MAS probehead
using 4 mm and 2.5 mm ZrO2 rotors. A sample of glycine
was used for setting the Hartmann–Hahn condition and
adamantane as a secondary chemical shift reference,
�¼ 38.48 and 29.46 ppm from external TMS.21 Phospho-
ric acid (85%) was used reference for 31P and TMS for 1H
spectra. The conventional spectra were recorded with a
proton 90� pulse length of 3.5 ms and a contact time of
1 ms. The repetition delay was 10 s and the spectral width
was 25 kHz. The FIDs were accumulated with a time
domain size of 2K data points. The RAMP shape pulse
was used during the cross-polarization and TPPM with
�p¼ 6.8ms and a phase angle of 20� during acquisi-
tion.22,23 The spectral data were processed using the
WIN-NMR program.24


FSLG HETCOR spectra were recorded with the pulse
sequence given in Ref. 13. The 3 ms �/2 1H pulse was set
up in each 2D experiment. Thirty-two serial files with
increment 19.2ms were recorded. Linear prediction in F1


was employed. The LG offset was shifted 3 kHz in order
to avoid overlap of axial peaks with cross peaks. The
spectra were processed with Qsine apodization functions,
2.5 in F2 and 3 in F1.


The magnitudes of the principal elements of the CSA
were obtained from the best-fitting simulated spinning
patterns. Simulations of the spinning CSA sidebands
spectra were carried out on a PC using the SIMPSON
program under a LINUX environment.


Other methods. DFT GIAO calculations were carried out
with the GAUSSIAN 98 program running on a Silicon
Graphics Power Challenge computer. The GIAO method
with the B3PW91 hybrid method and 6–311þþG**
basis set was used to calculate geometry and NMR
parameters.


DSC and TGA measurements were carried out on TA
instruments, 2920 Modulated DSC and Hi-Res TGA
2950 Analyzer.
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ABSTRACT: The photostimulated reaction of methyl 2,5-dichloro benzoate (1) or methyl 3,6-dichloro-2-methoxy
benzoate (7) with �SnMe3 ions give good yields of the disubstitution products by the SRN1 mechanism in liquid
ammonia. Conversely, in dark conditions, substrate 1 reacts with �SnMe3 ions to afford the mono-substitution
products by the SRN1 mechanism. On the other hand, substrate 7 reacts with �SnMe3 ions in dark conditions to give
mono-reduced product probably by a halogen metal exchange reaction. In addition, the photostimulated reaction of
2-chloro-N4-ethyl-N6-isopropyl-1,3,5-triazin-4,6-diamine (Atrazine, 11) with �SnMe3 ions affords the reduced and
substitution products in liquid ammonia-DMSO as co-solvent. Copyright # 2006 John Wiley & Sons, Ltd.
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INTRODUCTION


The radical nucleophilic substitution, or SRN1 reaction, is
a chain process with radicals and radical anions as
intermediates, through which an aromatic nucleophilic
substitution is obtained. The scope of the process has
considerably increased, and nowadays it is an important
synthetic possibility to achieve substitution of different
substrates.1 Several nucleophiles can be used, such as
carbanions and anions from compounds bearing heteroa-
toms, which react to form new C—C or C-heteroatom
bonds in good yields.


This chain process requires an initiation step. The most
frequently used methods for initiation are chemical
initiation by alkali metals in liquid ammonia, electro-
chemical initiation at a cathode, and photoinitiation. In a
few systems a thermal (spontaneous) initiation is
observed. The propagation steps of an SRN1 mechanism
are presented in Scheme 1.


The wide variety of nucleophiles that can be used, the
great functional group tolerance and the fact that many
carbon–carbon and carbon–heteroatom bonds can be
obtained, makes the SRN1 reaction a powerful synthetic tool.


The reaction of triorganostannyl ions as nucleophiles
with aryl halides has long been known, and the products
obtained depend on the leaving group, the nucleophile,
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solvent, and on the reaction conditions. We have
described the photostimulated reactions of trimethyl-
stannyl ions (�SnMe3) with several chloroarenes in liquid
ammonia that afford ArSnMe3 from very good to
excellent yields (70–100%).2 The fact that there is no
reaction in the dark but only under irradiation, and that the
photostimulated reactions are inhibited by p-dinitroben-
zene (p-DNB), a well-known inhibitor of SRN1 reactions,
indicates that these reactions occur by the SRN1
mechanism. These reactions are an alternative route to
the synthesis of stannanes, avoiding the use of Grignard
reagents or organolithium compound. These reactions can
also be carried out in DMSO as solvent under irradiation.3


The SRN1 reactions of dihaloarenes with nucleophiles
afford either the monosubstitution or disubstitution
product, depending on the structure of the substrate,
and the nature of the nucleofugal group or the
nucleophile. We found that several dichloroarenes give
the disubstitution product in high yields [Eqn (4)]. Also,
dichloropyridines react to afford disubstituted products.
The photostimulated reaction of 1,3,5-trichlorobenzene
in the presence of an excess of �SnMe3 ions affords 71%
of the trisubstitution product.4
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Mono- and distannanes can also be formed from
diethylaryl phosphonates5,6 or aryltrimethyl ammonium
salts7,8 by the SRN1 mechanism. It has been demonstrated
that haloarenes react in diglyme with �SnMe3 ions under
irradiation by the SRN1 mechanism.8


A simple method to synthesize five-substituted
resorcinol derivatives has been published. 1-Chloro-
3,5-dimethoxybenzene reacts with the �SnMe3 ions in
liquid ammonia under irradiation to afford substitution
product in good yields [Eqn (5)].9

SnMe3Cl


+    -SnMe3


hv / NH3


OMeMeO OMeMeO


(5)


80%

The SRN1 reactions of �SnMe3 ions with haloarenes
are quite versatile. The reaction products are of prominent
synthetic relevance and can be utilized as intermediates in
important reactions, such as the Stille reaction.8,9,10 A
sequence of SRN1 followed by a cross-coupling reaction
catalyzed by Pd(0) has been developed to obtain
polyphenylated compounds as shown in Eqn (6).
Following the same procedure, 1,3,5-triphenylbenzene
was obtained in 61% isolated yield from 1,3,5-trichlor-
obenzene in a one-pot procedure.10
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Z= CH, m-: 76%
Z= CH, p-:  71%
Z= N, 2,6-:  60%

Although dehalogenation by a halogen metal exchange
(HME) takes place with iodoarenes and 2- and 3-
chlorothiophene, good yields of substitution are found
with 2- and 3-chloropyridines in DMSO.3


2-chloro-N4-ethyl-N6-isopropyl-1,3,5-triazin-4,6-dia-
mine (known as Atrazine) or 3,6-dichloro-2-methoxy
benzoic acid (known as Dicamba) are among the most
widely used chlorinated herbicides in different countries.
These compounds are relatively stable under natural
conditions and have become prominent contaminants in
soil and hydrologic systems.


It was previously reported that chloro-s-triazine was
rapidly dechlorinated in water by polysulfides, and the
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reaction was assumed to be aromatic nucleophilic
substitution (SNAr).11 In another study, the effect of free
radical inhibitors on the reaction rate of polysulfides was
evaluated with the herbicides Atrazine, Simazine, and
Cyanazine. The reaction was significantly inhibited by
radical scavengers, such as oxygen and 1,4-benzoqui-
none, suggesting involvement of free radicals in the
reactions. Spectral analysis of the reaction mixture using
electron spin resonance showed that after the reaction, the
free radical concentration in polysulfide solution sub-
stantially decreased. This evidence indicates that sulfur
centered radicals may also be involved in the reaction,
likely via the SRN1 mechanism.12


In order to synthesize different substituted herbicides we
decided to investigate the reaction of chloro-substituted
herbicides with �SnMe3 ions by the SRN1 mechanism in
liquid ammonia. This approach provides a facile prep-
aration of compounds bearing trimethylstannyl groups.


The synthesis of these stannyl derivatives is of great
interest since this group is readily changed by electro-
philes, generating a new C—C bond and increasing the
synthetic value of these reactions.

RESULTS AND DISCUSSION


Reactions of methyl-2,5-dichlorobenzoate (1)
with SSnMe3 ions in liquid ammonia


We studied methyl 2,5-dichlorobenzoate (1) as a model
compound of certain chlorinated herbicides. It was found
that 1 reacts with the �SnMe3 ions in liquid ammonia
under irradiation to afford disubstitution product (2) and
only trace of other substitution product (3 and 4).
However, in the dark, 1 reacted with �SnMe3 ions to give
the mono-substitution product 3 in 81% yield [Eqn (7)]
(Table 1, experiments 1 and 2).
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The dark reaction is not inhibited by p-DNB, but it is
inhibited by radical scavengers as di-ter-butyl nitroxide
(Table 1, experiments 3 and 4).


Moreover, the photostimulated reaction of 1 in excess
with �SnMe3 ions rendered the products 2, 3, and 4 in
32%, 50%, and 10% yields, respectively. The fact that
the monochloro substitution product 3 was formed
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Table 1. Reaction of methyl 2,5-dichlorobenzoate (1) with
�SnMe3 ions in liquid ammoniaa


Experiment
1: �SnMe3


Ratio
Conditions


(min) Products (%)b


1 1:2.2 hn, (60) 2 (99), 3 (traces),
4 (traces)


2 1:2.2 Dark (60) 2 (2), 3 (81), 4 (<2)
3c 1:2.2 Dark (60) 2 (6), 3 (76),d4 (19)
4e,f 1:2.2 Dark (60) 2 (—), 3 (9), 4 (1)
5g 1:1.1 hn, (60) 2 (32), 3 (50), 4 (10)


a The concentration of substrate was 6.66� 10�3 M. The concentration of
nucleophile was 1.4� 10�2 M, unless otherwise indicated.
b Quantified by GLC by the internal standard method with p-dibromoben-
zene as reference.
c p-DNB (20 mol%) was added.
d Together with hydrolyzed compound (ca. 1:1)
e Di-ter-butyl nitroxide (20 mol%) was added.
f Substrate and hydrolyzed substrate recovered in 61%.
g The concentration of nucleophile was 7� 10�3 M.
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indicates that this product is an intermediate in the reac-
tion (Table 1, experiment 5).


These results suggest that 1 reacted by the SRN1
mechanism, as shown in Scheme 2. When 1 receives one
electron it gives a radical anion intermediate 1�� which
fragments at one of the C—Cl bond to give a radical
intermediate 5� [Eqn (8)]. This radical intermediate 5�
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reacts with �SnMe3 ions to form the radical anion 3�S


[Eqn (9)]. This radical anion 3�S by intermolecular
electron transfer (ET) to the substrate affords the
monosubstitution product 3 [Eqn (10)], or by intramo-
lecular ET to the second C—Cl bond forms the radical 6�


[Eqn (11)], which by coupling with �SnMe3 ions affords
the radical anion of the disubstitution product 2�S, which
by an ET reaction yields the disubstitution product
2 [Eqn (12)].


The fact that the monosubstitution product 3 is formed
indicates that the intermolecular ET of the radical anion
3�S [Eqn (10)] is faster than intramolecular ET to the
s�MO of the C—Cl bond [Eqn (11)]. The intermediate
stannane 3 further reacts by the SRN1 mechanism with
�SnMe3 ions to give finally the disubstitution product 2
[Eqn (13)].

Reactions of methyl 3,6-dichloro-
2-methoxybenzoate
(7) with SSnMe3 ions in liquid ammonia


Methyl 3,6-dichloro-2-methoxybenzoate (7), know as
Disugran, is the methyl ester of the herbicide Dicamba.
Substrate 7 reacts under photostimulation with �SnMe3


ions in liquid ammonia to give the substitution products
8 and 9, and the reduced product 10 in 64%, 6%, and 3%
yields, respectively [Eqn (14)]. This reaction affords
principally 10 in the dark (Table 2, experiments 1 and 2).
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The photostimulated reaction was carried out in the
presence of high excess of nucleophile in order to obtain
the best conditions by the coupling reaction; however, the
yield of the reduced product 10 increases. The fact that at
higher concentration of the nucleophile, the reaction
affords 10 and that the substitutions products (8 and 9) are
formed in lower yields, suggest that the reduction process
proceeds by a HME reaction [Eqn (15)] in competition
with the SRN1 reaction, with a very fast protonation of the
aromatic anion 10� formed by liquid ammonia (Table 2,
experiment 3). The compound 7 reacts by an HME
reaction faster compared to by the SRN1 mechanism in
dark condition.
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Table 2. Reaction of methyl 3,6-dichloro-2-methoxybenzo-
ate (7) with �SnMe3 ions in liquid ammoniaa


Experiment
7: �SnMe3


Ratio
Conditions


(min)
Products


(%)b


1c 1:3.2 hn, (60) 8 (64), 9 (6), 10 (3)
2c,d 1:3.2 Dark (60) 8 (8), 9 (4), 10 (73)
3 1:6.2 hn, (60) 8 (38), 9 (35), 10 (15)
4e 1:1.1 hn, (60) 8 (34), 9 (29),f10 (—)


a The concentration of substrate was 6.66� 10�3 M. The concentration of
nucleophile was 1.4� 10�2 M, unless otherwise indicated.
b Quantified by GLC by the internal standard method with p-dibromoben-
zene as reference.
c The concentration of nucleophile was 2.1� 10�2 M.
d Relative yields. Substrate recovered in 14%.
e The concentration of nucleophile was 6.66� 10�3 M.
f Together with hydrolyzed compound.


Table 3. Reaction of Atrazine (11) with �SnMe3 ions in
liquid ammoniaa


Experiment
11: �SnMe3


ratio
DMSO
(mL)


Conditions
(min) Products (%)b


1 1:1.1 — hn, (150) 12 (—),
13 (—)


2 1:1.1 6 hn, (150) 12 (26),
13 (40)


3 1:1.1 4 hn, (210) 12 (14),
13 (39)


4 1:1.1 4 Dark (210) 12 (—),
13 (—)


5c 1:1.1 4 hn, (210) 12 (—),
13 (—)


6d 1:3.2 6 hn, (150) 12 (56),
13 (—)


7d 1:3.2 1 hn, (150) 12 (43),
13 (—)


8d 1:3.2 1 Dark (150) 12 (—),
13 (—)


a The concentration of substrate and nucleophile were 3.33� 10-3 M, unless
otherwise indicated.
b Relative yields. Substrate recovered in all reactions.
c p-DNB (20 mol%) was added.
d The concentration of substrate was 3.33� 10�3 M. The concentration of
nucleophile was 1.0� 10�2 M.
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In addition to this, the photostimulated reaction of 7 in
excess with �SnMe3 ions rendered the disubstitution 8 and
monochloro substitution product 9 in 34% and 29% yields,
respectively. The reduced product 10 was not formed in this
experimental condition (Table 2, experiment 4).

Reactions of Atrazine (11) with SSnMe3 ions in
liquid ammonia


2-chloro-N4-ethyl-N6-isopropyl-1,3,5-triazin-4,6-dia-
mine (11) (Atrazine) is an herbicide used as a selective
herbicide on corn and by control broadleaf and grassy
weeds. It is effectively non-toxic to birds but readily
the gastrointestinal tract. It is slightly toxic to fish and
other aquatic life, though low bioaccumulation. It can be
absorbed orally, dermal, and by inhalation and it is
slightly to moderately toxic to humans and other animals.
It has potential for groundwater contamination.


Substrate 11 is quite insoluble in liquid ammonia, and
no reaction occurs under irradiation with �SnMe3 ions. In
order to improve the solubility, 11 was added with a small
amount of DMSO. In this experimental condition, 11
reacts under photostimulation with �SnMe3 ions to give
the reduction and substitution products 12 and 13 in 26%
and 40% yields, respectively [Eqn (16)]. This reaction did
not occur neither without a little volume of DMSO nor in
the dark conditions. The photostimulated reaction was
inhibited by p-DNB (Table 3, experiments 1–5).
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The photostimulated reaction was performed in the
presence of an excess of nucleophile in order to obtain the
best conditions by the coupling reaction; however,
reduced product 12 was obtained exclusively. The fact
that the higher concentration of nucleophile affords 12
and that the reaction was inhibited by p-DNB suggest that
reaction proceeds by a radical process but the coupling
reaction is not efficient. Atrazine reacts by a reduction
reaction faster than by the SRN1 mechanism when
an excess of nucleophile was used (Table 3, experiments
6–8).


Finally, the fact that photostimulated reactions of 11
with �SnMe3 afforded the reduction and substitution
products, and this reaction did not occur in the dark, and
both reactions were inhibited by p-DNB is indicative that
11 reacts with this anion by an ET process (Scheme 3).
When 11 receives an electron it forms its radical anions,
which fragment to afford radical 14� [Eqn (17)]. This
radical intermediate has two competing processes:
coupling with �SnMe3 ions to afford the substitution
product 13 [Eqn (18)], or being reduced to product 12
[Eqn (19)].


The fact that the main product is the reduction product
12 is indicative that the coupling reaction of the radical
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14� with the anion is not efficient, probably due to
electronic reasons, and the radicals are reduced to 12.


It has been determined that the coupling rate of 2-
quinolyl radical (15�) with �OP(EtO)2 and �CH2COMe
ions (2.6� 107 and 1.0� 107 M�1 s�1, respectively) are
substantial lower than the coupling rate of 4-quinolyl
radicals (16�) with the same nucleophiles (1.6� 109 and
5.4� 109 M�1 s�1, respectively). These observations
were rationalized by the existence of an electronic
repulsion between the lone pair electrons on the nitrogen
and the electrons of the Nu�.14 This repulsion contributes
to decrease the coupling rate (Scheme 4). Radical 14� has
two lone pairs which decrease the coupling rate with the
nucleophile even more.

CONCLUSIONS


Aryltrimethyl stannanes are valuable intermediates in
organic syntheses, and the fact that they can be easily
synthesized through the SRN1 mechanism opens up
important synthetic routes, such as stannanes intermedi-
ates in cross coupling reaction with different electrophiles
catalyzed by palladium. These SRN1 reactions are
compatible with many functional groups compared to
the drastic experimental conditions of other trimethyl-
stannylation reactions.


We have reported the conversion of different substrates
to aryltrimethylstannanes by reaction with �SnMe3


ions under irradiation. Thus, disubstituted methyl 2,5-
bis(trimethylstannyl)benzoate (2, 99%), methyl 2-meth-
oxy-3,6-bis(trimethylstannyl)benzoate (8, 64%), and
substituted N2-ethyl-N4-isopropyl-6-trimethylstannyl-
1,3,5-triazin-2,4-diamine (13, 40%) were obtained. These
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results can be of great interest to obtain these compounds
as precursors in organic synthesis.

EXPERIMENTAL


Methods


Irradiation was conducted in a reactor equipped with
two 400-W UV lamps emitting maximally at 350 nm
(Philips Model HPT, water-refrigerated). The HRMS
were recorded at UCR Mass Spectrometry Facility,
University of California, United States.

Materials


Methyl 2,5-dichlorobenzoate, Dicamba, Atrazine, tri-
methylstannyl chloride and potassium t-butoxide
(KOtBu) were commercially available and used as
received. DMSO was distilled under vacuum and stored
under molecular sieves (4 Å). Liquid ammonia was
distilled under nitrogen and Na metal, and used
immediately.

Preparation of methyl 3,6-dichloro-2-
methoxybenzoate (7)


The 3,6-dichloro-2-methoxybenzoic acid (1 g, 4.5 mmol)
was added to 0.5 g., 4.5 mmol of KOtBu dissolved in
25 mL of dry DMSO. Then, the reaction was quenched
with a 0.8 mL, 12.5 mmol of methyliodide. The solution
was dissolved with water and then extracted with diethyl
ether. The product was isolated as yellow oil and
identified by GC/MS. Identified by comparison with
NIST Mass Spec Data of bibliography.15

Photostimulated reactions of 1 and 7
with SSnMe3 ions in liquid ammonia


The following procedure is representative of these
reactions. Me3SnCl (2.2 mmol or 3.2 mmol, respectively)
and then Na metal (5.3 mmol or 7.7 mmol respectively,
20% excess) in small pieces were added to 150 mL of
distilled ammonia, until total decoloration between two
consecutive additions, and 20 min after the last addition,
when no more solid was present, �SnMe3 ions were ready
for use (lemon yellow solution). The substrate 1 or 7
(1 mmol) was added to the solution, and the reaction
mixture was irradiated. Then, the reaction was quenched
with an excess of ammonium nitrate, and the ammonia
was allowed to evaporate. The residue was dissolved with
water and then extracted with diethyl ether. The products
were isolated by column chromatography. In the other
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experiments the products were quantified by GLC using
the internal standard method.

Photostimulated reactions of 11 with SSnMe3


ions in liquid ammonia


The procedure was similar to that for the previous
reaction, except from the fact that Me3SnCl (1.2 mmol)
and then Na metal (2.6 mmol, 20% excess) in small pieces
was added to 300 mL of distilled ammonia. Next, the
substrate 11 (1 mmol) dissolved in dry DMSO was added
to the solution and them the reaction mixture was
irradiated.

Reactions of 1, 7, and 11 with SSnMe3 ions in
liquid ammonia in the dark


The procedure was similar to that for the previous
reaction, except that the reaction flask was wrapped with
aluminum foil.

Inhibited reactions with SSnMe3 ions in liquid
ammonia


The procedure was similar to that for the previous
reaction, except that 20 mol% of p-DNB or di-ter-butyl
nitroxide was added to the solution of nucleophile prior to
substrate addition.

Isolation and identification of products


Methyl 2,5-�Bis-trimethylstannanylbenzoate (2): Isolated
as a white solid after column chromatography on silica
gel, eluted with pentane. Mp: 113–113.7 8C. 1H-NMR
(CDCl3) d: 0.25 (9H, s, JH–Sn¼ 27 Hz); 0,31 (9H, s,
JH–Sn¼ 27 Hz); 3.92 (3H, s); 7,64 (2H, s); 8,23 (1H, s).
13C-NMR (CDCl3) d: �9.57; �7.51; 52.23; 134.54;
136.00; 136.97; 139.31; 142.55; 146.68; 169.21. EM
(EIþ) m/z (%): 449 (80), 447 (100), 417 (22), 400 (6), 284
(5), 216 (35), 201 (23), 135 (9), 133 (6). HRMS (CI) exact
mass calcd for C14H24O2Sn2 463.9820 found 463.9811.16


Methyl 2-chloro-5-trimethylstannanylbenzoate and
methyl 5-chloro-2-trimethylstannanyl benzoate (3): Iso-
lated as yellow oil after Kügelrohr distillation (50 8C/
1 mm Hg). 1H-NMR (CDCl3) d: 0.27 (9H, s,
JH–Sn¼ 27 Hz); 3.92 (3H, s); 7.49–7.61 (2H, m); 8.08–
8.09 (1H, d). 13C-NMR (CDCl3) d: �9.57; �7.38; 52.57;
129.81; 131.79; 137.68; 167.82. EM (EIþ) m/z (%): 319
(100), 317 (73), 302 (4), 289 (50), 287 (36), 272 (3),
261(6), 259 (14), 231 (5), 165 (2), 151 (24), 133 (7), 118
(5), 89 (5), 75 (7), 63 (4). HRMS (CI) exact mass calcd for
C11H15ClO2Sn (—CH3) 318.9548, found (Mþ— CH3)
318.9553.17
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Methyl 2-methoxy-3,6-bis-trimethylstannanylbenzo-
ate (8): Isolated as a white solid after column
chromatography on silica gel, eluted with pentane. Mp:
62.5–63.5 8C. 1H-NMR (CDCl3) d: 0.27 (9H, s,
JH–Sn¼ 54.2 Hz); 0.33 (9H, s, JH–Sn¼ 55.2); 3,77 (3H,
s); 3.93 (3H, s); 7.33–7.36 (1H, d, JH–Sn¼ 6.8 Hz);
7.51–7.54 (1H, d, JH–Sn¼ 6.8).13C-NMR (CDCl3) d:
�8.64; �7.60; 52.33; 62.71; 129.12; 131.37; 137.08;
139.30; 148.38; 164.59; 169.98. EM (EIþ) m/z (%): 479
(76), 477 (100), 475 (94), 445 (19), 430 (3), 415 (19), 385
(7); 230 (17), 214 (11), 165 (6), 151 (7). HRMS (CI) exact
mass calcd for C15H26O3Sn2 (—CH3) 478.9691, found
(Mþ—CH3) 478.9695.17


N2-ethyl-N4-isopropyl-6-trimethylstannanyl-1,3,5-tria-
zin-2,4-diamine (13): White solid that decomposed in
column chromatography on silica gel. 1H-NMR (CDCl3)
d: 0.27 (9H, s, JH–Sn¼ 27.6 Hz); 1.13–1.21 (9H, m); 3.37–
3.39 (2H, m); 4.08–4.16 (1H, m). 13C-NMR (CDCl3) d:
�9.53; �2.47; 14.82; 22.71; 35.25; 42.02; 162.41;
162.98; 165.28. EM (EIþ) m/z (%): 334(6), 330(37),
328(27), 298(1), 260(3), 237(19), 233 (18); 219 (15), 203
(3), 180 (100), 163 (7). HRMS (EI) exact mass calcd for
C11H23N5Sn2 345.0975, found (MHþ) 346.1062.


N2-Ethyl-N4-isopropyl-1,3,5-triazin-2,4-diamine (12):
Isolated as a white solid after column chromatography on
silica gel, eluted with pentane/ethyl ether (80:20). Mp:
181–182 8C. 1H-NMR (CDCl3) d: 1.17–1.22 (9H, m);
3.37–3.44 (2H, m); 4.13–4.16 (1H, m); 7.99 (1H, s). 13C-
NMR (CDCl3) d: 13.77; 22.72; 35.44; 42.28; 165.16;
172.26. EM (EIþ) m/z (%): 181(86), 166(94), 153(4),
138(34), 136(3), 124(18), 122 (29); 111 (25), 98(17), 96
(17), 83 (19), 71(67), 58(100), 55(21). HRMS (EI) exact
mass calcd for C8H15N5 181.1327, found 181.1324.
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8. Córsico EF, Rossi RA. J. Org. Chem. 2002; 67: 3311–3316.
9. Dol GC, Kamer PCJ, van Leeuwen PWNM. Eur. J. Org. Chem.


1998; 359–364.
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ABSTRACT: Studies were made of the kinetics of methoxide ion-catalysed reactions of seven substituted phenyl N-
(2-thiocarbamoylphenyl)carbamates, 4-methoxyphenyl N-(2-thiocarbamoylphenyl)-N-(methyl)carbamate and five
substituted phenyl N-(4-thiocarbamoylphenyl)carbamates, leading to the respective cyclisation products (i.e. 4-
thioxo-1H,3H-quinazolin-2-one or 1-methyl-4-thioxo-1H,3H-quinazolin-2-one) and/or methanolysis product, i.e.
methyl N-(4-thiocarbamoylphenyl)carbamate. The comparison of the rate constants, �lg, and � constants of the 2-
thiocarbamoyl derivatives (�lg¼�1.15, �¼ 3.1� 0.1) and 4-thiocarbamoyl derivatives (�¼ 4.6� 0.2, �lg¼�1.55)
shows that the ring closure reaction proceeds by the BAc2 mechanism with the splitting off of phenoxide anion being
the rate-limiting step, while the methanolysis follows the E1cB mechanism. The ring closure reaction of 4-
methoxyphenyl N-(2-thiocarbamoyl)-N-(methyl)carbamate proceeds kinetically in two steps, the respective rate
constants differing by one order of magnitude. The NMR spectrum, spectral record and computational calculations of
the ring closure reaction indicate that the process involves parallel reactions of two rotamers formed due to hindered
rotation. Copyright # 2005 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/


KEYWORDS: N-(2-thiocarbamoylphenyl)carbamates; kinetics; mechanism; ring closure; rotamers


INTRODUCTION


Carbamates constitute a numerous class of organic com-
pounds that have a number of useful properties and are
applied as agrochemicals,1 auxiliary textile agents,2 plas-
tics and particularly as important active pharmaceuticals
for the treatment of Alzheimer disease,3 tumours4 and
HIV.5 Moreover, carbamates can be used in organic
synthesis for protecting amino groups in syntheses of
peptides and proteins.6 An important property of some
carbamates is their ability to undergo ring closure reac-
tions. The base-catalysed ring closure is mediated by an
ionisable group (usually a hydroxyl7 or amino8 group)
that is connected with the nitrogen atom of carbamates by
means of a chain or a ring. Such ring closure reactions
can provide further biologically active compounds or can
be made use of in the drug control release.9–11


The aim of this work was to study substituent effects on
the kinetics and mechanism of reactions of substituted


phenyl N-(2-thiocarbamoylphenyl)carbamates in a basic
medium.


RESULTS AND DISCUSSION


We have found that phenyl N-(2-thiocarbamoylphenyl)car-
bamates 1a–h, like the analogous oxygen derivatives,12 in
basic media undergo ring closure reactions giving 4-thioxo-
1H,3H-quinazolin-2-one (2a) or 1-methyl-4-thioxo-1H,
3H-quinazolin-2-one (2b) (Scheme 1).


Product 2a can be formed by three different mechan-
isms (Scheme 2) whose manifestation depends particu-
larly on the nucleophilicity of the attacking nucleophilic
centre (thioamide group) and on the nucleofugality of the
leaving group. It has been claimed13 that if a substituted
phenoxide is the leaving group in the intermolecular
reaction, then the reaction goes via isocyanate as an
intermediate (E1cB mechanism). If the leaving group is
an alkoxide, then an unstable tetrahedral intermediate is
formed that rapidly decomposes to the final product
(BAc2 mechanism). The third variant is a concerted
mechanism involving simultaneous formation of a C—N
bond and splitting of a C—O bond. However, studies of
derivatives carrying an ionisable ortho substituent showed
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that the particular mechanism of ring closure does not
depend solely upon the leaving group but also upon this
ionisable substituent. In the cases of easily ionisable
groups such as —COOH (pKa� 3–5) and —OH
(pKa� 7–12), the BAc2 mechanism was proved14,15 even
if phenoxide anion was the leaving group. On the other
hand, the E1cB mechanism takes place12 if there is a weakly
acidic amide group at the ortho position (—CONH2,
pKa� 15–17). The acidity of the thioamidic group
—CSNH2 (pKa� 13–15) is somewhere between those
of phenols and amides, hence it could form a borderline
situation between manifestations of the two mechanisms
or the ring closure could go by the above-mentioned
concerted mechanism. Therefore, the main attention in
this paper is focused on the effect of substitution in the
benzene ring of the leaving phenoxide anion.


The reaction was studied by means of UV–visible
spectrophotometry in solutions of sodium methoxide
(concentrations 0.01–0.5 M). The only reaction product
resulting from all the phenyl N-(2-thiocarbamoylphenyl)-
carbamates was the product of intramolecular ring
closure, i.e. 4-thioxo-1H,3H-quinazolin-2-one (2a) or
1-methyl-4-thioxo-1H,3H-quinazolin-2-one (2b). Carba-
mate esters,13 amides16 and thioamides17,18 possess
carbonyl or thiocarbonyl groups highly deactivated by
resonance with the adjoining nitrogen, therefore direct
attack of an external nucleophile (methoxide anion)
does not occur in our case. Moreover, it is well known


that intramolecular reactions, especially those involv-
ing nucleophile displacements, are faster than corre-
sponding intermolecular reactions by many orders of
magnitude.19


Thus 4-thioxo-1H,3H-quinazolin-2-one (2a) can be
produced by three different mechanisms, whereas 2b by
only two mechanisms (Scheme 2).


It was found that the observed rate constant at first
increases steeply with increasing concentration of the
base used (sodium methoxide), but above a certain
concentration this increase slows and then reaches a
limiting value (Fig. 1).


This course is typical of reactions with fast acid–
base pre-equilibrium. The reaction obeys the general
kinetic equations (1) and (2), in which kE and kB are
the constants in the E1cB and BAc2 mechanisms, respec-
tively. An analogous equation also applies to the
concerted mechanism.


kobs ¼
kEK1½CH3ONa�


1 þ ðK1 þ K2Þ½CH3ONa� ¼
k½CH3ONa�


1 þ K½CH3ONa�
ð1Þ


kobs ¼
kBK2K3½CH3ONa�


1 þ ðK1 þ K2Þ½CH3ONa� ¼
k0½CH3ONa�


1 þ K½CH3ONa�
ð2Þ
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The measured data were optimised by means of
Eqn (1) or (2) to provide the rate constants k (or k0) and
the equilibrium constants K¼K1þK2 summarised in
Table 1. The curves in Fig. 1 represent the best fit of
the experimental points using commercially available
software. The value of K2 can be estimated by means
of the analogous N-methyl derivative, for which the
value found was K2� 2 M


�1, analogous with that of 2-
benzoylaminothiobenzamides.20


By plotting the logarithms of the optimised rate con-
stants of the ring closure reaction against the �m and �p


�


constants of the individual substituents we obtained the
Hammett dependence with the slope �¼ 3.14 (Fig. 2,
closed symbols). We adopted �p


� constants because in the
transition state of the rate-limiting step (i.e. expulsion of
phenoxide anion) a partial negative charge occurs on the
oxygen atom. In order to confirm this choice, we tried to
prepare 4-nitrophenyl N-(2-thiocarbamoylphenyl)carba-
mate, whose �p and �p


� constants differ substantially.
Unfortunately, this derivative is so unstable that it cannot
be prepared in sufficient purity for kinetic measurements.


The Brønsted dependence (Fig. 3, closed symbols) of
log k vs pKa of phenols in methanol21 gave the value


�lg¼�1.15, which also corresponds22,23 with splitting
off of phenoxide ion. To determine extent of C—O fission
in the transition state it is convenient to use the normal-
ised �(n) value given as �lg/�eq. We make the reasonable
assumption that �eq¼�1.8 is the same as that for transfer
of the NH2CO— group between phenolate ion nucleo-
philes.24 The calculated �(n)¼ 0.64 means that the C—O
bond in the transition step is cleaved from about 64%.


A high value of the reaction constant �� 3 was found8


in intermolecular reactions following the E1cB mechan-
ism, in which the rate-limiting step consisted in the
formation of isocyanate (i.e. splitting off of phenoxide
anion).


However, in our case the reaction is intramolecular and
owing to the steric proximity19 of the nucleophilic centre
and carbonyl group, the tetrahedral intermediate can be
rapidly formed and its decomposition to products is the
rate-limiting step. This presumption is also supported by
the high value of � and the high negative value of �.


0.00 0.25 0.50 0.75
-1


0


1


2


3


4


4-Cl
3-Cl


3-NO2


3-OCH3


H
4-CH3


4-OCH3


σ m or σp
–


lo
g


k


4-OCH3


H 3-OCH3


4-Cl


3-Cl


Figure 2. Hammett correlation of optimised rate constants
(k) on �m and �p


� constants for 1a–g (closed symbols) and
for 3a–e (open symbols)


12 13 14 15
-1


0


1


2


3


4


5
3-NO2


3-Cl


4-Cl


H


4-OCH3


3-OCH3


3-Cl


4-Cl


pKa
phenol in CH3OH


lo
g


k
3-OCH3


H


4-OCH3


4-CH3


Figure 3. Brønsted correlation of optimised rate constants
of 1a–g (closed symbols) and 3a–e (open symbols) on pKa of
leaving phenols


0.0 0.1 0.2 0.3 0.4
0


5


10


15


20


[CH3ONa] / M


ko
b


s 
/
s–


1


0.0 0.1 0.2 0.3 0.4
0


100


200


300


[CH3ONa] / M


ko
b


s
/s


–1


Figure 1. Dependence of observed rate constant (kobs) of
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Table 1. Optimised values of rate and equilibrium constants
for derivatives 1a–g


Compound k (s�1) K (M
�1)


1a 84.0� 0.9 33.1� 0.5
1b 95.8� 1.1 31.8� 0.5
1c 132� 3 28.0� 0.9
1d 198� 7 32.0� 1.5
1e 994� 32 51.3� 2.0
1f 2658� 52 44.6� 1.2
1g 33880� 260 106� 9.5
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From the above facts, it is clear that the reaction can
follow either the E1cB or the BAc2 mechanism with rate-
limiting splitting off of phenoxide anion. The concerted
mechanism cannot be completely excluded either, as also
in such cases the value of �¼�0.8 was exceptionally
found.25


In order to solve this problem, we focused our attention
on studies of structurally similar derivatives. Therefore, a
kinetic study of analogous substituted phenyl N-(4-thio-
carbamoylphenyl)carbamates (3a–e) was carried out for
comparison in solutions of sodium methoxide (concen-
trations 0.01–0.5 M); here the only product of methano-
lysis was methyl N-(4-thiocarbamoylphenyl)carbamate
(4) (Scheme 3).


It was found by kinetic measurements that the depen-
dences of the observed rate constant on the concentration
of sodium methoxide are linear with zero intercept for all
the derivatives (3a–e) (Fig. 4). This means that the
equilibrium constant (K1þK2)[CH3ONa]<< 1 and
Eqn (1) or (2) is reduced to the form of Eqn (3) or (4):


kobs ¼ kEK1½CH3ONa� ¼ k½CH3ONa� ð3Þ


kobs ¼ kBK2K3½CH3ONa� ¼ k0½CH3ONa� ð4Þ


By plotting the Hammett equation for these bimolecu-
lar rate constants (k) obtained from the slopes of plots of
kobs vs [CH3ONa], we obtained a linear dependence (Fig. 2,
open symbols), whose slope value of 4.6� 0.2 indicates
that the E1cB mechanism is operating (Scheme 4) and
k¼ kEK1. Slow formation of isocyanate and its fast
reaction with methoxide ion is in accordance with the
literature25,26 and is also supported by a higher �lg¼
�1.55 (Fig. 3, open symbols). We also calculated extent
of C—O fission in the transition state using the normal-
ised �(n) value [�(n)¼�lg/�eq; �eq¼�1.8].24 The calcu-
lated �(n)¼ 0.86 means that the C—O bond is cleaved in
the transition step in to a larger extent (by about 86%)
than in the case of 1a–g. The values of the bimolecular
rate constants are given in Table 2.


From the comparison of rate constants of the ortho and
para derivatives, it follows that in the case of the ortho
derivative, both the reaction rate and acidity are distinctly
increased and the � constant is much lower. It has been
stated27 that, provided the same mechanism operates, the
rate constants of reactions of ortho derivatives are about
eight times as high, but in our case the increase is much
greater (about two orders of magnitude). This means that,
in contrast to compounds 3a–e, in the case of 1a–g the E1cB
mechanism does not operate; instead, the BAc2 mechanism
operates with rate-limiting removal of phenoxide ion or
the concerted mechanism. The high � value for 1a–g can
be explained as follows. Both K2 and kB show �> 0. The
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Table 2. Optimised values of rate constants for derivatives
3a–d


Compound k (M
�1�s�1)


3a 0.32� 0.01
3b 1.76� 0.01
3c 3.21� 0.03
3d 17.3� 0.3
3e 67.6� 0.9
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equilibrium constant for the formation of a cyclic tetra-
hedral intermediate should give � near zero since electron
withdrawal from R2 should render NH� less negative but
should render C——O more positive. Hence a high � value
should be expected for both BAc2 (1a–g) and for E1cB
(3a–e).


The strong decrease in acidity (K1þK2) of the para
derivatives can be explained by the existence of an intra-
molecular hydrogen bond in the ortho derivative, in a
similar way20 as in the case of 2-benzoylaminothiobenza-
mides. Also, computational study of the conjugated base of
1c shows that there exist two stable rotamers (Fig. 5)
differing in Gibbs energy by about 11.3 kJ �mol�1.


In order to obtain further information, we followed the
kinetic behaviour of the ring closure reaction of 4-
methoxyphenyl N-(2-thiocarbamoylphenyl)-N-(methyl)-
carbamate (1h) under the same conditions as above. On
measuring the reaction rate of 1h, it was found that the
absorbance–time dependence is no longer single expo-
nential (Fig. 6). The reaction proceeds kinetically in two
steps, the rate constants of which differ by about one
order of magnitude.


However, this is not a consecutive reaction of the type
substrate ! stable intermediate ! product, because the
spectral recording shows a sharp isosbestic point (Fig. 7).


If the case were a consecutive reaction sequence, such
a stable intermediate could only be the tetrahedral inter-
mediate; however, its absorption spectrum would lie in


the region of lower wavelengths and no isosbestic point
would be formed. In addition, it is known that the life-
times of negatively charged tetrahedral intermediates are
in most cases very short.28,29


The 1H NMR spectrum of 1h reveals that owing to
hindered rotation30 the compound exists in solution in
two unequally populated forms (I and II) in the ratio 3:4
or 4:3; conjugated bases of these forms undergo ring
closure reactions at different rates (Scheme 5). A similar
case was described31 also in the ring closure of structu-
rally cognate N-methyl-N-phenylamides.


This result is also supported by the fact that the
observed rate constants (kobs


fast and kobs
slow) of the two


reactions are dependent on sodium methoxide concentra-
tion (Fig. 8). Their values were determined from Eqn (5)
using commercially available software.32


At � A1 ¼ Me�kfast
obs


t þ Ne�kslow
obs


t ð5Þ


Another possibility could be the variant in which only
one of the forms undergoes the ring closure reaction,
whereas the other is not cyclised at all, but is slowly
converted into the first form. In such a case, however, the
rate of such transformation of the two forms would be
independent of the sodium methoxide concentration.


Moreover, the computational study of anion of 1h
shows that this species also exists in two unequally
populated forms differing in Gibbs energy by only about
3.2 kJ �mol�1 (5.6 kJ �mol�1 for anions). However, the
calculated energy barriers between I and II and also
between their anions are very high (�G� 76 and
92 kJ �mol�1, respectively), so that interconversion of
these two forms is very slow.


The two dependences of observed rate constants on
sodium methoxide concentration have the form typical of
a rapid pre-equilibrium (Fig. 8). This reaction can only
proceed via a concerted mechanism or BAc2 (Scheme 2).
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The E1cB mechanism is excluded owing to the impossi-
bility of formation of the carbamate anion. Optimisation
of the data measured by means of Eqn (2) gave values
of the rate and equilibrium constants kf, ks, Kf and Ks


(Table 3).
The equilibrium constants Kf and Ks obtained for


derivative 1h are �15 times lower than the correspond-
ing value for derivative 1a, while the rate constant ks is
almost the same and kf is 13.5 times higher. The much
higher value of K(1a) results from the fact that the anion
stabilised by the presence of intramolecular hydrogen
bond is more abundant (Fig. 5). The much lower rate


constant of 1a compared with kf(1h) results from the fact
that only the less abundant anion (which is not stabilised
by hydrogen bonding) can undergo the ring closure
reaction. In the case of 1h, stabilisation of the anion by
hydrogen bonding is impossible, but owing to the hin-
dered rotation around the C—N bond there exist two
forms, which cyclise at different rates (Scheme 5).


From all the findings given, it can be deduced that all
the ortho derivatives react by the BAc2 mechanism with
rate-limiting removal of phenoxide ion.


EXPERIMENTAL


Kinetic procedures. The kinetic measurements were car-
ried out on an Hewlett-Packard Model 8453 diode-array
UV–visible spectrophotometer in 1 cm closable cells at
25 �C. The cell was always charged with 1 ml of sodium
methoxide solution and, after attaining the chosen tem-
perature, 10ml of a methanolic solution of the substrate
3a–c were added so that the resulting substrate concen-
tration would be about 5� 10�4


M. The measurements of
reactions with half-lives below 2 s (1a–h, 3d–e) were
carried out using a diode-array stopped-flow SX.18 MV-
R instrument (Applied Photophysics). The observed
pseudo-first-order rate constants kobs were calculated
from the measured time dependences of absorbance
with the help of an optimisation program.32


Computational details. The structures of 1c and 1h and
their anions were optimised at the B3LYP33,34/TZVP35


level. The nature of these structures was characterised by
means of the correct number of negative eigenvalues in
the exact Hessian. Solvent effects were computed for the
gas-phase geometries at the same theoretical level by
means of the PCM model36 using the default options
(solvent methanol).


Materials. 2-Aminothiobenzamide and 2-methylaminothio-
benzamide were prepared according to the literature.37


Substituted phenyl N-(thiocarbamoylphenyl)carbamates
were prepared according to the general procedure described
in the supplementary material, available in Wiley Inter-
science.


Table 3. The values of optimised constants for slower and
faster cyclisation of 1h


Parametera Value


kf [s�1] 1133� 63
Kf [M


�1] 2.38� 0.25
ks [s�1] 97.5� 7.18
Ks [M


�1] 1.78� 0.31


a Subscripts f and s denote faster and slower reaction, respectively.
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25. Štěrba V, Hrabı́k O, Kaválek J, Mindl J, Williams A. Org. Biomol.


Chem. 2003; 1: 415–421.
26. Hegarty AF, Frost LN, Scott FL. J. Chem. Soc., Perkin Trans. 2


1975; 1166–1171.
27. Hegarty AF, Frost LN. J. Chem. Soc., Chem. Commun. 1972; 500–


501.
28. McClelland RA, Santry LJ. Acc. Chem. Res. 1983; 16: 394–399.
29. Adler M, Adler S, Boche G. J. Phys. Org. Chem. 2005; 18: 193–


209.
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ABSTRACT: Theoretical studies for the kinetics of the gas phase elimination of 2-hydroxynitroalkanes were carried out
at MP2/6-31G� level of theory. The mechanism for both secondary and tertiary 2-hidroxynitroalkanes thermolysis is
retro-aldol type. In the case of the secondary 2-hydroxynitroalkanes, that is, 3-nitro-2-butanol and 3-nitro-2-pentanol,
the elimination reaction proceeds via a six-membered cyclic transition state with the formation of actetaldehyde and
the corresponding nitroalkane. In the case of the tertiary 2-hydroxynitroalkane, 2-methyl-3-nitro-2-propanol, the
reaction also proceeds through a six-membered cyclic transition state to give acetone and nitromethane. The
calculated kinetic and thermodynamic parameters are in reasonable agreement with the reported experimental
values. NBO charges revealed that polarization of both Ndþ—Cd�


a and Cd�
a —Cdþ


b bonds are important factors in
the decomposition process. The tertiary substrate is favored due to stabilization of the Cdþ


b positive charge in the
TS. The NBO analysis showed that these reactions are concerted and polar in nature. Copyright # 2006 John Wiley &
Sons, Ltd.

KEYWORDS: Kinetics; unimolecular elimination; pyrolysis; 2-hydroxy nitroalkanes; ‘‘ab initio’’ calculations; reaction


mechanism; transition state structure
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INTRODUCTION


The gas-phase elimination of primary, secondary, and
tertiary 2-hydroxyalkenes,1–6 2-hydroxyacetylenes,7,8


2-hydroxy esters,2,9–13 2-hydroxy ketones,4,9,14–17


2-hydroxynitriles,18 and 2-hydroxyalkylbenzenes19


were found to proceed through a concerted six-
membered cyclic transition state as described in reaction
(1). The Ca—Cb bond polarization, in the direction of
Cd�
a � � � �Cdþ


b , was attributed to be rate determining step.
The elimination rates increase from primary to tertiary
Cb consistent with stabilization of the dþ charge. In
addition to this fact, the higher the nucleophilicity of the
main group the faster the rate of elimination.4 In other
words, C——O bond is a better nucleophile that C——CH2


bond which accounts for the difference in reactivity in
the order ketones> esters> alkenes (Scheme 1).
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Among the compounds described in reaction (1), the
gas phase elimination kinetics of several primary,
secondary, and tertiary hydroxy substituent at the 2-
position of a nitro group in nitroalkanes were examined.20


According to product formation of secondary and tertiary
hydroxynitroalkanes, a retro-aldol type of decomposition
takes place, which is similar to the elimination process of
reaction (1). Consequently, these substrates appear to
proceed through a six-membered cyclic transition state as

J. Phys. Org. Chem. 2006; 19: 836–840
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depicted in reaction (1). Consequently, the mechanisms of
elimination may be described as in reactions (2) and (3).

R = CH3 or CH2CH3
RCH2NO2


RCH N


OH


O+CH3CHO


δ−δ+


O


HC
CH


N


O
H


O
H3C


R


(3)


CH3NO2


CH2 N


OH


O+CH3CCH3


O


δ−δ+


O


   C
CH2


N


O
H


O
H3C


H3C


(2)

With regard to some primary 2-hydroxy groups in
nitroalkane, they undergo a dehydration process and
small amount of the isomer alkyl nitrate. This result
differs from a retro-aldol type of elimination of
compounds listed in reaction (1).


This paper is addressed at examining the quantum
mechanical calculation in order to explore the nature of
the reaction mechanism for the homogeneous unim-
olecular gas phase elimination of 3-nitro-2-butanol, 3-
nitro-2-pentanol, and 2-methyl-3-nitro-2-propanol.

COMPUTATIONAL METHODS
AND MODELS


The kinetics for the gas phase elimination reaction of
2-hydroxynitroalkanes have been studied at MP2/6-31G�


level of theory as implemented in Gaussian 98W.21


Transition states search was performed using Quadratic
Synchronous Transit protocol. The nature of stationary
points was established by calculating and diagonalizing
the Hessian matrix (force constant matrix). TS structures
were characterized by means of normal mode analysis.
Intrinsic reaction coordinate (IRC) calculations were
performed to verify transition state structures. The unique
imaginary frequency associated with the transition vector
(TV), that is, the eigenvector associated with the unique
negative eigenvalue of the force constant matrix, has been
characterized.


Frequency calculations provided thermodynamic
quantities such as zero point vibrational energy (ZPVE),
temperature corrections (E(T)) and absolute entropies
(S(T)), and consequently, the rate coefficient can be
estimated assuming that the transmission coefficient is
equal to 1. Temperature corrections and absolute
entropies were obtained assuming ideal gas behavior

Copyright # 2006 John Wiley & Sons, Ltd.

from the harmonic frequencies and moments of inertia by
standard methods22 at average temperature and pressure
values within the experimental range. Scaling factors for
zero point energies were taken from the literature.23


The first-order rate coefficient k(T) was calculated
using the TST24 and assuming that the transmission
coefficient is equal to 1, as expressed in the following
relation:


kðTÞ ¼ ðKT=hÞ expð�DG#=RTÞ
Where DG is the Gibbs free energy change between the
reactant and the transition state and K, h are the Boltzman
and Plank constants, respectively.


DG# was calculated using the following relations:


DG# ¼ DH# � TDS#


and,


DH# ¼ V# þ DZPVE þ DEðTÞ


Where V# is the potential energy barrier and DZPVE and
DE(T) are the differences of ZPVE and temperature
corrections between the TS and the reactant, respectively.

RESULTS AND DISCUSSIONS


The theoretical studies on the elimination mechanism of
2-hydroxynitroalkanes for the retro-aldol type of reaction
were carried out. The secondary 2-hydroxynitroalkanes,
that is, 3-nitro-2-butanol and 3-nitro-2-pentanol, undergo
thermal decomposition to yield acetaldehyde and the
corresponding nitroalkane. The tertiary 2-hydroxyni-
troalkane, 2-methyl-3-nitro-2-propanol, gives on elimin-
ation acetone and nitromethane.


Geometries for reactants, TS and products for the
elimination reactions described above were optimized
using MP2/6-31G� basis set. Frequency calculations were
carried at the average experimental conditions (280 8C) at
the same level of theory. Thermodynamic quantities such
as ZPVE, temperature corrections (E(T)), energy,
enthalpy, and free energies were obtained from
vibrational analysis. Entropy values were estimated from
vibrational according to the suggestion of Chuchani–
Cordova25 by using factor C exp.


Results from MP2/6-31G� are shown in Table 1.
Calculated thermodynamic and kinetic parameters are in
good agreement with experimental within 3 kJ/mol for
DH# theo, Eatheo, DG# theo Activation parameters at MP2/6-
31G� level of theory follow the same reactivity order
observed for experimental values.


Calculated activation parameters DH#, Ea, DG#, DS#


were used to obtain log A and first order rate coefficients.
Experimental values in Table 1 show that on increasing
substitution at Cb increases the rate coefficient. This is
also the case for calculated rates, the reactivity order
being: 2-methyl-3-nitro 2-propanol (tertiary)> 3-nitro-2-

J. Phys. Org. Chem. 2006; 19: 836–840







Table 2. Structural Parameters reactants and TS of secondary
2-hydroxynitroalkanes from MP2/6-31G� calculations at
2808C, for retro-aldol type reaction. Atom distances are in
Å and dihedral angles are in degrees


R


S1 S2 S3


R TS R TS R TS


Distances Å


O1–N2 1.31 1.43 1.31 1.42 1.31 1.42
N2–C3 1.54 1.39 1.53 1.39 1.53 1.38
C3–C4 1.54 2.02 1.55 2.04 1.54 2.04
C4–O5 1.47 1.32 1.47 1.53 1.47 1.32
O5–H6 1.00 1.42 1.00 1.31 1.00 1.37
H6–O1 2.02 1.12 1.98 1.39 1.96 1.12


Dihedral angles


O1–N2–C3–C4 TS TS TS


N2–C3–C4–O5 73.86 68.54 68.77
C3–C4–O5–H6 �63.58 �50.72 �51.31
C4–O5–H6–O1 33.29 22.21 22.29


�24.78 �19.21 �19.38


Imaginary frequencies


TS TS TS


578.30 560.33 654.78


Table 1. Activation parameters for the thermal decomposition of secondary 2-hydroxynitroalkanes MP2/6-31G� at 280 8C, for
retro-aldol type reaction. Experimental values are shown in parentheses


Substrate DH 6¼ (kJ mol�1) Ea (kJ mol�1) DS 6¼ (J mol�1 K�1) DG 6¼ (kJ mol�1) log A k1 (s�1) 104 Cexp


S1 147.7 (145.8) 153.3 (150.4) �33.4 (�31.6) 166.2 (163.3) 11.31 (11.84) 6.92 (42.66) 12.9
S2 141.2 (138.9) 146.8 (143.5) �44.3 (�42.5) 165.7 (162.4) 10.75 (11.27) 7.77 (52.00) 18.9
S3 138.0 (142.3) 143.6 (146.9) �36.9 (�35.1) 158.4 (161.7) 11.14 (11.66) 38.10 (60.26) 14.8


S1¼ 3-nitro 2-butanol, S2¼ 3-nitro-2-pentanol, S3¼ 2-methyl-3-nitro 2-propanol
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pentanol ffi 3-nitro-2-butanol (secondary). Values for
entropy of activation (�33.4 to �44.4 J/Kmol) are in
accord with a concerted process with a six-membered TS
structure as indicated by experimental log Avalues (11.3–
11.8).26


Structural parameters and charges for reactants, the
corresponding transition states TS, and products for the
three substrates under study are given in Table 2. The TS
structure for thermal elimination of 2-hydroxynitroalkanes
is a six-membered ring, with the hydrogen being transferred
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O H
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CH3
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S1: 3-nitro 2-butanol                   S2: 3-nitro-2-pent


Scheme
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(H6) midway between oxygen O5 in hydroxyl moiety and
oxygen O1 at the nitro group (Scheme 2, Fig. 1).


Analysis of geometrical parameters revealed that all
three TS structures are quite similar. Following the
reaction path from reactants to TS structures, there is an
increase in O1—N2 distance; N2—C3 distance decreases
indicating double bond formation, C3—C4 distance
diminish demonstrating a partial double bond character.
The O5—H6 distance increases showing O—H bond
breaking as the oxygen in the nitro group O1 abstracts the
hydrogen H6, as shown in O1—H6 bond distance, which
decreases indicating bond formation. The TS structure for
2-hydroxy nitroalkanes (S1, S2, S3) shows departure
from planarity (maximum deviation of 748) in a semi-
chair conformation with atoms N2—O1—H6—O5 close
to a planar structure and C3 out of plane.


Imaginary frequencies characterizing the TS are
�578.3, �560.3, and �654.8 cm�1 for 3-nitro-2-butanol,
3-nitro-2-pentanol, and 2-methyl-3-nitro-2-propanol,
respectively, and are associated with hydrogen transfer
reaction coordinate.


Analysis of NBO charges (Table 3) shows that the most
important differences between the secondary substrates
(S1, S2) and the more reactive tertiary substrate (S3) are the
changes in N2—C3 and C3—C4 bond polarization. In the
tertiary substrate there is an important charge separation in
N2—C3 and C3—O4 that increases in the TS. Also the
magnitude in C3 and C4 charges are bigger for S3. This
result and the higher rate coefficient for the tertiary
substrate S3 suggest that polarization of both N—Ca


and Ca—Cb bonds is important in the decomposition
process.


BOND ORDER ANALYSIS


To investigate the nature of the TS along the reaction
pathway, the bond order calculations NBO were
performed.27–29 Wiberg bond indexes30 were computed

4


6


5O
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Table 3. NBO charges for reactants and TS for secondary 2-
hydroxynitroalkanes from MP2/6-31G� calculations at
2808C, for retro-aldol type reaction


R


S1 S2 S3


R TS R TS R TS


OB1� �0.41 �0.52 �0.34 �0.51 �0.41 �0.51
NB2� 0.43 0.34 0.43 0.34 0.43 0.34
CB3� �0.09 �0.13 �0.09 �0.13 �0.28 �0.34
CB4� 0.06 0.34 0.06 0.34 0.24 0.53
OB5� �0.75 �0.72 �0.74 �0.72 �0.74 �0.73
HB6� 0.47 0.51 0.47 0.51 0.47 0.51


Figure 1. Two views of the TS structure for thermal
decomposition of 3-nitro-2-pentanol at 280 8C are shown.
A semi-chair type of structure including atoms N2, O1, H6,
O5, and C4 close to a plane, while C3 is out of plane
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using the natural bond orbital NBO program31 as
implemented in Gaussian 98W. Bond breaking and
making process involved in the reaction mechanism can
be monitored by means of the Synchronicity (Sy) concept
proposed by Moyano et al.32 defined by the expression:


Sy ¼ 1 �


Pn
i¼1


jdBi � dBavej=dBave


� �


2n� 2
n is the number of bonds directly involved in the reaction
and the relative variation of the bond index is obtained
from:

dBi ¼
½BTS


i � BR
i �


½BP
i � BR


i �
where the superscripts R, TS, P, represent reactant,
transition state, and product, respectively.


The evolution in bond change is calculated as:


%Ev ¼ dBi � 100


The average value is calculated from:


dBave ¼ 1=n
Xn
i¼1


dBi

Copyright # 2006 John Wiley & Sons, Ltd.

Bonds indexes were calculated for those bonds
involved in the reaction changes, that is: O1—H6,
O5—H6, C4—O5, C3—C4, N2—C3, and N2—O1,
(Scheme 2, Fig. 1), all other bond bonds remain
practically unaltered during the process.


NBO analysis results are shown in Table 4.
Calculated Wiberg indexes Bi for reactants, TS and
products for 2-hydroxy nitroalkanes show an important
progress in N 2—C3 reaction coordinate (between 58
and 82 %) with the maximum progress being that of the
tertiary substrate S3. For bonds O1—H6, O5—H6 and
C3—C4 the advancement in the reaction coordinate
varies from 60 to 66 %, while C4—O5 double bond
formation evolution is midway. Small progress is
observed for N2—O1 reaction coordinate in all
substrates (�21%). Considering the average progress
in all reaction coordinates dBave is intermediate
between reactant and products (dBave � 0.5). Synchro-
nicity parameters Sy� 0.7 indicate that these reactions
are concerted and polar in nature as seen in NBO
charges analysis.


The above-mentioned considerations provide additional
evidence for polar retro-aldol type of mechanism in the
gas phase elimination of 2-hydroxy nitroalkanes where the
polarization of N—Ca and Ca—Cb bonds are paramount
factors.

CONCLUSIONS


The thermal elimination of 2-hydroxy nitroalkanes occurs
in a retro-aldol type of mechanism with a six-membered
TS structure characterized by the transference of the
hydroxyl hydrogen to the nitro group to give acetaldehyde
and the corresponding nitroalkane for the secondary
substrates and acetone and nitromethane for the tertiary
substrate. Theoretical calculations suggest that the reaction
proceeds in a concerted asynchronous mechanism.
Activation parameters are in reasonable agreement with
experimental values for MP2/6-31G� level of theory. The
rate coefficients suggest that alkyl substitution on Cb favors
the decomposition by stabilizing the partial positive charge

J. Phys. Org. Chem. 2006; 19: 836–840







Table 4. NBO analysis for secondary 2-hydroxynitroalkanes from MP2/6-31G� calculations at 2808C for retro-aldol type
reaction.Wiberg bond indexes (Bi),% evolution through the reaction coordinate (%Ev), average bond index variation (dBave) and
Synchronicity parameter (Sy) are shown


Substrate O1–H6 O5–H6 C4–O5 C3–C4 N2–C3 N2–O1 (Bave Sy


S1 BR
i


0.0315 0.7345 0.9304 0.9804 0.8456 1.4507 0.476 0.704


BTS
i


0.4727 0.2548 1.3560 0.3930 1.2464 1.0221


BP
i


0.7526 0.0102 1.8097 0.0098 1.3986 0.8946
%Ev 61.18 66.23 48.20 60.52 72.48 22.93


S2 BR
i


0.0011 0.7298 0.9418 0.9797 0.8506 1.5312 0.479 0.712


BTS
i


0.4692 0.2556 1.3627 0.3877 1.2559 1.0334


BP
i


0.7078 0.0382 1.7608 0.0501 1.5464 0.9015
%Ev 66.23 68.57 51.39 63.68 58.25 20.94


S3 BR
i


0.0393 0.7276 0.9302 0.9799 0.8690 1.4380 0.496 0.708


BTS
i


0.4588 0.2657 1.3366 0.3817 1.2853 1.0357


BP
i


0.7167 0.0115 1.7822 0.0106 1.3716 0.9287
%Ev 61.93 64.50 47.70 61.71 82.83 21.01
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in the TS. Calculated first order rate coefficients show the
same tendency observed for experimental counterparts.
The TS structure is a semi-chair six-membered structure in
which the hydrogen being transferred, the alcohol oxygen,
Cb, and the nitrogen of the nitro moiety are close to a plane
and Ca is out of plane. The elimination occurs in an
asynchronic fashion as suggested by synchronicity values
(Sy� 0.7). NBO analysis suggests that the polarization of
N—Ca and Ca—Cb bonds are important factors in the
decomposition process.
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ABSTRACT: Hydron exchange reaction rates, kexchM
�1s�1, using methanolic sodium methoxide are compared with


gas-phase acidities, DG0
Acid kcal/mol, for four 9-YPhenylfluorenes-9-iH, seven YC6H4C


iH(CF3)2, seven YC6H4-


CiHClCF3, and C6F5
iH. Fourteen of the fluorinated benzylic compounds and pentafluorobenzene result in near unity


experimental hydrogen isotope effects that suggest substantial amounts of internal return associated with the exchange
process. Although the reactions of 9-phenylfluorene have experimental isotope effects that appear to be normal in
value, they do not obey the Swain–Schaad relationship. This suggests that they occur with small amounts of internal
return. The entropies of activation, DSz, are þ12 to þ14 eu, for the benzylic compounds and different significantly
from those for the 9-YPhenylfluorenes, DSz of �8 to �12 eu. The DSz � 1 eu for the reactions of pentafluorobenzene
falls between the other compounds. Density functional calculations using B3LYP/6-31þG(d,p) are reported for the
reactions of CH3O


�(HOCH3)3 with C6F5H, C6H5CH(CF3)2, C6H5CHClCF3, and 9-phenylfluorene. Copyright #
2006 John Wiley & Sons, Ltd.


KEYWORDS: kinetic acidities; methanolic sodium methoxide; DG0
Acid (gas phase); B3LYP/6-31þG(d,p) calculations


INTRODUCTION


Over 30 years ago Ritchie1 predicted that carbon acids
whose conjugate bases have localized charge will have
their rates of hydron exchange [‘kinetic acidities’] greater
than their thermodynamic acidities. An example is the
weaker acid pentafluorobenzene-t [PFB-t], pKa¼ 25.8,2


has a methoxide catalyzed protodetritiation rate,
k¼ 2.57� 10�2M�1s�1,3 that is 15 times faster at
25 8C than that for 9-phenylfluorene-9-t [9-PhFl-9-t],
pKa¼ 18.5 and k¼ 1.77� 10�3M�1s�1.4 Reactions of
PFB-iH result in forming C6F5


� [PFB�] with lone pair
electrons in an sp2 orbital, while the aromatic 9-
phenylfluorenyl anion [9-PhFl�] is highly p-delocalized.
The unity primary kinetic isotope effect [PKIE], kD/
kT¼ 1.0, for the exchange reactions of PFBiH differs
from the kD/kT of 2.54 obtained from the reactions of


9-PhFl-9-iH. Cram first suggested that near unity isotope
effects for hydron exchange reactions are due to an internal-
return mechanism with hydron transfer occurring prior to
the rate-limiting step in the reaction mechanism.5 There-
fore, after a correction for internal return, tritium transfer
from theweaker acid,PFB-t, to�OCH3 is at least 750 times
faster than that from the stronger acid, 9-PhFl-9-t.


Our correlation of gas-phase acidities, DG0
Acid, and


rates of methanolic sodium methoxide catalyzed hydron
exchange reactions has been extended from the first
report6 and now includes a number of phenyl-ring-
substituted 9-phenylfluorenes, C6H5C


iH(CF3)2 [I] and
C6H5


iHClCF3 [II], Table 1. Density functional calcu-
lations using B3LYP/6-31þG(d,p) are also reported to
compare the energies and charge distribution of possible
intermediates formed during the reactions of methanolic
methoxide with 9-PhFl, PFB, I and II.


RESULTS AND DISCUSSION


A general scheme for the methoxide-catalyzed exchange
of R-D starts when it is aligned with the methoxide
ion, EC-d. Two solvent methanols are included
since calculations on hydron transfer between R-H and
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�OCH3 did not mimic solution experimental results. The
deuterium can now be transferred to methoxide, kD1 , to
form the hydrogen-bonded carbanion, HB-d.


(1)


The internal-return step, kD�1, regenerates the deuter-
ated carbon acid and methoxide and competes with a


forward step that breaks the hydrogen bond to form FC-d,
kD2 , which is not stabilized by direct contact with the
DOCH3.


(2)


A rearrangement of the solvent molecules replaces the
CH3OD with a CH3OH in the best position to form a new


Table 1. Experimental gas-phase acidities, DG0
Acid, Rate constants and activation parameters for methanolic sodiummethoxide


promoted hydron exchange reactions


Compound
DG0


Acid,
kcal/mol


k, M�1s�1


(258C)
DHz,


kcal/mol
DSz,


eu (258C)
Temperature range 8C
[number of points]


m-CF3C6H4CT(CF3)2 326.8 4.74 E-1 21.60� 0.10 12.4� 0.4 �19 to 0 [4]
m-CF3C6H4CT(CF3)2 [MeOD] 1.33 20.63� 0.02 11.2� 0.1 �29 to �10 [3]
m-FC6H4CD(CF 3)2 331.5 8.50 E-2 21.55� 0.08 8.8� 0.3 �10 to 15 [4]
p-ClC6H4CD(CF3)2 331.4 3.45 E-2 23.10� 0.16 12.2� 0.6 0 to 20 [5]
p-FC6H4CD(CF3)2 334.3 3.33 E-3 24.64� 0.16 12.8� 0.5 10 to 30 [5]
C6H5CD(CF3)2 335.3 2.12 E-3a 24.4� 0.1 11.2� 0.4 0 to 50 [7]
C6H5CT(CF3)2 2.09 E-3a 24.1� 0.2 9.9� 0.7 5 to 50 [7]
C6H5CT(CF3)2 [MeOD] 5.49 E-3a 23.9� 0.1 11.1� 0.2 5 to 50 [9]
C6H5CH(CF3)2 [MeOD] 6.14 E-3a 23.9� 0.1 11.4� 0.3 10 to 50 [5]
m-CH3C6H4CD(CF3)2 336.3 1.04 E-3 24.97� 0.15 11.5� 0.5 20 to 40 [5]
p-CH3C6H4CD(CF3)2 337.0 4.70 E-4 25.53� 0.20 11.9� 0.7 25 to 45 [5]
p-NO2C6H4CDClCF3 329.8 4.40 16.62� 0.05 0.1� 0.2 �50 to �30 [4]
p-NO2C6H4CHClCF3 [MeOD] 4.04 Eþ1 16.23� 0.19 3.2� 0.8 �55 to �40 [3]
3,5-(CF3)2C6H3CDClCF3 332.4 7.51 E-2 22.48� 0.07 11.7� 0.3 �5 to 25 [6]
3,5-F2C6H3CDClCF3 340.5 1.82 E-3 25.36� 0.10 14.0� 0.4 10 to 30 [3]
p-CF3C6H4CDClCF3 337.4 8.58 E-4 25.90� 0.08 14.3� 0.3 20 to 45 [6]
p-CF3C6H4CTClCF3 7.91 E-4b 25.42� 0.08 12.5� 0.3 20 to 55 [8]
p-CF3C6H4CTClCF3 [MeOD] 2.06 E-3b 24.86� 0.13 12.5� 0.4 20 to 45 [6]
m-CF3C6H4CDClCF3 340.1 1.09 E-4 26.36� 0.11 11.7� 0.3 30 to 55 [7]
m-CF3C6H4CTClCF3 1.03 E-4 26.67� 0.12 12.7� 0.4 30 to 60 [5]
m-CF3C6H4CTClCF3 [MeOD] 2.77 E-4 25.81� 0.33 11.8� 1.1 30 to 50 [3]
m-CF3C6H4CTClCF3 [EtOH] 2.20 E-3 25.25� 0.16 14.0� 0.5 10 to 40 [7]
m-CF3C6H4CHClCF3 [MeOD] 3.03 E-4 25.51� 0.14 10.9� 0.5 30 to 50 [3]
m-ClC6H4CTClCF3 343.2 4.16 E-5 26.96� 0.08 11.8� 0.3 35 to 59 [5]
m-ClC6H4CTClCF3 [EtOH] 7.74 E-4 25.31� 0.16 12.1� 0.5 25 to 50 [5]
m-FC6H4CDClCF3 344.6 2.36 E-5 27.85� 0.06 13.7� 0.2 40 to 65 [5]
C6H5CTClCF3 [EtOH] 348.7 9.03 E-6a 26.54� 0.01 7.4� 0.1 50 to 80 [3]
9-(p-CF3C6H4)-fluorene-9-t 326.9 2.03 E-2 15.78� 0.11 �13.4� .4 �10 to 25 [4]
9-(m-CF3C6H4)-fluorene-9-t [MeOD] 327.4 1.58 E-2 17.07� 0.06 �9.5� .2 0 to 20 [3]


3.38 E-2 16.29� 0.14 �10.6� .5 �10 to 10 [3]
9-(m-FC6H4)-fluorene-9-t 331.3 8.24 E-3 17.84� 0.05 �8.2� .2 0 to 25 [4]
9-Phenylfluorene-9-d 335.6c 3.89 E-3 17.22� 0.04 �11.8� .1 5 to 35 [3]
9-Phenylfluorene-9-t 1.54 E-3 18.42� 0.13 �9.6� .4 25 to 45 [5]
9-Phenylfluorene-9-t [MeOD] 3.25 E-3 18.13� 0.07 �9.1� .2 25 to 40 [3]
9-Phenylfluorene-9-h [MeOD] 5.16 E-2 15.18� 0.07 �13.5� .3 �25 to 5 [6]
CDCl2CF3 348.2 1.90 E-2d 21.3� 0.1 5.0� .3 0 to 20 [2]
C6F5D 349.2 3.07 E-2 19.52� 0.19 0.0� .7 0 to 21 [5]
C6F5T 2.96 E-2e 19.76� 0.07 0.7� .2 �15 to 15 [6]
C6F5T [MeOD] 5.93 E-2 19.45� 0.05 1.1� .2 �20 to 15 [4]
C6F5H [MeOD] 6.53 E-2 19.25� 0.07 0.6� .3 �15 to 10 [4]


a Ref. 18. Rate constant is divided by 20 to corrected for reaction in methanolic sodium methoxide, k� 4.5� 10�7M�1s�1.
b Ref. 14.
c Bartmess, J. E.; Negative Ion Energetics Data in NIST Standard References Database Number 69, Lindstrom, P. J. and Mallard, W. G., Eds., NIST,
Gathersburg, MD 2003.
d Data from Ref. 26a used to calculate values at 258C and activation parameters.
e Data from Ref. 3 give the following: C6F5T, k¼ 2.57 E-2 (258C), DHz¼ 19.92� 0.05 kcal/mol, DSz¼ 1.0� 0.2 eu.
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hydrogen-bonded carbanion HB-h, kH3 . The CH3OD is
lost in a sea of CH3OH and formation of HB-d, kD�2, does
not compete favorably with the formation of HB-h
starting the process to give R-H.


(3)


The rate law for this mechanism is:


kobs ¼ k1k2


k�1 þ k2
(4)


There are two extremes for this rate law: (a) when
k�1� k2, then kobs¼ [k1/k�1]k2, and (b) when k2� k�1,
then kobs¼ k1. For case (a) second-order kinetics and near
unity experimental isotope effects are expected. For case
(b) second-order kinetics are expected with normal
experimental isotope effects that obey the Swain–Schaad
relationship, kH/kT¼ (kH/kD)1.442.7


A contribution to the analysis of isotope effects
associated with cases where there is no single rate-limiting
step was made by the Streitwieser group in 1971.4,8 Using
the rate constants for all three hydrogen isotopes at one
temperature and the Swain–Schaad relationship, they can
calculate an internal-return parameter, a¼ k�1/k2, for each
isotope, and the rate constant for the hydron transfer steps
can be calculated using:


k1 ¼ kobs½aþ 1� (5)


This analysis was applied to the methoxide-catalyzed
rates of the exchange reactions for 9-PhFl-9-iH that
resulted in kD/kT¼ 2.53 and kH/kT¼ 15.9.9 To satisfy the
Swain–Schaad relationship, the value of kH/kT should be
20.6 or 22.3.10 The deviations from Swain–Schaad
predict that a small amount of internal return is associated
with the hydron exchange reactions of 9-PhFl-9-iH. The
internal return is negligible for 9-PhFl-9-t (aT¼ 0.016)
and 9-PhFl-9-d (aD¼ 0.050), but cannot be ignored for
9-PhFl-9-h (aH¼ 0.49).11


Albery and Knowles12 warned that very accurate
isotope effects are required to make use of deviations
from a rather insensitive Swain–Schaad relationship to
calculate amounts of internal return. Dahlberg calculated
the anticipated effect of an internal return mechanism on
the Arrhenius behavior of the PKIE associated with
hydron transfer reactions.13 Since this analysis does not
make use of the Swain–Schaad relationship, a tempera-
ture-dependence study on all three hydrogen isotopes
offers an alternate method to determine the internal return
process, and also gives information about the relative
entropy and enthalpy relationship between the return step


and any forward step. We have used this in studies of
alkoxide-promoted dehydrohalogenation reactions.14


Kinetic acidity versus thermodynamic acidity


The pKa of carbon acids with beta C—F bonds cannot be
measured in solution due to the rapid elimination of the
beta fluoride ion. The elimination of a beta fluoride from
PFB� was slow enough to allow the measurement of a
solution pKa for PFB.


2 Carbon acids with a —CF3 group
attached to the acidic carbon atom form stable anions in
the gas phase and permits measurement of gas-phase
acidities, DG0


Acid. Values for 15 ring substituted com-
pounds of C6H5CH(CF3)2 [I] or C6H5CHClCF3 [II] are
given in Table 1. The gas-phase acidities for I,
DG0


Acid¼ 335.3 kcal/mol, and 9-PhFl, DG0
Acid ¼


335.6 kcal/mol, are about the same. Since the protode-
tritiation rates [kinetic acidity] for C6H5CT(CF3)2,
k¼ 2.09� 10�3M�1s�1, and 9-PhFl-9-t, k¼ 1.54�
10�3M�1s�1, are virtually the same at 258C, both kinetic
and thermodynamic acidity are similar for the two
compounds. This does not hold with substituents on the
phenyl rings of I and 9-PhFl, Fig. 1. The DG0


Acid values
for m-F-I, 331.5 kcal/mol, and 9-m-FPhFl, 331.3 kcal/
mol, are still similar; however, the exchange rates for
m-F-I-d, k¼ 8.50� 10�2M�1s�1, and 9-m-FPhFl-9-t,
k¼ 8.24� 10�3M�1s�1, differ by a factor of 10.15 A
Hammett plot using sigma values for the four 9-YPhFl-
9-t compounds in Table 1 results in a rho of 2.1, and
suggests that the negative charge of the fluorenyl anions is
not p-delocalized into the phenyl rings that are twisted
and therefore cannot conjugate fully with any negative


Figure 1. Correlation of experimental gas phase acidities
and kinetic acidities
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charge developing at the 9-carbon. Fujio and Tsuno
reported small rho values for systems where the phenyl is
twisted to hinder conjugation.16 On the other hand, rates
for the seven Y-I compounds result in a rho value of 4.9,
and this is similar to one for the protodetritiation of ring-
substituted toluene-a-t’s with lithium cyclohexylamide in
cyclohexylamine.17


The gas-phase acidities of II, DG0
Acid ¼ 348.7 kcal/mol,


and PFB, DG0
Acid ¼ 349.2 kcal/mol, are similar. The


protodetritiation of C6H5CTClCF3 [II-t] is too slow in
methanolic sodium methoxide and was carried out in
ethanolic sodium ethoxide, k¼ 9.03� 10�6M�1s�1.
Reactions in methanolic sodium methoxide are about
20 times slower than those in ethanol [see m-
ClC6H4CTClCF3 and m-CF3C6H4CTClCF3 in Table 1].
When the ethoxide rate for the protodetritiation of II-t is
corrected for the change in base systems,
k� 4.5� 10�7M�1s�1, the rate is about 66,000 times
slower than that for PFB-t, k¼ 2.96� 10�2M�1s�1,
Fig. 1. To get a derivative of II close to the kinetic acidity
of PFB requires the much stronger acid 3,5-
(CF3)2C6H3CDClCF3, DG0


Acid ¼ 332.4 kcal/mol, which
has a rate of deuterium exchange, k¼ 7.51� 10�2


M�1s�1, that is only 2.4 times faster than that for
PFB-d.


There is no relationship between the kinetic and
thermodynamic acidities when comparing the behavior of
Y-PhFl or PFB with Y-I and Y-II. There are also large
differences in the activation entropies, DSz, associated
with their exchange kinetics. The four Y-PhFl com-
pounds result in DSz values between �8 and �14 eu,
while the seven Y-I compounds and seven of the Y-II
derivatives are at the other extreme with DSz values
between þ9 and þ14 eu. The reactions of PFB are in
the middle with DSz �þ1 eu. With the exception of
p-NO2-II, the Y-I and Y-II compounds have near unity
experimental PKIE values similar to that for PFB, while
the 9-PhFl has ‘normal’ PKIE values that suggest a small
amount of internal return.


Activation entropies and experimental PKIE
values associated with the exchange reactions


Our initial studies of the reactions of I used both ethanolic
sodium ethoxide and methanolic sodium methoxide for
hydron exchange and dehydrofluorination reactions.
Twelve different temperature dependence studies using
�0.3M alkoxide solutions resulted in near unity PKIE
values and DSz values of þ10 to þ18 eu.18 Therefore, a
working model is that hydron-transfer reactions associ-
ated with near unity PKIE have DSz values near or above
þ10 eu. This holds for the reactions of the YC6H4


CiH(CF3)2 compounds and seven of the YC6H4C
iHClCF3


derivatives. The exception is the reactions of p-NO2-II
with DSz values between 0 and þ2 eu, and a kH/kD� 3


after correcting for a solvent isotope effect of kOD/
kOH¼ 2.6. This is probably due to the formation of a more
p-delocalized carbanion that has less internal return than
the reactions of the other Y-II compounds. The DSz value
increases to þ15 eu for the dehydrofluorination of
p-NO2C6H4CHClCF3 which is 1300 times slower,
k¼ 3.33� 10�3M�1s�1 at 258C, than the exchange
reaction of p-NO2C6H4CDClCF3, k¼ 4.40M�1s�1 at
258C. In contrast to this the methoxide-catalyzed
exchange reaction of p-CF3C6H4CDClCF3 is only
75 times faster than the dehydrofluorination of
p-CF3C6H4CHClCF3 which has a similar value of
DSz ¼þ12.3 eu. A larger difference in DSz between a
dehydrofluorination reaction, DSz ¼þ10 eu, and exchange
reaction, DSz ¼�17 eu, was reported for 9-trifluoro-
methylfluorene, and these reactions form a highly
p-delocalized carbanion.19


The DSz values for the 9-YPhFl-9-t compounds are
between �8 and �14 eu, and the experimental isotope
effects associated with the reactions of 9-PhFl suggest
only a small amount of internal return. These DSz values
are more consistent with the second order-kinetics
expected from bimolecular reactions featuring a small
amount of internal return. Our model for DSz values
expected for bimolecular reactions occurring with
methanolic sodium methoxide comes from the reactions
of CH3O


� and 13 CF2——CHC6H4Y compounds that form
intermediates, {CH3OCF2CHC6H4Y}


�, in the rate-limit-
ing step and have no return to starting materials. The
experimental DSz values associated with these reactions
range from �15 to �20 eu.20


The methoxide-promoted dehydrofluorinations of
p-CF3C6H4C


iHClCH2F [iH¼H, D, and T] result in
DSz ¼þ2.6 eu, with kH/kD¼ 2.19 and kD/kT¼ 1.63 at
258C, internal-return parameters of aH¼ 2.1, aD¼ 0.50
and aT¼ 0.27, and have no exchange with solvent prior to
elimination. The loss of fluoride from a—CH2F can occur
from a hydrogen-bonded carbanion while loss of fluoride
from a —CF3 requires the formation of a free carbanion
which accepts a hydron from solvent faster than ejecting
the fluoride ion.14 The methoxide-promoted eliminations
of HCl fromm-CF3C6H4C


iHClCH2Cl have DS
z ¼�1.7 eu,


with kH/kD¼ 3.49 and kD/kT¼ 1.88 at 258C resulting in
values of aH¼ 0.59, aD¼ 0.13, and aT¼ 0.068. Similar
reactions for m-ClC6H4C


iHClCH2Cl have DS
z ¼�2.6 eu


with kH/kD¼ 3.49 and kD/kT¼ 1.83 at 258C resulting in
values of aH¼ 0.59, aD¼ 0.14, and aT¼ 0.072.14 The
dehydrochlorination reactions of 13 YC6H4CHClCF2Cl
compounds with one or two meta or para substituents
result in an average DSz of about 1 eu. The DSz drops to
�9.2 eu for o-CF3C6H4CHClCF2Cl and �8.8 eu for 2,6-
Cl2C6H3CHClCF2Cl, and this suggests that the bulkier
groups hinder the internal-return process.21 Again the
case of pentafluorobenzene is an anomaly withDSz values
around þ1 eu and a near unity experimental isotope
effect. To address this anomaly, density functional
calculations were carried out to determine relative
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energetics of intermediates associated with the reactions
of methoxide with I, II, 9-PhFl, and PFB.


Density functional B3LYP/6-31RG(d,p)
calculations


Formation of both hydrogen-bonded carbanions and
carbanions that are not stabilized by direct contact with an
alcohol solvent molecule were proposed to explain the
experimental isotope effects associated with hydron
transfer between carbon and oxygen.22 Because we were
unable to obtain direct experimental evidence for the
existence of these hydrogen-bonded carbanions, we
decided to investigate them by calculations. The initial
calculations using B3LYP/6-31þG(d,p) evaluated the
stability of any possible intermediates for the reaction of
C6H5CH(CF3)2, I, and CH3O


� to {C6H5C(CF3)2}
� [IS]


and CH3OH, and resulted in a stable hydrogen-bonded
carbanion that is 43 kcal/mol more stable than I and
CH3O


�, and 7 kcal/mol more stable than IS and
CH3OH.


23 This is highly exothermic because it deals
with gas-phase species and a DG0


Acid of 375.5 kcal/mol for
methanol24 makes it a weaker acid than toluene. We
continue to use B3LYP/6-31þG(d,p) and calculated
values for the gas-phase acidities of I, II, 9-PhFl, PFB
and methanol that differ by less than 1% of the
experimental values. A calculated value of DG0


Acid¼
333.8 kcal/mol for the trimer (CH3OH)2CH3OH is similar
to the DG0


Acid for I and 9-PhFl. For this reason current
calculations have methanol solvating methoxide ion.
Although calculations are still for gas-phase species, they
mimic our experimental results for the reactions in
methanol.


When the calculations use methoxide, four methanols
and II, the transfer of charge from CH3O


� to IIS requires
12.2 kcal/mol, Fig. 2. This energy difference is calculated
using the sum of electronic and thermal free energies that
result from frequency calculations that have no negative
frequencies. Since calculations with six molecules are
very time consuming, we tried three simplified models.
Two of the models started with II and CH3O


�(HOCH3)3
to give the encounter complex and CH3OH, Fig. 3. What
energy should be used for the released methanol? When
the energy is calculated using a single gas-phase methanol
that first step requires þ3.1 kcal/mol. To approximate the
energy of a solvated methanol, the energy used was one
third of (CH3OH)3 and the first step now requires
þ5.5 kcal/mol. This would result in an overall energy
going from CH3O


�(HOCH3)3 and II to methanol and the
hydrogen-bonded carbanion of þ10.9 kcal/mol or
þ13.3 kcal/mole. A third model has the dimer (CH3OH)2,
CH3O


�(HOCH3)3, and II and would form (CH3OH)3
instead of a methanol and the encounter complex. This
makes the energy for step one þ7.8 kcal/mol, and
increases the energy to form the hydrogen-bonded
carbanion and (CH3OH)3 to þ15.6 kcal/mol. Since we


are only interested in comparing the relative energetics
for the reactions of II versus PFB, the three models give
similar results and Fig. 3 uses the value for a methanol
that is one third that of (CH3OH)3.


The energy to form an encounter complex is similar for
the two carbon acids. A big difference comparing II to
PFB is in the energy required to form the hydrogen-
bonded carbanion from the encounter complex and this is
more favorable for PFB. On the other hand, since II and
PFB have similar gas-phase acidities, the breaking of the
hydrogen bond to form a free carbanion is less favorable
for PFB. If the reactions require the formation of a free
carbanion then the two compounds should result in
similar rates of reaction. This cannot be the case since the
reactions of PFB are about 66,000 times faster than those
for II. Calculations carried out in the PCMmode using the
dielectric constant of methanol do not give a better model
as the last step to form the free carbanions and (CH3OH)3
becomes exothermic, and would not agree with the large
amounts of internal return required to obtain the near
unity experimental PKIE values. One possible expla-
nation of the experimental results for PFB is that it is not
necessary to form a free carbanion and exchange can
occur directly from a hydrogen-bonded carbanion. This
would also agree with experimental DSz values of near
zero obtained for the reactions of PFB, which are
consistent with reactions occurring from hydrogen-
bonded carbanions. Calculations are in progress to find
out how exchange can occur directly from a hydrogen-
bonded carbanion.


Results of calculations for the reactions of
CH3O


�(HOCH3)3 with I compared to 9-PhFl are given
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Figure 2. The energy calculated by B3LYP/6-31þG(d,p)
required to transfer charge from a solvated methoxide ion
to PhenylCClCF3


Copyright # 2006 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2006; 19: 308–317


312 V. F. DeTURI ET AL.







in Fig. 4. The two compounds differ significantly from the
start. The formation of the encounter complex from a
reaction of I and CH3O


�(HOCH3)3 is similar in energy
as those from the reactions of II and PFB. The formation
of the hydrogen-bonded carbanion requires less energy
for I than for II, which is not unreasonable since I is a
stronger acid than II. There is still the anomaly of the ease
of formation for the hydrogen-bonded carbanion obtained
from the reaction of PFB, which is a much weaker acid
than I. The energy required for the formation of the
encounter complex for 9-PhFl is much greater than that
required for the other three compounds; however, the
hydrogen-bonded carbanion for 9-PhFl is more stable
than the encounter complex. This analysis agrees with the
experimental PKIE and DSz values that are consistent
with only a small amount of internal return occurring
during the reaction mechanism. The electrons of the


negative charge for the anions of I, II, and 9-PhFl reside
in orbitals that are p-delocalized [delocalized anions]
while electrons of the negative charge for PFB�would be
in an sp2 localized orbital [localized anion].


Reactivity of delocalized and localized anions


We first became aware of a difference in hydron transfer
reactions occurring with delocalized and localized
carbanions from our studies of the nucleophilic reactions
of alkoxides with fluoroalkenes. The rapid reaction of
methanolic sodium methoxide with CF2——CCl2 gives the
saturated ether CH3OCF2CHCl2 as the only product.25


Hine et al.26 reported the rates of methoxide-catalyzed
exchange for CDCl2CF3 at 0 and 208C and themethoxide-
promoted dehydrofluorination of CHCl2CF3 at 55 and


_
O CH3


HOMe


HOMe...
...


. . .


_
O CH3H


HOMe


HOMe


.


...


...


C


Ph


Cl
CF3


_


HC


Ph


Cl
CF3


HF


+ 5.5 kcal/mol + 5.1 kcal/mol


_
O CH3


HOMe


HOMe


MeOH


...


...


. . .


PFBII


_
HC


Ph


Cl
CF3


O CH3


HOMe


HOMe


_


...


...


. . .


O CH3H


...


...
HOMe


HOMe


C


Ph


Cl
CF3


. . .


HF


F . .


HOMe


+ 7.8 kcal/mol + 1.3 kcal/mol


C6H5CHClCF3 [II]
Gas Phase Acidity is 348.7 kcal and exchange in MeONa/MeOH (25 oC) has k ~ 4.5 x 10-7 M-1s-1


Pentafluorobenzene [PFB]
Gas Phase Acidity is 349.2 kcal and exchange in MeONa/MeOH (25 oC) has k = 2.96 x 10-2 M-1s-1


_F
O CH3H


...


...
HOMe


HOMe


+ 7.3 kcal/mol + 15.3 kcal/mol


Figure 3. Energies calculated using B3LYP/6-31þG(d,p) for II and PFB
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708C. The only products isolated from the dehydro-
fluorination reaction were CH3OCF2CHCl2 and CH3


OCF——CCl2. The formation of the saturated ether is
readily explained since the reaction of methoxide with
CF2——CCl2 has a half-life of 40 min at 08C, and the rate
of the methoxide-promoted elimination of CH3OCF2
CHCl2 is twice as fast as that for CHCl2CF3. Since
the rate of exchange for CH3OCF2CDCl2 is over
7000 faster than the rate of elimination of
CH3OCF2CHCl2 at 208C, it is not surprising that
{CH3OCF2CCl2}


� generated from the reaction of
methanolic methoxide and CF2——CCl2 adds a proton
from methanol rather than eliminating a fluoride ion to
give the vinyl ether. The two types of reaction are an
excellent method to generate the same carbanion
intermediate by different approaches.


Our first use of this method was the detailed study of
the reactions of C6H5C(CF3)——CF2 with ethanolic
sodium ethoxide at�788C.27 The carbanion intermediate,
{C6H5C(CF3)CF2OC2H5}


�, favors elimination of
fluoride ion to form both vinyl ethers, C6H5C(CF3)——
CFOC2H5, and only 15% of the saturated ether
C6H5CH(CF3)CF2OC2H5. When the reaction is carried
out in C2H5OD the amount of saturated ether remains
almost constant at 13% and this suggests hydron transfer
to the carbanion occurs with a near unity isotope effect.
The ethoxide-promoted dehydrofluorination of C6H5C


iH
(CF3)CF2OCH3 also occurs with a near unity value for k


H/
kD at 258C. Reaction of ethoxide with C6H5CH
(CF3)CF2OCH3 in C2H5OD results in 3–4% deuterium
incorporation at 20% elimination of fluoride and this
matches the partitioning of the carbanion generated from
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the reaction of C6H5C(CF3)——CF2 with ethoxide in
C2H5OD at 258C.28 Since the carbanion intermediate,
{C6H5C(CF3)CF2OCH3}


�, does not eliminate methoxide
ion to generate C6H5C(CF3)——CF2, the reactions of
alkoxides with fluoroalkenes are not reversible.


Replacing a chlorine of CF2——CCl2 with a phenyl,
CF2——CClC6H5, decreases the rate of reaction with
methanolic sodium methoxide by a factor of four
and results in a product distribution of 51%
CH3OCF2CHClC6H5 and 49% CH3OCF——CClC6H5.


28


This is a significant difference in the transfer of a proton
from methanol to a localized carbanion, {CH3OCF2
CCl2}


�, compared to a delocalized carbanion, {CH3


OCF2CClC6H5}
�. These results were the start of our


program on proton transfer reactions. The experimentally
measured gas-phase acidity of CHCl2CF3, DG0


Acid ¼
348.2 kcal/mol, is similar to that of C6H5CHClCF3
[II], DG0


Acid ¼ 348.7 kcal/mol; however, rates of metha-
nolic sodium methoxide exchange at 258C differ
significantly. The rate of CDCl2CF3, 1.90� 10�2


M�1s�1, is 45,000 times faster than that for II-d after
making a correction for rates in ethanol to methanol, Fig.
1. The rate of ethoxide-promoted dehydrofluorination of
C6H5CHClCF3 at 708C, k¼ 3.69� 10�4M�1s�1,18 when
corrected for the change to methanolic sodium meth-
oxide,29k¼ 1.2� 10�5M�1s�1, is similar to the reported
value for CHCl2CF3, 1.9� 10�5M�1s�1.26b The meth-
oxide-promoted dehydrochlorination of C6H5CHClCF2
Cl, k¼ 6.74� 10�4M�1s�1 at 08C, has a two-step
mechanism with chloride leaving from the hydrogen-
bonded carbanion.30 This can be compared to one at 08C
for CHCl2CF2Cl, k¼ 4.4� 10�2M�1s�1. Therefore, the
rates for the CiHCl2CF2X are faster than those for
C6H5C


iHClCF2X by 2 for the dehydrofluorination and 66
for dehydrochlorination. The significant difference comes
when comparing the rates for the hydron exchange
reactions.


Differences in reactivity between delocalized and
localized anions are often attributed to a greater density of
charge on the reacting atom of a localized anion.
However, the calculated NPA charge for the benzylic
carbon of IIS, �0.367, is only 11% smaller than the
charge calculated for the ipso carbon of PFBS, �0.414,
and 19% smaller than the charge for {CF3CCl2}


�,
�0.453. Charge distributions for the acidic C—H bonds
are also similar: II, C¼�0.327, H¼þ0.295; PFB,
C¼�0.355, H¼þ 0.284; CHCl2CF3, C¼�0.386,
H¼þ0.304. The stronger acid I has a greater calculated
charge distribution for the C—H, C¼�0.433 and
H¼þ0.307, and a larger calculated charge on the
benzylic carbon of IS, �0.516. Therefore, it is not the
amount of charge on the carbanion, but it is the orbital
available for the lone pair electrons.


Brauman and co-workers investigated the gas-phase
ionic reactions of benzyl and methoxide ions, which have
similar basicities but often have different reaction
pathways.31 Of interest to us was that they were unable


to make the benzyl anion–methanol complex in the gas
phase even though the methoxide–methanol complex is
well documented in the gas phase. We have also been
unable to observe anion–methanol complexes in the gas
phase for any of the Y-IS or Y-IIS anions. Brauman and
Chabinyc32 later reported the structure and energy
correlations of hydrogen-bonded complexes of several
acetylide anions with methanol. Mishima and co-workers
reported the DG0


Acid values of an extended series of ring-
substituted phenylacetylenes and the stability of their
phenyl acetylide anion complexes with methanol.33 The
gas-phase acidity of p-nitrophenyl acetylene, DG0


Acid ¼
349.9 kcal/mol, is close to that of II, DG0


Acid ¼
348.7 kcal/mol, and the calculated charge on the terminal
carbon of the p-nitrophenyl acetylide anion, �0.196, is
less than that for the benzylic carbon of IIS, �0.367. The
p-nitrophenyl acetylide anion forms a stable complex
with methanol in the gas phase that has a calculated
complexation energy of 8.8 kcal/mol. The complex of
IIS-methanol is at an energy minima in our calculations;
however, the free anion IIS and methanol are about a
kcal/mol more stable than this complex. It is again an
example of the difference between localized anions and
delocalized anions.


EXPERIMENTAL


Materials and methods for analysis


All starting materials were purchased from Aldrich.
Methanolic sodium methoxide was made by the reaction
of sodium with anhydrous methanol. Methanol-O-d was
purchased from Aldrich and used without further
purification. The analysis of hydrogen, deuterium, and
tritium exchange kinetics have been described recently.14


NMR spectra were obtained on a Varian XL 300MHZ FT-
NMR. Calculations were carried out using the Gaussian
03 suite of programs, and optimized using B3LYP/6-
31þG(d,P) and then submitted for frequency calculations
and NBO analysis. The sum of electronic and thermal free
energies was converted to the kcal/mol reported in Fig. 1.
A detailed description of the method for measuring the
gas-phase acidities is given in Ref. 6.


Synthesis of 9-phenylfluorenes


Synthesis of the 9-phenylfluorene compounds, 9-YPhFl,
was carried out as reported34 by the reaction of
YC6H4MgBr and 9-fluorenone to give the corresponding
alcohol. The alcohol was refluxed with HI in acetic acid to
form 9-YPhFl. Deuterium was incorporated by reacting
9-YPhFl with sodium methoxide in MeOD to form
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9-YPhFl-9-d. To incorporate tritium into the 9-position,
0.5 g of 9-YPhFl and six drops of HOT was dissolved in
4mL anhydrous glyme. The addition of 1mL of 0.3M
MeONa/MeOH gave a precipitate that dissolved on
heating the solution at 508–608C for 20min at which time
2–3mL conc. HCl was added. The 9-YPhFl-9-t crystal-
lized on cooling to room temperature. All compounds
were recrystallized from ethanol.


Synthesis of YC6H4C
iHClCF3


A three-step synthesis started with YC6H4MgBr and
CF3CO2H to make the corresponding ketone.35 The
p-NO2C6H4COCF3 was synthesized from the reaction of
methyl p-nitrobenzoate with (trifluoromethyl)trimethyl-
silane with anhydrous tetrabutylammonium fluoride [in
THF] as the initiator and toluene as the solvent.36,37


Ketones were reduced with the appropriate sodium
borohydride to give the isotopically labeled alcohols,
which were then converted to the chloride by a reaction
with triphenylphosphine and carbon tetrachloride.14


Yields for the formation of the ketones are normally
between 50% and 70%, except for p-NO2C6H4COCF3
which was obtained in only 30%–50% yield. Although
the yields for the last two steps were variable depending
on the student, they can be carried out in 90% yield.


Synthesis of YC6H4C
iH(CF3)2


The synthesis of C6H5C(CF3)——CF2 has been described
in the literature, and the same method was used to make
the other YC6H4C(CF3)——CF2 compounds.35 The reac-
tion of YC6H4C(CF3)——CF2 with a threefold excess of
CsF in dimethylformamide resulted in the formation of
YC6H4CH(CF3)2, which was isolated by a co-distillation
with water. The compound was pure enough to use in the
kinetics experiments. Better than 99% incorporation of
deuterium to form YC6H4CD(CF3)2 was realized when
the reaction mixture was spiked with a tenfold excess of
D2O. The synthesis of C6H5CT(CF3)2 used an equal
molar amount of HOT.
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ABSTRACT: Protein based-polymers comprised of Ala-, Val- and Ile-containing tetrapeptide repeating sequences of
elastin were synthesized based on the increasing order of hydrophobicity and subjected to metal-catalyzed oxidation
to identify the amino acid residues, which are sensitive to oxidation. These polytetrapeptides (PTP) were oxidized
using Mn(OAc)3 at 25 �C and the kinetics of the reaction were monitored spectrophotometrically at �max¼ 400 nm. A
first-order rate dependence on the substrate concentration [PTP] and [Mn(III)] and an inverse order dependence on
[Hþ ] has been observed. Further, the rate is independent of [Mn(OAc)2]. The effect of the dielectric constant on the
rate was studied by varying the percentage of AcOH. Activation parameters were evaluated using Arrhenius and
Eyring plots. The oxidation products were isolated and characterized. Based on the results obtained, a plausible
mechanism involving [Mn(OAc)4]� is proposed. It is noteworthy that the rate of oxidation of poly(GGIP) was higher
than those of poly(GGVP) and poly(GGAP). This may be due to their increased hydrophobicity. The overall order of
rate of oxidation of PTP is poly(GGIP)> poly(GGVP)> poly(GGAP). Copyright # 2005 John Wiley & Sons, Ltd.


INTRODUCTION


Metal-catalyzed oxidation reactions of cholesterol, lipids,
carbohydrates, DNA, RNA, proteins and antioxidants
play an important role in biological processes.1–4 In
particular, spontaneous changes in protein structure due
to its oxidative modifications with reactive oxygen spe-
cies is an important event in age-related alterations,
oxidative stress and some pathological conditions. The
changes in protein conformations due to oxidative da-
mage are often related to changes in the hydrophobicity
of the protein sequences. This is the phenomenon asso-
ciated with the physiological conditions of protein mod-
ifications and is necessary to understand the mechanism
involved in biological processes. Hydrophobic moieties
of protein are considered to be more susceptible to
oxidation.


Therefore, the protein-based polymers of elastin were
taken as a model system to identify the amino acid
residues, which are sensitive to metal-catalyzed oxida-
tion. Protein-based polymers are polypeptides comprised
of repeating sequences of amino acids, having their origin
in a protein, elastin. The most striking repeating sequence
(Val1-Pro2-Gly3-Val4-Gly5)n or (VPGVG)n is apparent in
the bovine and porcine elastins5,6 and another repeat
(Val1-Pro2-Gly3-Gly4)n, was first found in porcine elas-
tin.7 The monomers, oligomers and high molecular
weight polymers of these repeats have been synthesized


and conformationally characterized.8 Such protein-based
polymers exhibit the same hierarchical structure and
mimic the parent protein. These polymers have a number
of medical and non-medical applications.9,10 The hydro-
gel state of poly(GGAP) or (Gly-Gly-Ala-Pro)n is most
extraordinarily biocompatible and non-mutagenic, which
is suitable for the controlled release of drugs.11 The cross-
linked polytetrapeptide matrices based on the repeating
amino acid sequences Gly-Gly-Ala-Pro, Gly-Gly-Ile-Pro
and Gly-Gly-Val-Pro were tested for cell adhesion-pro-
moting activity in both the absence and presence of fetal
bovine serum.12 The degree of cell attachment increased
with increase in hydrophobicity. Therefore, in particular,
hydrophobicity and hydrophilicity are the two most
important phenomenon of interest exhibited by the pep-
tides and proteins. In this context, interest was generated
in investigating the oxidative behavior of these analogues
of repeating sequences of elastin with metal ions.


Extensive work has been reported on the kinetics of
oxidation of proteins and its constituents with various
oxidants including metal ions.13,14 Manganese com-
pounds have attracted much attention with regard to the
oxidation of various biological substrates. Mn(III) por-
phyrins have been studied as possible models for closely
related biologically significant systems.15 In this
respect, Mn(III) oxidation of protein-based polymers is
gaining special importance owing to its biological rele-
vance. In recent years, the kinetics of oxidation of
amino acids, their derivatives and peptides have been
studied using Mn(III) as an oxidizing agent in different
media.16–21 This is the first attempt at kinetic and
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mechanistic investigations of the oxidation of protein-
based polymers of elastin sequences.


EXPERIMENTAL


General


All the amino acids used were of L-configuration unless
indicated otherwise. All Boc-amino acids, 1-ethyl-3-(N,N-
dimethyl)aminopropylcarbodiimide (EDCI), 1-hydroxy-
benzotriazole (HOBt) and trifluoroacetic acid (TFA) were
purchased from Advanced Chem Tech (Louisville, KY,
USA). N-Methylmorpholine (NMM) was procured from
Sigma Chemical (St. Louis, MO, USA). Mn(III) acetate,
acetic acid and sodium acetate were obtained from E.
Merck (India), (Mumbai, India). All solvents and reagents
were of analytical grade or were purified according to
procedures recommended for peptide synthesis.


Peptide synthesis and polymerization


Synthesis of Gly-Gly-Xaa-Pro (Xaa¼Val, Ala or Ile). Boc-
Gly-Gly-Val-Pro-OBzl, Boc-Gly-Gly-Ala-Pro-OBzl and
Boc-Gly-Gly-Ile-Pro-OBzl were synthesized as described
elsewhere.19 They were then hydrogenated to the corre-
sponding Boc-Gly-Gly-Xaa-Pro-OH using Mg–HCO2


HNH2NH2 as described earlier.22 The Boc-Gly-Gly-Xaa-
Pro-OH (5 mmol) were subjected to deblocking separately
with TFA (10 ml g�1 of monomer) to obtain the corre-
sponding TFA salt of Gly-Gly-Xaa-Pro.


Synthesis of poly(Gly-Gly-Xaa-Pro). Solutions of 1 M TFA
salts in DMSO were polymerized separately for 2 days
using EDCI (2 equiv.) with HOBt (1 equiv.) and NMM
(1.6 equiv.) as base.23 The polymers were dissolved in
water, dialyzed using 3500 Da molecular weight cut-off
dialysis tubing for 1 week and lyophilized. They were
then dialyzed using 50 kDa molecular weight cut-off
dialysis tubing for 1 week and lyophilized.


Preparation of Mn(III) acetate


A 0.02 M solution of Mn(OAc)3 was prepared by dissol-
ving it in 25% (v/v) acetic acid. To this solution, a 0.5 M


solution of sodium acetate was added. Addition of
sodium acetate enhances the solubility of Mn(OAc)3


owing to the formation of an acetato complex
[Mn(OAc)4]� and it facilitates the increase in rate of
reaction. Even though the solution was found to be stable
for> 2 days at [Hþ ]> 5.0 M, it was prepared fresh daily.


Preliminary studies


The absorption spectra of freshly prepared Mn(OAc)3


solution was recorded using an Analytic Jena Specord 50


spectrophotometer with quartz cells of 1 cm pathlength.
The visible spectra of Mn(OAc)3 solution showed �max at
440 nm. However, when sodium acetate was added to
Mn(OAc)3, �max was shifted to 400 nm, owing to the
formation of an acetato complex [Mn(OAc)4]�. This is in
accordance with the observation made by Midgley and
Thomas.24 The standard reduction potential E0


0, the
oxidizing power of the oxidant Mn(III)/Mn(II), generally
decreases on complexation. The standard redox potential
was also measured under the specified experimental
conditions and the results were found to be identical
with those in the previous report.25 The formal redox
potential E0


0 obtained at different concentrations of acetic
acid is 1.160 V for the pure system and in the presence
of other complexing agents such as ClO4


�, Cl�, P2O7
4�


and HSO4
�, in the form of sodium salts, the formal


redox potential E0
0 are 1.169, 1.181, 1.48 and 1.51 V,


respectively.


Kinetic measurements


The solutions of PTP, sodium acetate and water were
prepared in separate stoppered boiling tubes. They were
thermally equilibrated in a water-bath at 25 �C. From
these solutions, a mixture of known concentrations of
PTP (calculated based on the monomeric tetrapeptide
unit), sodium acetate (to maintain constant ionic strength)
and water (to keep the total volume constant) was
prepared. To this mixture was added an aliquot of pre-
equilibrated Mn(OAc)3 stock solution to give a known
overall concentration. The progress of the reaction was
monitored for two half-lives (for about 1.5 h with a 5 min
interval) by measuring the absorbance of unreacted
Mn(III) at �max 400 nm. Plots of log(absorbance) versus
time were linear. The rate constants kobs calculated from
these plots were reproducible to within� 3% error.


RESULTS AND DISCUSSION


From both the NMR spectra of polypeptides and the
HPLC traces from amino acid analysis, the absence of
extraneous peaks verified the synthesis and the ratio of
relevant peaks provides the ratios of amino acid residues
in the polymers as depicted in Table 1.


The kinetics of oxidation of PTP were studied by
varying the concentration of Mn(III) at a constant tem-
perature of 25 �C (Table 2). Plots of log[Mn(III)] versus
time were linear even beyond 75% reaction, showing a
first-order dependence of the rate on [Mn(III)]. At con-
stant [Mn(III)]0, [Mn(II)]0, [NaOAc]0 and temperature,
the rate increased with increase in [PTP] (Table 2). Plots
of logkobs versus log[PTP] are depicted in Fig. 1. The
plots were linear with slopes of 0.92, 0.98 and 1.10
for poly(Gly-Gly-Ala-Pro), poly(Gly-Gly-Val-Pro) and
poly(Gly-Gly-Ile-Pro), respectively.
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The effect of concentration of Mn(II), a reaction
product, on the rate was investigated. Sequential increase
of [Mn(II)] from 0.01 to 0.1 M had no effect on the rate,
indicating that the product is not involved in a pre-
equilibrium with the oxidant. Similarly the effect of


anion OAc� increases the rate with increase in [NaOAc]
(Table 2), but an increase in the concentrations of other
anions such as Cl� (from 0.01 to 0.5 M) and ClO4


� (from
0.01 to 1.0 M) has an insignificant effect on the rate. The
effect of the dielectric constant (D) on the rate was
studied by varying the percentage of AcOH (Table 3).
The rate decreased with increase in AcOH content. Plots
of kobs versus 1/D are presented in Fig. 2 and are linear
with a negative slope, in agreement with the Amis
concept of dipole–dipole and ion–dipole interactions.26


To determine the activation parameters, the reactions
were carried out at different temperatures (25–40 �C). As
poly(GGIP) was insoluble at higher temperatures, the
thermodynamic parameters were not studied. The
Arrhenius plots of log kobs versus 1/T (Figure 3)
were found to be linear. The activation energies (Ea)
were calculated from the different temperatures. From
this mean value, the thermodynamic parameters
�H


z
, �S


z
, �G


z
and the frequency factor (logA) for


poly(GGAP) and poly(GGVP) were evaluated and
found to be Ea¼ 37.15, 34.25 kJ mol�1; �H


z ¼ 34.65,
31.74 kJ mol�1; �S


z ¼�207.52, �215.63 kJ�1 mol�1;
�G


z ¼ 98.88, 96.80 kJ mol�1; and logA¼ 2.40, 1.97,


Table 1. Amino acid composition of free peptidesa


Peptide Gly Prob Ala Val Ile


Poly(GGAP) 2.02 (2.00) 1.00 0.91 (1.00) — —
Poly(GGVP) 1.98 (2.00) 1.00 — 0.99 (1.00) —
Poly(GGIP) 2.08 (2.00) 1.00 — — 0.98 (1.00)


a Theoretical values are shown in parentheses.
b Pro residue was taken as 1.00.


Table 2. Effect of varying reactant concentration on the reaction rate in 25% acetic acid medium at 25 �C


kobs� 105 (s�1)
[Mn(III)]� 10�3 [PTP]� 10�2 [NaOAc]� 10�1


(mol l�1) (mol l�1) (mol l�1) Poly(GGAP) Poly(GGVP) Poly(GGIP)


0.4 1.0 5.0 7.06 9.25 12.36
0.7 1.0 5.0 7.32 9.47 12.41
1.0 1.0 5.0 7.11 9.81 12.46
1.3 1.0 5.0 7.36 9.92 12.85
1.6 1.0 5.0 7.82 9.31 12.57
1.9 1.0 5.0 7.34 9.67 12.68
2.2 1.0 5.0 7.61 9.55 12.78
1.0 0.6 5.0 5.29 7.06 10.91
1.0 0.8 5.0 6.64 8.57 11.57
1.0 1.0 5.0 7.12 9.81 12.46
1.0 1.2 5.0 9.27 10.91 14.25
1.0 1.4 5.0 10.53 11.89 15.85
1.0 1.6 5.0 11.43 12.73 17.02
1.0 1.8 5.0 12.83 14.40 18.28
1.0 2.0 2.5 14.35 16.98 19.85
1.0 1.0 0.0 7.12 9.81 11.46
1.0 1.0 5.0 8.94 10.12 12.12
1.0 1.0 10.0 9.35 10.98 13.95
1.0 1.0 15.0 9.89 11.73 14.65
1.0 1.0 20.0 10.93 12.23 15.25
1.0 1.0 25.0 11.52 13.38 16.85
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Figure 1. Effect of [PTP] on the rate at 25 �C,
[Mn(III)]¼ 1�10�3mol l�1 and [NaOAc]¼ 0.5mol l�1
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respectively. The negative entropy of activation (�S
z
) for


all the PTP indicates that the involvement of a rigid
associated species in the transition state, which is prob-
ably formed due to solvation lowering the entropy of
activation. In addition, the positive values for �H


z
and


�G
z


indicate that PTP react with Mn(III) via the pro-
posed mechanism.


Addition of the reaction mixture to aqueous acryla-
mide–PTP solution initiates polymerization, indicating
the in situ formation of free radical species during the
reaction sequence.


Reaction stoichiometry and product analysis


The mixtures containing PTP (0.001 M), NaOAc (0.5 M)
and excess Mn(III) (0.01 M) were kept for 24 h at 25 �C.
The unconsumed Mn(III) was then determined by the
iodimetric method. Eight moles of oxidant are sufficient
to oxidize 1 mol of PTP to produce aldehydes, carbon
dioxide, ammonia, Mn(OAc)2, OAc� and hydrogen ion.
After the completion of the reaction, the reaction
mixture was quenched by pouring it into ice-cold
water (50 ml). The products were extracted with diethyl
ether and subjected to column chromatography on
silica gel (60–200 mesh) using gradient elution (di-
chloromethane to chloroform). Aldehydes were ana-
lyzed qualitatively by gas chromatography. The
retention times of formaldehyde, acetaldehyde, isobu-
tyraldehyde, 2-methylbutyraldehyde and 4-aminobu-
tyraldehyde were found to be 5.13, 5.92, 27.4, 31.1
and 32.1 min, respectively, and were identical with
those of authentic samples. Ammonia and CO2


were detected by the conventional tests. Based on these
results the stoichiometric equations shown in Scheme 1
are suggested.


It is clearly shown from the previous studies that, in the
presence of F� ion, aqueous solution of Mn(III) consist of
hexaaquamanganese(III){[Mn(H2O)6]3þ}, Mn(III)(aq),
hydroxopentaaquamanganese(II) {[Mn(OH)(H2O)5]2þ},
Mn(OH)2þ


(aq) and MnF2þ
(aq). In sulfuric acid medium,


Mn(III) species present in acidic solution are Mn(III)(aq),
Mn(OH)2þ


(aq) and MnSO4þ.19 However, in the present
work, the Mn(OAc)3 in acetic acid medium differ from
others with respect to the oxidation of PTP, which
involves the trivalent manganese, [Mn(OAc)3], or
[Mn(OAc)4]� as reaction species:


MnðOAcÞ3 þ OAc� Ð ½MnðOAcÞ4�
� ð1Þ


Table 3. Effect of varying dielectric constant on the reaction rate at 25 �C, [Mn(III)]¼1.0� 10�3mol l�1,
[PTP]¼ 1.0�10�2mol l�1 and [NaOAc]¼0.5mol l�1


kobs� 105 (s�1)
(%,v/v) Dielectric
[AcOH] constant, D (D) 1/D� 10�3 Poly(GGAP) Poly(GGVP) Poly(GGIP)


15 68.1 14.6 8.325 10.592 13.184
25 60.9 16.4 7.265 9.811 12.456
35 53.7 18.6 6.302 9.291 9.564
45 46.5 21.5 5.793 8.021 8.645
55 39.3 25.4 5.553 7.032 7.245
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Figure 2. Effect of dielectric constant on the rate at 25 �C,
[Mn(III)]¼ 10�10�3mol l�1, [PTP]¼ 10�10� 3mol l�1 and
[NaOAc]¼0.5mol l�1
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Figure 3. Plot of kobs versus 1/T at
[Mn(III)]¼ 10�10�3mol l�1, [PTP]¼ 10�10� 3mol l�1,
[NaOAc]¼0.5mol l�1 and different temperatures
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Scheme 2 accounts for the observed experimental
results.


Since; rate ¼ d½MnðOAcÞ�4 �
dt


¼ k4½Y � ð2Þ


Applying the steady-state approximation to intermedi-
ate species X and Y and by subsequent substitution of the
results in Eqn (2), we obtain


rate ¼ k2k3k4½MnðOAcÞ�4 �½PTPHþ�
k�2k�3½MnðOAcÞ2�½Hþ�½OAc��2 þ k�2k4 þ k3 k4


ð3Þ


Assuming that k�2k4�k3k4 in the denominator


rate ¼ k2k3k4½MnðOAcÞ�4 �½PTPHþ�
k�2k�3½MnðOAcÞ2�½Hþ�½OAc��2 þ k3 k4


ð4Þ


rate ¼ k1k2k3k4½MnðOAcÞ4�
�½PTP�½Hþ�


k�2k�3½MnðOAcÞ2�½Hþ�½OAc��2 þ k3 k4


ð5Þ


rate ¼ k½MnðOAcÞ3�½OAc��½PTP�½Hþ�
k�2k�3½MnðOAcÞ2�½Hþ�½OAc��2 þ k3 k4


ð6Þ


where k ¼ k1k2k3k4.


HN-CH2-CO-NH-CH2-CO-NH-CH(R)-CO-N CH-CO 8n[Mn(OAc)4]- + 7nH2O


2nHCHO + nRCHO 4nCO2nNH3
+(CH3)2CHO 3nNH4


+ 8nMn(OAc)2 16nOAc- 4nH++ + + +


R = -CH3 for Gly-Gly-Ala-Pro; -CH(CH3)2 for Gly-Gly-Val-Pro
and -CH(CH3)-CH2-CH3 for Gly-Gly-Ile-Pro


+


+H OHn


+


Scheme 1
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The observed kinetic results shows a first-order depen-
dence on [Mn(III)] and [PTP] and an inverse-order
dependence on [Hþ]. Addition of sodium acetate en-
hances the rate of reaction through the formation of active


species, viz. the acetate complex Mn(OAc)4
�. Therefore,


the complex Mn(OAc)4
� can be considered as the kine-


tically active species involved in the oxidation of the PTP.
The theoretical rate law is
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rate ¼ k½MnðOAcÞ3�½OAc��½PTP�½Hþ�=
k�2k�3½MnðOAcÞ2�½OAc��2½Hþ� þ k3k4


ð7Þ


Based on these results and literature studies, a
probable mechanism is proposed for the oxidation of
PTP (Scheme 3). In the proposed mechanism, the forma-
tion of product, the aldehyde, is envisaged as due to the
reaction of the intermediate PTP free radical with
Mn(OAc)4


�. A similar mechanism has been proposed
for the Mn(III) oxidation of amino acids in aqueous
acetic acid medium.21


The rate of oxidation of PTP by Mn(III) was found to
be slower compared with tetrapeptides such as GGAP,
GGVP and GGIP and tripeptides such as GAP, GVP and
GIP, dipeptides such as AP, VP and IP and free amino
acids in the presence of different aqueous acidic
media.16–19 The change in each case is due to the
increased distance between the functional groups and
consequently weaker electrostatic effects. In addition,
reactive species induced by manganese not only oxidize
amino acid residues in protein-based polymers, but also
release peptide fragments and free amino acids. These
released peptides and amino acids may also be the target
of manganese induced reactive species. Hence the oxida-
tion of the polytetrapeptides was expected to be slower
than that of the amino acids, dipeptides, tripeptides and
tetrapeptides. Based on these and other results discussed
earlier, the most probable mechanism is that proposed in
Scheme 3.


An apparent correlation was noted between the
rate of oxidation and the hydrophobicity of these
sequences, where increased hydrophobicity results in
increased rate of oxidation. Therefore, in the PTP,
the more hydrophobic Ile amino acid residue is more
sensitive to oxidation. The order of rate of oxidation of
polytetrapeptides is found to be poly(GGIP)> poly
(GGVP)> poly(GGAP), which is in good agreement
with their hydrophobicities.


Spectral evidence for the formation
of PTP–Mn(III) complex


The study of the UV–visible spectra of pure Mn(III),
PTP and a mixture of Mn(III) and PTP shows less
deviation in peak wavelength (�max) and absorbance, as
shown in Table 4.
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Table 4. UV–visible spectral data for Mn(III), PTP and complex of Mn(III)þ PTP


Substrate �max (nm) Absorbance Complex �max (nm) Absorbance
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Poly(GGAP) 214.5 3.712 Mn(III)þ poly(GGAP) 219.2 3.729
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ABSTRACT: The spin probes TEMPO, TEMPOL, and CAT-1 were used to investigate microviscosity and
micropolarity of imidazolium based ionic liquids bearing either tetrafluoroborate or hexafluorophosphate as anions
and a variation of the substitution at the imidazolium ion. The average rotational correlation times (t) obtained by
complete simulation of the X-band ESR spectra of TEMPO, TEMPOL, and CAT-1 increase with increasing viscosity
of the ionic liquid although no Stokes Einstein behavior is observed. This is caused by microviscosity effects of the
ionic liquids shown by application of the Gierer–Wirtz theory. Interestingly, the jump of the probe molecule into the
free volume of the ionic liquids is a nonactivated process. The hyperfine coupling constants (Aiso (


14N)) of TEMPO and
TEMPOL dissolved in the ionic liquids do not depend on the structure of the ionic liquids. The Aiso (


14N) values show a
micropolarity of the ionic liquids that is comparable with methylenchloride in case of TEMPO and with dimethylsulf-
oxide in case of TEMPOL. Micropolarity monitored by CAT-1 strongly depends on structural variation of the ionic
liquid. CAT-1 dissolved in imidazolium salts substituted with shorter alkyl chains at the nitrogen atom exhibits a
micropolarity comparable with dimethylsulfoxide. A significant lower micropolarity is found for imidazolium salts
bearing a longer alkyl substituent at the nitrogen atom or a methyl substituent at C-2. Copyright# 2006 JohnWiley &
Sons, Ltd.


KEYWORDS: ionic liquids; mobility; polarity; spin probes; TEMPO; TEMPOL; CAT-1; ESR spectroscopy


INTRODUCTION


Ionic liquids based on organic cations and inorganic or
organic anions are interesting materials for electrochem-
istry,1 and they have become attractive solvents for
reactions in organic, inorganic, and polymer chemistry as
well as for separation processes recently.1–9 Negligible
vapor pressure, high thermal stability, and nonflamm-
ability distinguish ionic liquids from common solvents
and make these molten salts interesting as substitutes for
conventional solvents. Variation of the cation and anion
structures results in a wide variety of ionic liquids and
their physicochemical properties.3,10–15 Macroscopic
properties such as melting behavior and viscosity of
ionic liquids are considered first when choosing ionic
liquids as solvents. However, efficiency of ionic liquids in
chemical reactions and extraction processes is strongly
affected by the interactions between the ionic liquids and
the molecules dissolved. Such interactions are influenced,
for example, by polarity. Only a few contributions have
been published regarding polarity of ionic liquids16–21


and mobility of molecules dissolved in ionic liquids.20–25


Microscopic properties, for example, microviscosity and
micropolarity can give a more detailed picture about the
interactions between dissolved molecules and ionic
liquids on the one hand and they may contribute to an
efficient selection of ionic liquids for special applications
and for a better understanding of the function of ionic
liquids on the other hand. Self-diffusion processes of
ionic liquids are described by electrochemical investi-
gation26,27 and NMR spectroscopy.28–31 Polarity of ionic
liquids was investigated by solvatochromic probes,16–
19,21 spin probes,20 and FTIR probes.32 Lifetime
measurements of fluorescence probes21–23 and electron
spin resonance (ESR) investigation of spin probes20,24,25


provide information about probe mobility in ionic liquids
and polarity of the ionic liquid. Though, the information
obtained depends on the nature and the structure of the
probe investigated. Self-fluorescence observed in some
ionic liquids results from traces of impurities that are
difficult to remove from the ionic liquids. This may limit
the use of fluorescence probes in an experimental window
where excitation shows only negligible self-fluorescence.
Low solubility of many solvatochromic dyes in the ionic
liquids is another limiting factor for this method. Only a
limited number of ionic liquids was investigated by ESR
spectroscopy using the spin probes TEMPO (2,2,6,6-
tetramethylpiperidine-1-oxyl) and ATEMPO (4-amino-
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2,2,6,6-tetraethylpiperidine-1-oxyl).20,24,25 In this work, a
systematic investigation of two series of imidazolium
based ionic liquids (Fig. 1 and Table 1) was carried out
using three spin probes of a similar molecular skeleton
containing a different polar substituent in the p-position to
the nitroxyl group (Fig. 1) resulting in a variation of the
interactions between the spin probe and the surrounding
ionic liquid. Simulation of the ESR spectra using the
algorithm of Budil et al.33 considers static as well as
dynamic spin coupling parameters. It focuses on mobility
of the spin probes in the ionic liquids and polarity of these


solvents as a measure for interactions between the probe
molecules and the ionic liquids.


EXPERIMENTAL


1-Ethyl-3-methylimidazolium tetrafluoroborate (1a) was
purchased from Fluka. 1-Alkyl-3-methylimidazolium
tetrafluoroborates (1b–1h) and 1-alkyl-3-methylimida-
zolium hexafluorophosphates (2a–2g) were synthesized
from 1-methylimidazole and the respective alkylbromide
followed by anion metathesis using hexafluorophosphoric
acid or tetrafluoroboric acid.34–36 1-Alkyl-2,3-dimethy-
limidazolium tetrafluoroborates (1i–1k) and 1-butyl-2,3-
dimethylimidazolium hexafluorophosphate (2h) were
synthesized from 1,2-dimethylimidazole and the respect-
ive alkylchloride followed by anion metathesis as
described above.34,36 Water content and viscosity of
the ionic liquids are described elsewhere.34,35 2,2,6,6-
Tetramethylpiperidine-1-oxyl (TEMPO) and 4-hydroxy-
2,2,6,6-tetramethylpiperidine-1-oxyl (TEMPOL) were
purchased from Aldrich, and 4-trimethylammonium-
2,2,6,6-tetramethylpiperidine-1-oxyl (CAT-1) was pro-
vided from the Institute of Organic Chemistry of the
Russian Academy of Sciences of Novosibirsk (Russia).


ESR spectra were measured using a modified ESR 300
X-band spectrometer (ZWG and Magnettech GmbH,
Adlershof, Berlin, Germany) working with a microwave
power of 2mW, amodulation frequency of 100 kHz, and a
modulation amplitude of about 1/10th of the respective
line width at 293K. The slow-motion ESR spectra were
analyzed using least-squares fits of model calculations
based on the stochastic Liouville equation that were
described by Budil et al.33 The method used includes the
isotropic nuclear Zeeman interaction and all three Euler
angles. The latter describe the relative orientation of the a
and g tensors within the molecular diffusion frame. The
nitrogen isotropic hyperfine coupling constants of the spin
probes were additionally determined using a computer
program provided by Pfeiffer.37


RESULTS AND DISCUSSION


Ionic liquids are complex solvents possessing a large
variety of interactions, such as Coulomb interactions,
hydrogen bonding, and van der Waals forces. The ionic
liquids investigated in this work are 1-alkyl-3-methyli-
midazolium or 1-alkyl-2,3-dimethylimidazolium salts
containing tetrafluoroborate or hexafluorophosphate as
anions (Fig. 1, Table 1), which are liquid at room
temperature (1a–1h, 1k, 2a–2f, 2h) or possess a low
crystallization tendency (1i, 2g) after heating to a
temperature higher than their melting temperature
followed by cooling to room temperature. Therefore,
all ionic liquids investigated in this work are viscous melts
under the conditions used for ESR measurements.


Probe molecules dissolved in the ionic liquids can
participate in the interactions between the individual ions


Figure 1. Chemical structures of the spin probes TEMPO,
TEMPOL, CAT-1, and the imidazolium based ionic liquid


Table 1. Chemical structure and phase transition tempera-
tures (glass transition temperature (Tg), recrystallization
temperature (Tcryst), and melting temperature (Tm)) of imi-
dazolium based ionic liquids investigated using spin probes in
this work, data from Refs. [34,35]


Ionic
liquid R1 R2 X�


Tg
(8C)


Trecryst
(8C)


Tm
(8C)


1a C2H5 H BF�
4 �97.5 �67.1 16.4, 12.6


1b C4H9 H BF�
4 �87.3 — —


1c C5H11 H BF�
4 �87.4 — —


1d C6H13 H BF�
4 �85.6 — —


1e C7H15 H BF�
4 �86 — —


1f C8H17 H BF�
4 �85.9 — —


1g C9H19 H BF�
4 �82 �58, �45, �18 �39, �7, 2


1h C10H21 H BF�
4 — — �10, 8


1i C4H9 CH3 BF�
4 �73 �18 39


1k C6H13 CH3 BF�
4 �74 �15 2, 12


2a C4H9 H PF�
6 �78 — �12


2b C5H11 H PF�
6 �76 — —


2c C6H13 H PF�
6 �74 — —


2d C7H15 H PF�
6 �72 — —


2e C8H17 H PF�
6 �72 �9 2


2f C9H19 H PF�
6 �71 �32 3, 15


2g C10H21 H PF�
6 — — 7, 19


2h C4H9 CH3 PF�
6 �60 1 16
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of the ionic liquids mentioned above. We chose the spin
probes depicted in Fig. 1 as probe molecules for
investigation of the imidazolium based ionic liquids
because these probes have a similar skeleton and a
different substituent in the p-position to the NO group
resulting in a variation of interactions between these spin
probes and the ionic liquids. Therefore, the spin probes
can effectively describe their surrounding on a molecular
level as expressed by the average rotational correlation
time (t) and the isotropic nitrogen-14 hyperfine coupling
constants (Aiso (


14N)), which were obtained by complete
simulation of the ESR spectra. The t value is obtained
from the average rotational diffusion rate constant ðRÞ
according to Eqn (1). R is defined as the geometric mean
of the rate constants for rotational diffusion about the x-,
y-, and z-axes of the molecular diffusion frame, and it was
obtained by the method of Budil et al.33 The spin coupling
constants (Aiso (


14N)) are affected by interactions between
the radical and the surrounding solvent including dipolar
aprotic interactions, hydrogen bonding, and complex
formation.38–45 These perturbations cause a redistribution
of the p-electron charge and spin density in the probe
molecules.


t ¼ 10�R (1)


Representative ESR spectra of TEMPO, TEMPOL,
and CAT-1 dissolved in selected imidazolium tetrafluor-
oborates are shown in Fig. 2. The ESR spectra of these
spin probes consist of three lines, which are due to the
nitrogen-14 isotropic hyperfine splittings. However, the
ESR spectra of these radicals differ significantly in their
habitus and in their line widths if the three probes are
dissolved in the same ionic liquid, as well as if different
ionic liquids are used as solvents for the same probe. A
quantitative measure for this effect can be seen in the t
values, which are given in the caption of Fig. 2. The t
values are higher for the spin probes dissolved in 1f in
comparison with the same spin probes dissolved in 1a.
Concerning the three probes, the lowest t values are
obtained for TEMPO in these ionic liquids. This is
attributed toweaker interactions between TEMPO and the
ionic liquids in comparison with the other spin probes
bearing an OH group (TEMPOL) or an ammonium group
(CAT-1) at the p-position to the nitroxyl group. The polar
substituents cause additional interactions with the ionic
liquids. Specific interactions between the OH group of
TEMPOL and the ionic liquids result in higher t values in
comparison with TEMPO. However, the t values for
TEMPOL are lower than the t values for CAT-1, which
shows the highest values in these series. Thus, the specific
interactions between TEMPOL and the ionic liquids may
not as strongly influence the mobility of the radicals as the
additional Coulomb interactions between CAT-1 and the
ionic liquids.


The t values obtained for TEMPO (Fig. 3a) and
TEMPOL (Fig. 3b) dissolved in the two series of ionic


liquids investigated in this work increase with increasing
viscosity (h) of the ionic liquids and level off at higher
viscosities. The t values of CAT-1 show a similar
tendency if the probe is dissolved in the imidazolium
tetrafluoroborates (Fig. 3c). The t values for CAT-1 in
imidazolium hexafluorophosphates were not determined
because simulation of the spectra for CAT-1 in these ionic
liquids was not possible because of the extreme broad
high field line. Generally, higher t values were obtained
for TEMPOL in comparison with TEMPO (Fig. 3) caused
by additional interactions between the OH group of
TEMPOL and the ionic liquids. The highest t values were
obtained for CAT-1 (Fig. 3c). This is attributed to
additional ionic interactions between this probe and the
individual ions of the ionic liquids.


Moreover, no Stokes Einstein behavior is observed for
the three spin probes (Fig. 3). Therefore, the mobility of
the spin probes in the ionic liquids is not a simple function
of macroscopic viscosity. Application of the Gierer–Wirtz
theory gives information about the influence of micro-
viscosity on the entire dynamic processes of a probe
molecule in a matrix.46–48 The plot of h/t as a function of
hx according to the theory of Gierer and Wirtz results in a
linear function as described by Eqn (2). The exponent x is
an expression for the function of the activation energy for
the viscous flow (Eh) and the activation energy for the
jump into the free volume (E2) as shown in Eqn (3). A and
B are intrinsic constants in Eqn (2).


h


t
¼ Aþ B � hx (2)


x ¼ Eh � E2


Eh
(3)


Examples of the plots are given for the radicals
dissolved in imidazolium tetrafluoroborates in Fig. 4. The
linear plots obtained show that both macroscopic friction
and diffusion into the free volume affects the mobility of
radicals in the ionic liquids independent on the
substitution of the radicals investigated. The exponent
x is about 1 for TEMPO and TEMPOL in all ionic liquids
and for CAT-1 in imidazolium tetrafluoroborates
(Table 2). From this one can conclude that the activation
energy for the jump into the free volume (E2) is nearly
zero for TEMPO and TEMPOL in all studied ionic
liquids, and for CAT-1 in imidazolium tetrafluoroborates.
Therefore, the activation of the viscous flow (Eh)
dominates in these systems. The influence of micro-
viscosity on mobility of a probe molecule in a
nonactivated process seems to be of general importance
for ionic liquids. However, such an effect is an exception
for molecular solvents.48–50 This result may be attributed
to the special structure of the molten salts composed of
positive and negative ions, which interact with the spin
probes.


A further parameter that was obtained by analysis of the
ESR spectra is the nitrogen isotropic hyperfine coupling
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constant (Aiso (14N)), which is sensitive to electrostatic
interactions and hydrogen bonding (Fig. 5).51–55 The Aiso


(14N) value is a measure for perturbations of the spin-
density distribution of the radicals in solution caused by
electrostatic interactions and hydrogen bonding with the
solvent.44,56 Polar solvents should generally stabilize
structures IIa and IIb resulting in an increase of Aiso (


14N).
Solvents forming specific hydrogen bonding with the
probe favor more stabilization of the structure IIb.
Therefore, Aiso (14N) should be higher for solvents


undergoing hydrogen bonding with the probe than for
other polar solvents. Nevertheless, the hyperfine coupling
constant (Aiso (14N)) reports about the polarity of the
environment, which is sensed by the probe.


The Aiso (14N) values obtained for TEMPO and
TEMPOL in ionic liquids are not dependent on the
structure of the ionic liquid in case of both imidazolium
tetrafluoroborates (Fig. 6) and imidazolium hexafluor-
ophosphates (Aiso (14N) values are 1.58–1.59mT for
TEMPO in 2a–2g and 1.57–1.59mT for TEMPOL in


Figure 2. ESR spectra of TEMPO ((a) t¼0.1 ns, (b) t¼ 1.8 ns), TEMPOL ((c) t¼ 1.1 ns, (d) t¼ 5.5 ns), and CAT-1 ((e) t¼4.0 ns,
(f) t¼18.6 ns) in 1a (a, c, e) and 1f (b, d, f) at 293K
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2a–2g). Furthermore, the Aiso (14N) values for TEMPO
(Aiso (


14N) is about 1.59mT for TEMPO in 1i and 1.58mT
in 1k, and about 1.57mT in 2h) and TEMPOL (Aiso (


14N)
is about 1.56mT for TEMPOL in 1i and 1k, and about
1.52mT in 2h) measured in imidazolium salts methyl
substituted at C-2 of the imidazolium ring are similar to or
slightly lower than those obtained in imidazolium salts
unsubstituted at this position (Fig. 6). Therefore, the Aiso


(14N) values of TEMPO and TEMPOL cannot distinguish
between micropolarity of imidazolium salts methyl
substituted or unsubstituted at C-2. The latter shows
only a low C–H acidity.36,57 Furthermore, these probes
are also not sensitive enough to detect the influence of the
alkyl chain length at the nitrogen atom on micropolarity


of the ionic liquids. Moreover, the Aiso (14N) values
obtained for TEMPO are comparablewith the value found
in methylenechloride (Aiso (14N): 1.58mT), and TEM-
POL shows an Aiso (


14N) value similar to that obtained in
dimethylsulfoxide (Aiso (


14N): 1.59mT). This suggests a


Figure 3. Rotational correlation time (t) for TEMPO (a),
TEMPOL (b), and CAT-1 (c) dissolved in the imidazolium salts
1a–k and 2a–h as function of the viscosity of the solvents at
293K


Figure 4. Plot of h/t as function of hx (Eqn (2)) for TEMPO
(a), TEMPOL (b), and CAT-1 (c) dissolved in 1a–h at 293K


Table 2. Exponent x from Eqn (2) obtained for TEMPO and
TEMPOL in imidazolium tetrafluroborates and hexafluoro-
phosphates, and for CAT-1 in imidazolium tetrafluorobo-
rates


Ionic liquids


x


TEMPO TEMPOL CAT-1


1a–1h 0.88 0.99 0.97
2a–2f 1.0 0.99 —
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micropolarity of ionic liquids similar to methylenechlor-
ide for nonpolar solutes, and similar to dimethylsulfoxide
for solutes that can form hydrogen bonding to the ionic
liquids. This result is supported by other results published
in literature that show a probe dependent micropolarity of
the ionic liquids.58 However, this discussion bases on a
simplification of the microstructure of ionic liquids.


Interestingly, Aiso (14N) values for CAT-1 are lower
than for TEMPO and TEMPOL, and they depend on the
structure of the imidazolium salt (Fig. 6). The positive
charge of the substituent at CAT-1 may cause the lower
nitrogen isotropic hyperfine coupling constant in com-


parison with TEMPO. The decrease of the Aiso (14N)
values for CAT-1 with increasing alkyl chain length at the
nitrogen atom of imidazolium tetrafluoroborates indicates
a decrease in micropolarity with increasing alkyl chain
length bound at the nitrogen atom of the imidazolium ring
(Fig. 6). The Aiso (14N) values for CAT-1 in 1a–1e are
comparable with the value determined in dimethylsulf-
oxide (Aiso (14N): 1.58mT) indicating a similar micro-
polarity as this molecular solvent. The Aiso (


14N) values
for 1f–h indicate a significantly lower polarity caused by
the longer alkyl chain. Although CAT-1 is insoluble in
nonpolar solvents such as toluene it can be dissolved in


Figure 5. Schematic presentation of electrostatic interactions and hydrogen bonding between the spin probes (TEMPO,
TEMPOL, CAT-1) and an ionic liquid that may influence the nitrogen isotropic hyperfine coupling constants (Aiso (


14N)) of the spin
probes. a: Simplified scheme summarizing different contributions to the nitrogen isotropic hyperfine structure. b: Radical (I) and
ionic (II) structures of the spin probes; IIa: ionic interactions between the imidazolium ion and the NO-group; IIb: hydrogen
bonding between the hydrogen at C-2 of the imidazolium ion and the NO-group. c: Electrostatic interactions between the
ammonium substituent at CAT-1 and the anion of the ionic liquid. d: Hydrogen bonding between the hydrogen at C-2 of the
imidazolium ion and the OH group of TEMPOL
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ionic liquids bearing longer alkyl chains and indicates a
low micropolarity of these solvents.


Moreover, the Aiso (14N) values for CAT-1 in 1i (Aiso


(14N): 1.36mT) and 1k (Aiso (
14N): 1.37mT), which bear


a methyl substituent at C-2, are lower in comparison with
the imidazolium salts unsubstituted at C-2 (1b and 1d)
containing the same substituents at the nitrogen atoms
(Fig. 6). This indicates a lower micropolarity of 1i and 1k
relative to 1b and 1d that is attributed to the methyl
substituent at C-2 in 1i and 1k. The higher Aiso (14N)
values for CAT-1 in 1b and 1dmay be caused by the C–H
acidity of the imidazolium ion54 resulting in additional
hydrogen bonding, and therefore, in an increase in
micropolarity of the imidazolium salts unsubstituted at C-
2. The ionic structure of CAT-1 makes this probe more
sensitive than TEMPO and TEMPOL to detect differ-
ences in micropolarity between the imidazolium salts.


CONCLUSION


Investigation of the spin probes TEMPO, TEMPOL, and
CAT-1 in imidazolium based ionic liquids shows an
influence of microviscosity of the ionic liquid on mobility
of all probes investigated. The effect is higher for
TEMPOL and it is strongest for CAT-1. Hydrogen
bonding in case of TEMPOL and ionic interactions
between CAT-1 and the individual ions of the ionic liquids
may be discussed as responsible parameter describing this
phenomenon. However, motion into the free volume of
the ionic liquid becomes a non-activated process, and it
seems to be typical for these molten salts whereas this
phenomenon is an exception for molecular solvents.
Furthermore, micropolarity of the ionic liquids described
by the nitrogen hyperfine coupling constant (Aiso (


14N)) is
not only dependent on the probe investigated. The Aiso


(14N) values of CAT-1 show also an influence of the


substituents at the imidazolium ion on micropolarity of
the ionic liquids. Microviscosity and micropolarity are
very important for application of ionic liquids as solvents
for reactions in organic, inorganic, and polymer
chemistry. Furthermore, micropolarity is crucial for
selection of ionic liquids for special separation processes.
Moreover, the spin probes can function as models for
radicals formed during radical polymerization. The lower
mobility of the radicals caused by the higher viscosity of
the ionic liquids and the free volume effects may affect
radical polymerization. The results obtained for solute
dependent micropolarity may be useful for selection of
monomers and ionic liquids for an efficient copolymer-
ization in the ionic liquids.
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26. Bonhôte P, Dias AP, Papageorgiou N, Kalyanasundaram K, Grätzel


M. Inorg. Chem. 1996; 35: 1168–1178.
27. Evans RG, Klymenko OV, Price PD, Stephen GD, Hardacre C,


Compton RG. ChemPhysChem 2005; 6: 526–533.
28. Campbell JLE, Johnson KE, Torkelson JR. Inorg. Chem. 1994; 33:


3340–3345.
29. Noda A, Hayamizu K, Watanabe M. J. Phys. Chem. B 2001; 105:


4603–4610.
30. Tokuda H, Hayamizu K, Ishii K, Susan MABH, Watanabe M.


J. Phys. Chem. B 2004; 108: 16593–16600.
31. Tokuda H, Hayamizu K, Ishii K, Susan MABH, Watanabe M.


J. Phys. Chem. B 2005; 109: 6103–6110.
32. Tao G, Zou M, Wang X, Chen Z, Evans D, Kou Y. Austr. J. Chem.


2005; 58: 327–331.
33. Budil DE, Lee S, Saxena S, Freed JH. J. Magnet. Res. A 1996; 120:


155–189.
34. Strehmel V, Laschewsky A, Kraudelt H, Wetzel H, Görnitz E. In


Ionic Liquids in Polymer Solvents, Ed. Brazel CS, Rogers RD;
ACS Symp. Ser. 2005; 913 American Chemical Society, Washing-
ton DC, 17-36.


35. Strehmel V, Laschewsky A, Wetzel H, Görnitz E.Macromolecules
2006; 39: 932–939.


36. Huddleston JG, Visser AE, Reichert WM, Willauer HD, Broker
GA, Rogers RD. Green Chem. 2001; 3: 156–164.


37. Pfeiffer D. Programme "Isotrop". Federal Institute for Materials
Research and Testing: Berlin, Germany.


38. Hoffman BM, Eames TB. J. Amer. Chem. Soc. 1969; 91: 5168–
5170.


39. Hoffman BM, Eames TB. J. Amer. Chem. Soc. 1969; 91: 2169–
2170.


40. Lim YY, Drago RS. J. Amer. Chem. Soc. 1971; 93: 891–894.
41. Cohen AH, Hoffman BM. J. Amer. Chem. Soc. 1973; 95: 2061–


2062.
42. Cohen AH, Hoffman BM. J. Phys. Chem. 1974; 78: 1313–1320.
43. Whisnant CC, Ferguson S, Chesnut DB. J. Phys. Chem. 1974; 78:


1410–1415.
44. Stout G, Engberts JBFN. J. Org. Chem. 1974; 39: 3800–3802.
45. Reddoch AH, Konishi S. J. Chem. Phys. 1979; 70: 2121–2130.
46. Spernol A, Wirtz K. Z. Naturf. 1953; 8A: 522–532.
47. Gierer A, Wirtz K. Z. Naturf. 1953; 8A: 532–538.
48. Strehmel B, Strehmel V, Younes M. J. Polym. Sci. Polym. Phys. Ed.


1999; 37: 1367–1386.
49. Vogel M, Rettig W. Ber. Bunsen-Gesellschaft 1987; 91: 1241–1247.
50. Strehmel B. Fluorescence Probes for Material Science. In


Advanced Functional Molecules and Polymers, Vol 3, Electronic
and Photonic Properties, Nalwa HS (ed.). Gordon and Breach
Science Publishers: 2001; 299–384.


51. Saracino GAA, Tedeschi A, D’Errico GD, Improta R, Franco L,
Ruzzi M, Corvaia C, Barone V. J. Phys. Chem. A. 2002; 106:
10700–10706.


52. Knauer BR, Napier JJ. J. Amer. Chem. Soc. 1976; 98: 4395–4400.
53. Katritzky AR, Fara DC, Yang H, Tämm K, Tamm T, Karelson M.
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ABSTRACT: Kinetic studies of the addition of the aminoxyl radical TEMPO (2,2,6,6-tetramethylpiperidinylami-
noxyl, TO�) to the 4-substituted phenylketenes 8 (4-RC6H4CH——C——O, R¼NO2, CN, Cl, H, CH3, CH3O) and to 3-
pyridylketene (15) reveal a correlation of logk2(TEMPO) with the Hammett sigma parameters of the substituents
(including the aza substituent of 15), with rho¼ 1.58 (r¼ 0.94). A better correlation is obtained with the rate constants
for hydration of the same substrates: logk2(TEMPO)¼ 1.64logk(H2O)�5.76 (r¼ 0.98). These results fit within a
previously established correlation of ketene hydration reactivity with aminoxyl radical reactivity, and confirm that the
reactivity of TEMPO in additions to ketenes is dominated by the nucleophilic character of the aminoxyl oxygen, with a
strong trend of increasing reactivity for more electrophilic ketenes. Copyright # 2006 John Wiley & Sons, Ltd.

KEYWORDS: ketenes; TEMPO; free radical addition; substituent effects

INTRODUCTION


Previous studies of the reactivity of ketenes with the
aminoxyl radical 2,2,6,6-tetramethylpiperidinylaminoxyl
(TEMPO, TO�) have provided convincing evidence that
this reaction proceeds by initial oxygen attack by TEMPO
in the ketene plane on the carbonyl carbon to give enolic
radical intermediates which are ordinarily captured by
addition of a second TEMPO radical at the enolic carbon
[Eqn (1)].1 For ketenes with unsaturated substituents such
as vinyl or alkynyl groups conjugate addition may occur
[Eqn (2)].1c–e
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TO• n-Bu         O


OT


TO•
n-Bu


OT


O


TO
1 2 3


•


N


O• TO•
N


O


+•


_
4


C   O


Ph


TO• O


OT


Ph


TO•


OT


O
TO


Ph


5 6 7


•


Evidence for this reaction pathway includes compu-
tational studies,1b,g the large kinetic accelerations of the
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reactivity with conjugating ketene substituents,1 con-
jugate additions to substrates with unsaturated substi-
tuents Eqn (2)],1c,d cyclopropylcarbinyl radical ring
opening in substrates with cyclopropyl substituents,1f


trapping by oxygen of stabilized enolic radicals from
diarylketenes,1b and a correlation of ketene reactivity
with aminoxyl reactivity compared to hydration reactions
involving data for16 ketenes Eqn (3)].1c,d,h


logkðTEMPOÞ


¼ 1:18 logkðH2OÞ � 4:45ðr ¼ 0:94Þ (3)

This correlation, however, may seem surprising, in
that radicals are electron deficient species, and might
be expected to be electrophilic in character, and not
nucleophilic. However, nitroxyl radicals are often
named as ‘nitroxides,’ emphasizing the high-electron
density on oxygen, as shown in the resonance structure 4.
Indeed detailed study of the factors controlling
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reactivity in additions of carbon centered radicals to
alkenes emphasizes that the variable polar character of
different types of radicals plays a major role in these
processes.2


One of the most useful criteria for the interpretation of
addition reactions to alkenes has been the effect of aryl
substituents on the reactivity of styrenes, and this criterion
has been especially applied to electrophilic additions,
including styrene protonation.3 Arylketenes may be
considered as a special class of styrenes, and indeed
the reported correlation of the hydration reactivity of
substituted phenylketenes 8 using Hammett sigma
parameters with a slope rho¼ 1.2 has been taken as
strong evidence that these reactions are polar additions
with nucleophilic attack on carbonyl carbon with

(5)


O
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OC


R


TO• O


R


OT


TO•


OT


O


R


TO
8 12 1311
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•


zwitterionic transition states 9 leading to acid enol
intermediates 10, which lead to the carboxylic acids
[Eqn (4)].4 This result argues against an earlier proposal
that these were concerted reactions with rate limiting
proton transfer to C(2) through cyclic transition states,
forming the acids directly.4c–d The present study reports
the examination of the influence of different substituted
aryl groups on the addition of TEMPO to arylketenes to
further elucidate the nature of the transition state of this
reaction.
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RESULTS


4-Substituted diazoacetylbenzenes 11 with MeO, Me, Cl,
CN, and NO2 substituents were prepared by reaction of the
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substituted benzoyl chlorides with diazomethane in ether.
Photolysis of the diazo ketones in hexane with 254 or 300
nm light gave the corresponding ketenes 8, identified using
conventional FTIR by their distinctive absorption at 2116,
2116, 2119, 2123, and 2123 cm�1, respectively [Eqn (5)].
Qualitatively it was apparent that the ketenes were
progressively shorter lived as the substituents became
increasingly more electron withdrawing. Thus, for the
4-MeO and 4-Me substituents the IR absorptions were
strong and relatively long-lived, while those for the 4-NO2


and 4-CN substituents were weaker, and transient. The UV
spectra of the ketenes 8 in isooctane were also measured,
and minimum values of the extinction coefficients were
estimated based on the assumption that the diazo ketones 11
were completely converted to ketenes 8 (Table 1).

Product studies of the reactions of the ketenes 8 with
TEMPO in hexane were carried out by adding TEMPO to
solutions of the ketenes generated by photolysis of the
diazo ketones in hexane for the 4-MeO, 4-Me, and 4-Cl
substituted derivatives, while for the 4-CN and 4-NO2


substituted compounds photolysis was carried out in the
presence of TEMPO for in situ trapping. The 1,2-
diaddition products 13 were isolated in 25–49% yields
[Eqn (5)]. 3-Pyridylketene (15) was also generated by
photochemical Wolff rearrangement of the diazo ketone

14, as we have done previously for examination of its
reactivity in amination5 and hydration,5b and reacted with
TEMPO to give the 1,2-diaddition product 16 [Eqn (6)].
This substrate may be included in a Hammett type
correlation by using a sigma constant for the 3-aza group
of 0.55.5c,d

(6)
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Figure 1. Plot of logk2(TEMPO) versus sigma (para) con-
stants for arylketenes 8 and 15


Table 1. Ketenyl IR absorption and UV spectra of arylke-
tenes 8 and 15


R IR (cm�1)a
UV (lmax nm),
" (isooctane)b


MeO (8a) 2116 251 (6.3� 103), 390 (25)
Me (8b) 2116 250 (1.8� 104), 380 (120)
H (8c) 2118 248 (1.2� 104), 378 (47)
Cl (8d) 2119 255 (1.4� 104), 370 (72)
CN (8e) 2123 218 (1� 104), 224 (1� 104),


273 (1.6� 104), 370 (93)
NO2 (8f) 2123 225 (5.4� 103), 261 (4� 103),


317 (7.4� 103)
Ar¼ 3-Pyridyl (15) 2123 250 (4.3� 103), 290 (7� 102)


a Hexane.
b Minimum values of " assuming complete conversion of the diazo ketones
to the ketenes.
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Rate constants were measured for the reaction of the
4-substituted phenylketenes 8 and for 3-pyridylketene (15)
with different concentrations of excess TEMPO under
pseudo first order conditions by measuring the decrease in
the UVabsorption of the ketenes as carried out previously,1c–h


and plots of the measured rate constants versus the TEMPO
concentration gave second order rate constants, as reported
in Table 2, together with previous results1c,d for phenylke-
tene (8c, R¼H). Also included in Table 2 are the reported
rate constants for hydration of these 4-substituted arylke-
tenes, as measured by the change in conductivity of the
solutions.6a When the hydration of phenylketene (8c) is
observed by UV spectroscopy, two processes are observed,
conversion of the ketene to the acid enol, and conversion of
the acid enol to the carboxylic acid.5e The observed rate
constants for generation of the carboxylic acids measured by
conductivity should correspond closely to the rate constants
for nucleophilic attack of water on the ketene.6a

DISCUSSION


The rate constants for reaction of the 4-substituted
phenylketenes 8 and 3-pyridylketene 15 with TEMPO

Table 2. Rate constants for TEMPO addition and for
hydration of arylketenes 8 (4-RC6H4CH––C––O) and 3-
pyridylketene (15)


R Sigmaa k2(TEMPO) 258C, s�1 M�1 k(H2O) s�1b


CH3O (8a) �0.27 2.26 4.5� 103


CH3 (8b) �0.17 1.23 3.8� 103


H (8c)c 0.0 1.26 4.9� 103


Cl (8d) 0.23 5.55 9.6� 103


CN (8e) 0.66 43.4 2.56� 104


NO2 (8f) 0.78 63.6 4.95� 104


3-Py (15) 0.55d 11.0 1.6� 104e


a Ref. 3c unless noted.
b Ref. 6a, unless noted.
c Refs. 1c,d.
d Ref. 5c,d.
e Ref. 5b.


Copyright # 2006 John Wiley & Sons, Ltd.

vary by a factor of 52 for the different substituents,
and give a correlation with the Hammett sigma constants
(Fig. 1) with a slope of 1.6 and a correlation coefficient
r¼ 0.94 [Eqn (7)]. This compares with the rho value of
1.2 found for the rate constants for hydration of the
phenylketenes 8 with the sigma constants.6 The
correlation coefficient of 0.94 is only fair, but the trend
in reactivity with higher reactivity for the ketenes with the
more strongly electron withdrawing substituents is
unmistakable, and agrees with the previously found
parallel between ketene reactivity with nitroxyl radicals
and with water, showing the nucleophilic character of the
reaction.1c–h


log k2ðTEMPOÞ ¼ 1:56s þ 0:42 ðr ¼ 0:94Þ (7)


Correlation of logk2 for reaction of ketenes with
TEMPO with logk for reaction with water (Fig. 2) gives a
better correlation, with a correlation coefficient of 0.98
[Eqn (8)]. This result confirms the utility of the study of
arylketenes for the examination of the parallel between
hydration reactions and TEMPO addition, and shows
the strong nucleophilic character of the aminoxyl radical
in this reaction. The formation of radical intermediates in
these reactions of TEMPO with ketenes is confirmed
by the addition of two TEMPO molecules, the ring
opening of cyclopropylcarbinyl intermediates, and the
reaction of the intermediates with molecular oxygen.1b


log k2ðTEMPOÞ


¼ 1:64 log kðH2OÞ � 5:76 ðr ¼ 0:98Þ (8)


A new correlation of rate constants for ketene reactions
with TEMPO and with water including the previous
results and the results for the reaction of the arylketenes
measured is given in Fig. 3 [Eqn (9)]. This includes 22

J. Phys. Org. Chem. 2006; 19: 841–846







Figure 2. Plot of logk2(TEMPO) versus logk(H2O) for arylk-
etenes 8 and 15
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ketenes, and covers a range of 107 in hydration reactivity,
and 109 in reactivity with TEMPO.


log k2ðTEMPOÞ


¼ 1:22 log kðH2OÞ � 4:93 ðr ¼ 0:94Þ (9)


A possible reason for the even greater variation in
reactivity as a function of structure for the reaction with
TEMPO than for the reaction with water is that in
hydration reactions more than one water molecule
participates, leading to an enol intermediate 10 by addition
to the ketene carbonyl [Eqn (4)].4a,5e In the addition of
TEMPO an enolic radical intermediate is formed Eqn (6)],
and so there is more conjugation possible with the aryl
substituent compared to the hydration reaction.
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r


In summary, there is a correlation of the rate constants
for addition of the aminoxyl radical TEMPO to arylketenes
with the rate constants for hydration (Fig. 2), confirming
the nucleophilic character of the aminoxyl radical. The
results also fit with the general correlation of TEMPO
reactivity with ketenes compared to hydration reactivity.

EXPERIMENTAL


The diazo ketones 11 are all known compounds,6a and
were prepared by reaction of the acyl chlorides with
diazomethane.

Reaction of 4-Methoxyphenylketene
(8a) with TEMPO


4-Methoxydiazoacetophenone (11a, 0.10 g, 0.57 mmol)
and TEMPO (0.18 g, 1.2 mmol, 2.1 equiv) in hexane
(75 mL) were photolyzed 1 h with 300 nm light and left
stirring for 1 h at room temperature. The solution was
concentrated and chromatographed using CH2Cl2 to give
the bis(TEMPO) adduct 13a (0.090 g, 0.20 mmol, 34%).
1H NMR (400 mHz, CDCl3) d 0.47 (s, 3), 0.65 (s, 3), 0.84
(s, 3), 1.03 (s, 3), 1.12 (s, 3), 1.17 (s, 3), 1.23 (s, 3), 1.26 (s,
3), 1.36–1.62 (m, 12), 3.80 (s, 3), 5.28 (s, 1), 6.83 (d, 2,
J¼ 8.6 Hz), 7.38 (d, 2, J¼ 8.6 Hz). 13C NMR (100 mHz,
CDCl3) 17.1, 17.3, 20.2, 20.8, 22.9, 31.2, 32.2, 33.7, 34.5,
39.4, 39. 6, 40.5, 55.4, 60.1, 60.6, 87.3, 113.7, 128.5, 129.0,
129.7, 132.0. IR (CDCl3) 1786 cm�1. EIMS m/z 304
(Mþ-OT), 243, 165, 126, 83, 69, 56. HREIMSm/z calcd for
C18H26NO3 (Mþ-TO) 304.1912, found 304.1913. Pho-
tolysis of 11a in hexane in the absence of TEMPO gave a
solution displaying the ketenyl IR at 2116 cm�1.

Reaction of 4-Methylphenylketene
(8b) with TEMPO


4-Methyldiazoacetophenone (11b, 0.060 g, 0.38 mmol) in
hexane (25 mL) was photolyzed 25 min with 254 nm light
to generate the ketene 8b (IR 2116 cm�1). TEMPO
(0.12 g, 0.79 mmol, 2.1 equiv) was added, and the solution
was stirred for 2 h at room temperature. The solution was
concentrated and chromatographed using CH2Cl2 to give
the bis(TEMPO) adduct 13b (0.080 g, 0.18 mmol, 47%).
1H NMR (400 mHz, CDCl3) d 0.48 (s, 3), 0.69 (s, 3), 0.87
(s, 3), 1.06 (s, 3), 1.09 (s, 3), 1.16 (s, 3), 1.27 (s, 3), 1.30 (s,
3), 1.35–1.63 (m, 12), 2.36 (s, 3), 5.23 (s, 1), 7.15 (d, 2,
J¼ 8.1 Hz), 7.36 (d, 2, J¼ 7.9 Hz). 13C NMR (100 mHz,
CDCl3) 17.0, 17.2, 20.2, 20.6, 21.3, 30.9, 32.0, 33.5, 34.2,
39.3, 39.8, 40.9, 59.2, 60.4, 87.5, 127.5, 128.8, 136.4,
137.5, 171.1. IR (CDCl3) 1773 cm�1. HREIMS m/z calcd
for C27H45N2O3 (Mþ) 445.3428, found 435.3424.
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Reaction of 4-Chlorophenylketene
(8d) with TEMPO


4-Chlorodiazoacetophenone (11d, 0.080 g, 0.44 mmol) in
hexane (75 mL) was photolyzed 20 min with 254 nm light
to generate the ketene 8d (IR 2119 cm�1). TEMPO (0.14 g,
0.92 mmol, 2.1 equiv) was added, and the solution was
stirred for 2 h at room temperature. The solution was
concentrated and chromatographed using 1:9 EtOAc/
hexane to give the bis(TEMPO) adduct 13d (0.10 g,
0.21 mmol, 49%). 1H NMR (400 mHz, CDCl3) d 0.50 (s,
3), 0.67 (s, 3), 0.88 (s, 3), 1.06 (s, 3), 1.09 (s, 3), 1.14 (s, 3),
1.25 (s, 3), 1.29 (s, 3), 1.30–1.58 (m, 12), 5.28 (s, 1), 7.36
(d, 2, J¼ 8.5 Hz), 7.47 (d, 2, J¼ 8.3 Hz). 13C NMR
(100 mHz, CDCl3) 17.0, 17.2, 20.3, 20.7, 21.0, 31.1, 32.1,
33.5, 34.4, 39.2, 39.4, 40.4, 60.1, 60.6, 87.0, 128.9, 130.9,
138.0, 141.8, 175.2. IR (CDCl3) 1777 cm�1. HREIMS m/z
calcd for C26H42ClN2O3 (Mþ) 465.2878, found 465.2862.

Reaction of 4-Cyanophenylketene
(8e) with TEMPO


4-Cyanodiazoacetophenone (11e, 0.050 g, 0.29 mmol)
and TEMPO (0.090 g, 0.61 mmol, 2.1 equiv) in hexane
(100 mL) were photolyzed 25 min with 254 nm light and
left stirring for 1 h at room temperature. The solution was
concentrated and chromatographed using 3:7 EtOAc/
hexane to give the bis(TEMPO) adduct 13e (0.030 g,
0.066 mmol, 23%). 1H NMR (400 mHz, CDCl3) d 0.44 (s,
3), 0.60 (s, 3), 0.84 (s, 3), 1.04 (s, 3), 1.08 (s, 3), 1.14 (s, 3),
1.26 (s, 3), 1.29 (s, 3), 1.37–1.65 (m, 12), 5.33 (s, 1), 7.63
(d, 2, J¼ 8.2 Hz), 7.67 (d, 2, J¼ 8.3 Hz). 13C NMR

Table 3. Kinetics of ketene reactions with TEMPO (isooctane, 2


Ketene Ketene [TEMPO] M� 103 kobs (s�1)� 102a


8a (R¼MeO)b 4.11 0.934
3.29 0.766
2.46 0.567
1.644 0.373
0.822 0.202


8b (R¼Me)c 4.11 0.562
3.29 0.485
2.46 0.389
1.644 0.274
0.822 0.164


8d (R¼Cl)d 4.11 2.72
3.29 2.32 3
2.46 1.62
1.644 1.20
0.821 0.994


a Average of duplicate runs at each concentration.
b kobs¼ (2.26� 0.04)s�1 M�1[TO�]þ(1.20� 1.01)� 10�4 s�1.
c kobs¼ (1.23� 0.04)s�1 M�1[TO�]þ(7.2� 1.0)� 10�4 s�1.
d kobs¼ (5.50� 0.34)s�1 M�1[TO�]þ(4.0� 1.0)� 10�3 s�1.
ekobs¼ (43.4� 1.7)s�1 M�1[TO�]þ(1.25� 12.3.)� 10�4 s�1.
f kobs¼ (63.6� 4.6)s�1 M�1[TO�]þ(6.9� 1.0)� 10�3 s�1.
gkobs¼ (11.0� 1.13)s�1 M�1[TO�]�(7.33� 6.12)� 10�4 s�1.


Copyright # 2006 John Wiley & Sons, Ltd.

(100 mHz, CDCl3) 16.9, 17.0, 20.1, 20.3, 20.6, 31.0, 31.9,
33.3, 34.2, 39.2, 39.4, 40.3, 60.1, 60.6, 87.2, 111.9, 118.7,
128.3, 132.2, 144.6. IR (CDCl3) 1776 cm�1. HREIMS m/
z calcd for C27H42N3O3 (Mþ) 456.3220, found 456.3222.

Reaction of 4-Nitrophenylketene
(8f) with TEMPO


4-Nitrodiazoacetophenone (11f, 0.050 g, 0.26 mmol) and
TEMPO (0.090 g, 0.55 mmol, 2.1 equiv) in hexane
(100 mL) were photolyzed 35 min with 300 nm light
and left stirring for 1 h. The solution was concentrated and
chromatographed using CH2Cl2 to give the bis(TEMPO)
adduct 13f (0.030 g, 0.063 mmol, 25%). 1H NMR
(400 mHz, CDCl3) d 0.46 (s, 3), 0.61 (s, 3), 0.86 (s, 3),
1.06 (s, 3), 1.10 (s, 3), 1.16 (s, 3), 1.28 (s, 3), 1.31 (s, 3),
1.36–1.65 (m, 12), 5.40 (s, 1), 7.69 (d, 2, J¼ 8.6 Hz), 8.27
(d, 2, J¼ 8.6 Hz). 13C NMR (100 mHz, CDCl3) 16.8,
17.0, 20.2, 20.3, 20.6, 31.1, 32.0, 33.3, 34.2, 39.2, 39.4,
40.3, 60.2, 60.7, 87.0, 123.7, 128.4, 130.7, 146.6, 169.7.
IR (CDCl3) 1789 cm�1. EIMS m/z 476 (M�), 319 (Mþ-
TO) 291, 270, 194, 164, 142, 89, 69, 56. HREIMS m/z
calcd for C26H42N3O5 (Mþ) 476.3124, found 476.3124.
Photolysis of 11a in hexane in the absence of TEMPO
gave a solution displaying the keteneyl IR at 2123 cm�1.

Reaction of 3-Pyridylketene (3–15)
with TEMPO


3-Diazoacetylpyridine (3–14, 14 mg, 0.095 mmol)5a


and TEMPO (31 mg, 0.200 mmol, 2.1 equiv) in hexane

58C)


Ketene [TEMPO] M� 103 kobs (s�1)� 102


8ee (R¼CN)c 1.644 6.88
0.822 4.05
0.358 1.38
0.286 1.14
0.215 0.881
0.143 0.661


8ff (R¼NO2)f 0.358 2.89
0.286 2.49
0.215 2.12
0.143 1.82
0.0715 1.010


–15g (3-PyCH––C––O) 1.90 1.83
3.81 2.97
4.76 4.40
5.71 5.31
7.62 7.91
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(30 mL) was degassed with argon over powdered
molecular sieves and photolyzed 8 min with 300 and
350 nm light. The solution was filtered, concentrated, and
chromatographed with 2:8 EtOAc/hexane containing 1%
Et3N to give the bis(TEMPO) adduct 3-15 (3 mg,
0.007 mmol, 7%). 1H NMR (400 mHz, CDCl3) d 0.45
(s, 3), 0.62 (s, 3), 0.75 (s, 3), 0.85 (s, 3), 1.03 (s, 3), 1.05 (s,
3), 1.06 (s, 3), 1.14 (s, 3), 1.2–1.7 (m, 12), 5.32 (s, 1), 7.30
(m, 1), 7.84 (d, 1), 8.56 (d, 1), 8.70 (2, 1). 13C NMR
(100 mHz, CDCl3) 16.9, 17.0, 20.16, 20.23, 20.6, 20.8,
29.7, 31.1, 32.0, 33.3, 34.4, 39.5, 40.3, 60.5, 85.4, 123.5,
127.3, 129.7, 134.8, 149.5. IR (CDCl3) 1780 cm�1. EIMS
m/z 276, 247, 182, 156, 140, 119, 91, 83, 69, 55.

Reaction of 4-Pyridylketene (4–15)
with TEMPO


4-Diazoacetylpyridine (21.3 mg, 0.145 mmol)5a and
TEMPO (46 mg, 0.30 mmol, 2.1 equiv) in hexane
(14 mL) were purged 30 min with argon, and photolyzed
15 min with 300 and 350 nm light. The solution was stirred
for 2 h at room temperature. The solution was filtered,
concentrated, and chromatographed with EtOAc/hexane,
1:9–3:7 to give the bis(TEMPO) adduct 4–15 (1.9 mg,
0.018 mmol, 3%). 1H NMR (400 mHz, CDCl3) d 0.4–1.6
(m, 36), 5.26 (s, 1), 7.41 (d, 2, J¼ 6.0 Hz), 8.60 (d, 2,
J¼ 6.0 Hz). 13C NMR (100 mHz, CDCl3) 17.1, 17.2, 20.3,
20.4, 20.8, 31.2, 32.1, 33.5, 34.4, 39.4, 39.6, 40.5, 59.9, 60.3,
60.8, 60.9, 86.9, 122.5, 148.0, 150.0, 169.8. IR (CDCl3)
1776 cm�1. EIMS m/z 432, 156, 140, 69. HREIMS m/z
calcd for C25H42N3O3 (MHþ) 432.3203, found 432.3226.

Kinetic measurements


The kinetics of the reactions of ketenes were measured as
reported previously by monitoring the disappearance of
ketene in the presence of various concentrations of excess

Copyright # 2006 John Wiley & Sons, Ltd.

TEMPO by UV.1b–h Second order rate constants for
reaction were obtained from plots of kobs versus
[TEMPO] as reported in Table 3.
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ABSTRACT: In the mechanism of reaction of Grignard reagent formation for alkyl halides (RX), it is generally
assumed that the alkyl radical, formed by the electron transfer from the metal to this halide, reacts rapidly with the
paramagnetic MgX� species. The previous comparisons of aryl halides reactivity toward magnesium and their
reactivity toward a cathode strongly suggested that MgX� species are not, for the aryl halides, compulsory to
rationalise the observed facts. The aryl radicals formed by electron transfer from the metal to the aryl halide would
undergo a rapid second electron transfer to yield carbanions transformed into RMgX by reaction with MgX2. In
contrast, for the alkyl halides, the reduction of the rapidly formed alkyl radicals into carbanions has seldom been
discussed as a possible fate for these radicals, the main discussed fates being dimerisation, disproportionation,
hydrogen abstraction from the solvent, rearrangement or coupling with MgX� radicals. Two main differences
distinguish the reactivity of alkyl halides from their aryl halides counterpart. First, the radical anions of aryl halides
may have a given lifetime whereas electron transfer to alkyl halides is concerted with the cleavage of the molecule.
Second, the aryl radicals display far stronger oxidising properties than the alkyl radicals. The counterpart of this
property is that aryl carbanions display weaker reducing properties than the alkyl ones. In this report, putting in
perspective Grignard reaction and the experimental results obtained with identical radical clocks in electrochemistry,
we tentatively provide an answer to the question raised in the title. The comparison of electrochemical patterns of
reactivity of selected alkyl halides and the evolutions of yields in the preparation of Grignard reagent suggest a new
explanation for the lower yields generally observed when alkyl iodides are the starting substrates. It involves an
autocatalytic reaction where carbanionic species formed from the alkyl radicals and diffusing away from the metal
surface, transfer one electron to the alkyl halide; the result would be the creation of two radicals leading to an increased
amount of by-products. If the carbanionic mechanism were to be retained for the formation of alkyl Grignard reagent
one would have to admit that the magnesium surface behaves as a cathode displaying high current densities
reminiscent of microelectrodes. Copyright # 2006 John Wiley & Sons, Ltd.

KEYWORDS: electron transfer; radical clocks; Grignard reagent formation; carbanions; RX cathodic reactions;


microelectrodes; leaving group effects; autocatalysis

INTRODUCTION


In 1988, Bickelhaupt’s group provided the first exper-
imental evidence of the involvement of carbanionic
species in the formation of aryl halide Grignard reagents.1


This first observation was made possible by the very
special structure of the studied aryl halide: 2-bromo-1,3-
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xylylene-15-crown-4. The formation, besides the normal
Grignard reagent (80%), of two by-products (10% each):
a protonated product and a ring opened one could be
rationalised by the mechanism shown in Scheme 1. In this
mechanism, the ether cleavage occurs because of an
activation of the ethylene group by coordination of the
neighbouring oxygens with magnesium. Thus, the already
formed Grignard reagent would be attacked intermole-
cularly by an intermediate carbanion formed in the
pathway leading to the Grignard reagent. This intermedi-
ate carbanion would be formed by a rapid reduction of the
aryl radical created by the cleavage of the aryl halide
radical anion. This first observation was further confirmed
by a series of experiments.2,3 An excellent account of
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these studies and also a comprehensive critical review of
the various mechanisms proposed for the formation of
Grignard reagents is given in van Klink thesis.4 The
intervention of carbanions in aryl halides Grignard
reagent formation was then independently proposed by
two groups.5–8


In Scheme 1, the fate of the aryl radical is ruled by the
competition: coupling with the radical species MgBr� (or
for rapid radical clocks, cyclisation)5versus reduction by
a second electron transfer (ET) either from the metal
surface, from Mg�þ or from MgBr�.3


Garst’s proposal for a dianion intervention would, in
this scheme, bypass the aryl radical intermediate because
the originally formed radical anion would accept a second

Copyright # 2006 John Wiley & Sons, Ltd.

electron and the formed dianion would rapidly cleave to
give the aryl carbanion and a bromide anion.6


In the mechanism that we propose as an extension of
the electrochemical model of kinetic zones, a slightly
different mechanism could occur.9 The radical anion
formed by the first ET could, at least in part, diffuse
toward the bulk of the solution. It would give birth, by its
cleavage, to an aryl radical and a halide anion at a given
distance of the metal surface. On its way back to the metal
surface, the aryl radical could be reduced by the radical
anions present in the vicinity of this surface or at the metal
surface itself. In the vicinity of the surface one would
therefore have the species radical anion, magnesium
dibromide (corrosion approach of the Grignard
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reagent),10 formed Grignard reagents (from the reaction
between carbanions and MgBr2) and aryl carbanions
having not yet reacted with MgBr2. These carbanions
could react with the already formed Grignard reagents to
yield the two by-products described in Scheme 1. If this
slight modification holds, one would expect that the
addition of MgBr2 in Bickelhaupt’s mixture from the start
would decrease the percentage of by-products in a way
reminiscent of Garst’s observation for aryl radical
clocks.6 In this proposition, the intervention of MgBr�


radicals is not needed.
The currently adopted mechanism for alkyl halides


Grignard reagent formation involves the intervention of
MgX� radicals as central species (Scheme 2).4,11–19


In this mechanism, the fate of the alkyl radical is ruled
by a competition between a set of classical elementary
steps for an alkyl radical (formation of radical pairs,
dimerisation, disproportionation, and atom transfer) and a
coupling of the radical with MgX� which forms the
Grignard reagent.20 There is no carbanion intermediate on
the route going from alkyl halides to the Grignard reagent.
However, in his review summarising more than 30 years
of experiments and thoughts about the mechanisms of ET

Scheme


Copyright # 2006 John Wiley & Sons, Ltd.

and the Grignard reagent, Garst critically examines the
arguments on which the participation of MgX� are based
and prefers the hypothesis in which the route going from
the alkyl radical to RMgX goes through a carbanion.7


In another publication,9 we propose to apply the model
built by Savéant’s group to account for the selectivity
observed when an aryl halide is reduced at a cathode.21–26


This model considers that, for these compounds, the
selectivity is settled in a zone where gradients of
concentrations for substrates, intermediates and products
in the vicinity of the solid surface rule the macroscopic
selectivity. It, therefore, involves kinetics where the
concentrations of compounds have to be derived with
respect to time but also with respect to the distance to the
solid surface. When aryl halide radical clocks are
considered in the context of Grignard reagent formation,
Scheme 3 shows that the main step competing with the
radical cyclisation is a rapid reduction of the aryl radical
by the Mg surface on one side but also by the radical anion
of the starting radical clock. This competition differs from
that shown in Scheme 2. The relative participation of the
Mg surface and radical anions in the reduction step
critically depends on the lifetime of aryl halide radical
anion but also on other factors (kinetic zone approach).


The differences between the electrochemical model
and the diffusion model (D) proposed by Garst, is clearly
illustrated when one returns to Ashby’s in depth study of
the reaction of various alkyl centred radical clocks
towards magnesium.16 The similarity is that both models
propose that the radicals diffuse towards the solution and,
part only of them returns to the metallic surface to yield
the Grignard reagent. This interpretation contrasts with

3
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the Kharasch–Walborsky model where the radicals are
supposed to remain adsorbed on the metallic sur-
face.17,18,27 The main consequence is the introduction
of gradients of concentrations for the reactive species in
both D and electrochemical models. However, in the D
model, as applied by Ashby, when the radical returns to
the metallic surface it reacts specifically with an MgX�


present on the metallic surface, whereas, in the
electrochemical model it is reduced by any metallic
atom of the surface. Furthermore, in the D model, the
radical returning to the metallic surface is supposed to do
no ET chemistry on its travel back to the surface, whereas
the electrochemical model supposes (at least for some
aromatic halides) that, on its way back, the radical may be
reduced into carbanion by the radical anions present in the
close vicinity of the metallic surface.


The purpose of the present report is to examine if the
mechanism of Grignard reagent formation is intrinsically
different for alkyl halides and aryl halides. And, more
specifically, if carbanionic species are involved in the
route toward the Grignard reagent for both substrates.

ELECTROCHEMICAL STUDIES OF
ALKYL CENTRED RADICAL CLOCKS


The starting point for the extension of the kinetic zone
model to the selectivity observed in the reactions between
aryl halides and magnesium was the comparison of
electrochemical results with the reaction of aryl centred
radical clocks toward magnesium.28 We will adopt the
same methodology: compare the pattern of reactivity of
alkyl centred radical clocks towards a cathode and
towards magnesium. Some electrochemical experiments
on radical clocks will also be described because of their
conceptual importance even if their reactions with
magnesium have not yet been reported.

General electrochemical
properties of alkyl halides


The cyclic voltammograms (0.1 V s�1) of primary,
secondary and tertiary butyl iodides and bromides
(concentration 2 mM) on a glassy carbon electrode in
DMFþ 0.1 M NBu4BF4 at 10 8C make it possible to
compare the ease of reduction of the radicals formed from
alkyl halides with the ease of reduction of the starting
halide.29 For most aryl halides, the aryl radicals formed
by the cleavage of the corresponding radical anion were
easier to reduce than the starting aryl halide.22 The
situation is more complex for alkyl halides. The six
studied alkyl halides part into three groups. The first
group contains n-BuBr, sec-BuBr, and n-BuI whose
voltammograms display a single two-electron wave,
respectively, at �2.61 V, �2.39 V, �2.09 V (vs. NHE).
This corresponds to a situation where the R� radicals

Copyright # 2006 John Wiley & Sons, Ltd.

formed by the one-electron reductive cleavage of the
C—X bond are reduced at a potential which is positive or,
at least, equal to the potential at which the reductive
cleavage occurs. The second group contains sec-BuI and
tert-BuI whose voltammograms display two one-electron
waves, respectively at �1.81 and �1.67 V for the wave
corresponding to the reductive cleavage. The second
wave, which appears at more negative potentials (�2.26
and �2.4 V vs. NHE for sec-BuI and tert-BuI, respect-
ively), indicates that the R� radicals formed in these cases
are more difficult to reduce than the starting alkyl halide.
An intermediate situation holds for t-BuBr: a single two-
electron wave appears at �2.27 V; its shape suggests,
however, that the reduction of the R� radical is only
slightly negative to that of RX. The ease of reductive
cleavage decreases in the order RI, RBr, RCl and in the
order tertiary, secondary, primary for the nature of the R
group. The ease of reduction of the R� radical decreases in
the order n, sec, tert.


The alkyl chlorides could not be examined by these
authors because of the very negative potential demanded
to effect the reductive cleavage.29,30 By extrapolation of
the observed trends for alkyl iodides and alkyl bromides
one expects that, for alkyl chlorides, the R� radicals
formed by the one-electron reductive cleavage of the
C—Cl bond will be reduced at a potential which is
positive to the potential at which the reductive cleavage
occurs. Those alkyl halides for which such a situation
holds should exhibit a single two-electron reduction wave
leading predominantly to the R� carbanion because the
reduction of R� radical is easier than that of the starting
alkyl halide. The situation is, apparently, similar to the
one met with aryl halides.22 Actually, there are two
differences counteracting each other. The first difference
is that most aryl halides form radical anions upon ET
while reduction of alkyl halides does not generally lead to
the formation of radical anion but to concerted C—X
bond cleavage. As a consequence, the radical anions of
aryl halides have a higher probability to diffuse away
from the cathode surface. Those radical anions, which
will have diffused away, will give birth to aryl radicals
having good chances to develop, in solution, a radical
rather than carbanion chemistry. The first difference
would then favour a radical chemistry for the aryl
substrates with respect to the alkyl ones. The second
difference is that aryl radicals are far better oxidising
agents than alkyl radicals.31–37 Indeed, phenyl radical is
about 1 V easier to reduce than alkyl ones. Aryl radicals
should, from this point of view, display a more
carbanionic chemistry.


Those alkyl halides for which the reduction of the R�


radical is more difficult than that of the starting halide
would give birth to radicals having more chance to
display others facets of the radical reactivity (dimerisa-
tion, disproportionation, atom transfer) than only one-
electron reduction. One expects reactivity with higher
radical character for this class of substrates. Secondary

J. Phys. Org. Chem. 2006; 19: 847–866







ALKYL HALIDES REACTIONS WITH CATHODES 851

and tertiary iodides, tertiary bromides should be in this
class. We will see (Schmit’s paragraph), another reason
why such a radical chemistry could be favoured for these
types of halides.


The reduction at glassy-carbon electrodes of the series
CF3Br, CF3I, C6F13I and C8F17I in aprotic solvents
containing tetralkylammonium salts illustrates also the
radical versus carbanionic dichotomy of reactivity
depending upon the relative ease of reduction of the
created radicals with respect to the starting substrate.38


For this series, Savéant’s group found that R�
F radicals are


easier to reduce than alkyl radicals on thermodynamical
grounds. As alkyl radicals, however, they display a high
intrinsic barrier to reduction. More specifically, the
radical versus carbanionic chemistries of CF3Br and CF3I
depend on the competition between the rate of ET from
the cathode to CF�


3 radicals and the rates of other reactions
that these radicals may undergo in the solution (here,
mainly H-atom transfer from the solvent). The rate of ET
may be modified as required by changing the potential of
the cathode. In the potential region �1.46 V to �1.56 V
vs. NHE, a balanced competition between the radical
chemistry (H-atom transfer) and reduction of the CF�


3


radicals is settled. Hence, the cyclic voltammograms of
CF3Br show a two-electron wave at the peak potential
(�1.81 V vs. NHE) whereas CF3I one exhibits two waves.
The first one (one-electron wave) appears at �1.28 V and
corresponds to the easier uptake of one electron by the
iodo substrate. The second reduction wave appears in the
region of�1.56 Vand corresponds to the reduction of CF�


3


radical into a carbanion. These results let expect that the
reduction of CF3I at an inert electrode gives rise to CF�


3


radical chemistry. For CF3Br, the direct cathodic
reduction at the foot of reduction wave gives rise to
mixed carbanionic-radical chemistry. To increase the
weight of the radical component, one would have to effect
the reduction using a mediator having a standard potential
positive to �1.46 V vs. NHE.


One may recall, at this point, that Ashby’s group
could obtain alkylmagnesium fluorides by reaction of
alkyl fluorides with magnesium in THF or 1,2-dimethox-
yethane only when catalysts such as iodine or 1,2-
dibromoethane were added to the medium. Under the
most favourable conditions C6H5F and PhCH2F failed to
react with magnesium.39,40 Rieke, however, was able to
prepare the Grignard reagent of p-FC6H4Me in 70% yield
by refluxing this fluoride with anhydrous MgCl2,
potassium and potassium iodide in THF for 1 h.41

Peters’s studies of electrochemical
cyclisations. Leaving group effects, acidic
additives and electrode potential effects on
radical clocks selectivity


In dimethylformamide containing tetramethylammonium
perchlorate, Peters’s group performed the preparative-
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scale electrolyses and recorded the cyclic voltammo-
grams for reduction of 1-iodo-5-decyne and 1-bromo-5-
decyne at vitreous carbon cathodes.42


At scan rate of 100 mV s�1 the peak potentials for
reduction of 2.5 mM solutions of 1-iodo-5-decyne and
1-bromo-5-decyne were, respectively, �1.93 V and
�2.41 V vs. NHE. These values, very close to those
measured under the same conditions, for 1-iododecane
and 1-bromodecane strongly suggest that the voltam-
metric waves for the two acetylenic halides correspond to
overall two-electron reduction of the carbon-halogen sites.


Controlled potential electrolyses of both halides
yielded pentylidenecyclopentane, 5-decyne, 1-decen-5-
yne, 5-decyn-1-ol, and, possibly, small amounts of
telomeric species (Scheme 4). Pentylidenecyclopentane
was shown to result from the cyclisation of the 5-decyn-1-
yl radical formed by the dissociative ET to the substrate.
The cyclised radical would then abstract hydrogen from
dimethylformamide. The alternative pathway: reduction
of the cyclised radical followed by protonation of the
formed carbanion was shown to be of minor importance
(about 10%). 5-decyne occurred by protonation of the
carbanion generated upon one-electron reduction of the
5-decyn-1-yl radical. This protonation was mainly
affected by the tetramethylammonium cation. Residual
water in the solvent was responsible for the presence of
1-decen-5-yne. This water would be transformed into the
hydroxide anion; in the aprotic polar medium this base
rapidly deshydrohalogenates the starting substrate to
give the observed 1-decen-5-yne. If this base effects
a substitution on the starting material rather than
elimination, then, 5-decyn-1-ol is obtained. This overall
mechanistic representation is shown in Scheme 4.


This general scheme undergoes modifications depend-
ing upon the structure of the starting substrate, its
concentration and the presence of certain additives.


Much more pentylidenecyclopentane is formed when
2.5 mM solutions of 1-iodo-5-decyne (46% yield) are
electrolysed than when the starting substrate is 1-bromo-
5-decyne (5% yield). The opposite trend holds when one
looks at percentages of 5-decyne: 11% for the iodo
substrate versus 41% for the bromo one. These evolutions
may be understood if one recalls that the electrolysis of
the iodo derivative is effected at a potential of �1.86 V
whereas the one of the bromo one demands a potential of
�2.36 V (vs. NHE). Therefore, the 5-decyn-1-yl radical
formed for both substrates was born in a more reducing
medium for the bromo substrate than for the iodo one.
This interpretation is substantiated by the observation that
when the potential of the carbon electrode is made more
negative for the electrolysis of the iodo substrate the yield
of pentylidenecyclopentane declines as the quantities of
5-decyne and 1-decen-5-yne increase.


When the concentrations of 1-iodo-5-decyne were
changed from 1 to 10 mM in a dimethylformamide
solution containing 0.1 M of tetramethylammonium
perchlorate in electrolysis experiments performed at
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�2.21 V, the percentage of cyclised product was double of
the one observed at the 1 mM concentration. The
percentages of 5-decyne, 1-decen-5-yne and 5-decyn-1-
ol, all decreased. Two new products appeared. About 10%
of 1-iododecadiene was formed, probably via a base
catalysed isomerisation. Small amounts of 5,15-eicosa-
diyne (1–2%) were also identified: increase in the
concentration of the starting substrate seems to favour
the reaction of dimerisation of the 5-decyn-1-yl radical.


An exhaustive set of electrolyses performed in the
presence of a variety of proton donors made it possible to
disentangle the complex protonation–deprotonation steps
involved in these experiments. The added proton donors
were successively water (1 M), diethyl malonate (5 mM)
and, 1,1,1,3,3,3-hexafluoroisopropyl alcohol (5 mM). The

Scheme 4
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main effect of these proton donors, particularly DEM and
HFIP, was to drastically decrease the participation of the
dehydrohalogenation of the starting substrate. This effect
yielded cleaner final reaction mixtures, although the
conjugate base of DEM reacted with the starting substrate
to yield the substitution product diethyl 5-decyn-1-
ylmalonate. The cleaner medium gave the appearance of
an increase in percentage of cyclised product: 42% without
any added proton donor, 48% with DEM added and 60%
with HFIP. Actually, if one looks at the relative percentages
of pentylidenecyclopentane and 5-decyne which gives an
idea of the two main fates of the 5-decyn-1-yl radical:
cyclisation versus reduction, a different trend appears. In the
absence of any proton donor the relative yields of
pentylidenecyclopentane/5-decyne are higher (42/15) than
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in the presence of DEM (48/23) or HFIP (60/31).
Everything goes as if a higher concentration of the
carbanion favoured the production of the cyclised product.
This point was not discussed in the original report, we will
return to it after examining the results of Schmit’s PhD.

Scheme 6

Schmit’s study of 6-bromo-1-heptene.
Autocatalytic effect and its possible
applications in the rationalisation
of evolutions of yields when Grignard
reagents are formed from alkyl halides


Schmit, in a PhD never published in the current literature,
studied in detail the electrochemical reactivity of
6-bromo-1-heptene to use it as a tool in the mechanistic
investigation of the cathodic alkyl aryl ethers cleavage.43


Garst and Hines had previously shown that this radical
probe is efficient to distinguish radical intermediates from
carbanionic ones. The signature of the radical pathway is
provided by a cyclisation where the cis/trans ratio is
higher than 3, whereas the carbanionic cyclisation yields
a ratio lower than 1.44 Schmit used Pt, C and Hg
electrodes. We do not describe the results obtained with
Hg electrodes because these electrodes are known to
interact specifically with alkyl radicals.30,45


At a platinum cathode (�2.61 V vs. NHE), a solution of
the secondary halide 6-bromo-1-heptene in dimethylfor-
mamide with the supporting electrolyte tetra-n-butylam-
monium perchlorate (0.2 M) undergoes a controlled
potential electrolyse to yield a series of products
rationalised according to Scheme 5.


With this cathode, the dominant product was 1-heptene
(48%). This product could result, either from the SH2
reaction of the 6-hepten-2-yl radical with the solvent or

Scheme
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with the supporting electrolyte, or from the protonation of
the heptenyl carbanion formed by the reduction of the
heptenyl radical. No isotopic labelling experiments were
performed to evaluate the proportion SH2 versus
protonation. The electrolyses performed at Hg cathode
suggest, however, that protonation of the carbanion
dominates.


Second in importance were the heptadienes (26%).
These heptadienes comprised 1,6-heptadiene and cis and
trans-1,5-heptadienes. These dienes were formed by a
deshydrohalogenation of the starting substrate reacting
with traces of hydroxide anion. The hydroxide anion
originated from traces (1 mM) of water present in the
solvent46 reacting with the heptenyl carbanion or with the
cathode. The reaction could be catalytic as shown in
Scheme 6; thus, traces of water left in the solvent were
sufficient to effect good quantities of this dehydrohalo-
genation.47 This would be also favoured because, in
dimethylformamide a polar aprotic solvent, SN2 and E2
processes display high rate constants when performed
with an oxygen centred nucleophile.


An efficient way to prevent this dehydrohalogenation
was to add diethyl malonate (27.4 mM) to the solution.48


This reagent would prevent the formation of hydroxide

5
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anion. The formed diethyl malonate carbanions are far
less reactive in the dehydrohalogenation reaction. There-
fore, on a carbon cathode (�2.26 vs. NHE), Schmit was
able to totally suppress the production of these dienes by
addition of diethyl malonate. A consequence of this
addition was the production of an amazing amount of 1,2-
dimethylcyclopentane (77%). This product resulted from
a radical cyclisation as shown by the large value of the cis/
trans ratio (3.8). The very high yield of cyclised product
under these conditions suggests a double role for
the added diethyl malonate. Besides avoiding the
presence of the hydroxide anion, this additive could
act as a mediator for redox catalysis. We will see, with
6-bromo-1-hexene, that electrolysis under redox catalytic
conditions increases the yield of cyclised products. A
more speculative hypothesis would be that the hydroxy
anion, when present, attacks the proton a to the radical
centre of the 6-hepten-2-yl radicals at diffusion controlled
rate.49 This reaction would then compete with the radical
cyclisation; DEM would suppress this competition. On
the platinum electrode and, without diethyl malonate
added, the percentage of 1,2-dimethylcyclopentane was
only 19% and on the carbon electrode 50%. With the
platinum cathode, using water as proton donor (138 mM)
increased the quantity of formed heptadienes from 26% to
77% and decreased that of 1,2-dimethylcyclopentane
from 19% to 11%. Schmit proposed that, in this
experiment, the reduction of water on platinum became
a major reaction pathway increasing, therefore, the
percentage of deshydrohalogenation. The decrease of 1,2-
dimethylcyclopentane percentage followed from the
smaller amount of substrate available because of it
consumption in the deshydrohalogenation reaction. This
smaller amount of substrate caused also the decrease of 1-
heptene percentage from 48% to 12%.


Besides these products, this author identified the
presence of 2-heptene (cis and trans) characteristic of the
intervention of a 6-hepten-2-yl anion intermediate.50 On
the carbon cathode, the effect of adding diethyl malonate
to the medium on the quantity of formed 2-heptene was
far smaller (increase from 5 to 7%) than the one observed
for the dehydrohalogenation reaction. On the platinum
cathode, adding water up to a concentration of 138 mM
caused a decrease of 2-heptene percentage from 7% to
traces. The author considers that the heptenyl anion
results from the reduction of the 6-hepten-2-yl radical at
the electrode surface. The rate constant of this reduction is
low in comparison with the rate constant of the reduction
of an aryl radical. Savéant has proposed that this slowness
is to be connected with the structural reorganisation from
planar to pyramidal and from solvent reorientation.38,51


The reduction potential of alkyl and aryl radical recently
computed by theoretical methods converge with this
conclusion.31


No products resulting from the dimerisation of radicals
were reported, possibly because of the low concentration
of substrate (around 10 mM).
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The rate constant of cyclisation of the 6-hepten-2-yl
radical is 105 s�1 at 208C.52,53 Supposing that the
competition between the cyclisation of the heptenyl
radical and its reduction to the heptenyl carbanion
rules the relative yields of dimethylcyclopentane, and
1-heptene plus 2-heptene, Schmit evaluated the upper
limiting value for the rate constant of reduction of the
6-hepten-2-yl radical by the cathodes. The approximation
was to consider that 1-heptene is exclusively formed via
protonation of the heptenyl carbanion when it is known
that part of it could be produced by hydrogen atom
transfer to the heptenyl radical.54 Comparing the ratio
of dimethylcyclopentane to the sum of 1-heptene and
2-heptene provided, therefore, an approximation of the
relative rates of cyclisation and reduction of the heptenyl
radical for a given cathode. This ratio is about 1 to 3 on the
platinum cathode whereas for the carbon cathode it is 5 to
1. Taking the reaction layer as 10 Å thick, yielded rate
constants for the heterogeneous ET to the 6-hepten-2-yl
radical: 3� 10�2 cm s�1 for the platinum cathode and
2� 10�3 cm s�1 for the carbon one. In terms of standard
rate constants these values, respectively, convert to
1� 10�13 cm s�1 and 7� 10�12 cm s�1. These values
are within the range of those more precisely obtained by
Savéant’s group for the reduction of sec-butyl radical on
carbon electrodes.51


The cyclic voltammograms of 6-bromo-1-heptene
(6.7� 10�3 M in 0.2 M tetra-n-butylammonium perchlor-
ate/DMF) on vitreous carbon electrode revealed an
interesting phenomenon. A single, irreversible reduction
wave was observed with a peak reduction current at
�2.25 V vs. NHE for the first scan. This scan is
characterised by the presence of current cross-over
(�1.96 V), irregularities in the current, and enhanced
current magnitude relative to subsequent scans. The
presence of current crossing indicates that a reducible
species is being produced during the anodic scan. These
types of crossing in the CV traces can indicate that an
autocatalytic process (Scheme 7) is taking place for the
studied halide under the conditions of study.55

J. Phys. Org. Chem. 2006; 19: 847–866







ALKYL HALIDES REACTIONS WITH CATHODES 855

In this mechanism, steps 1 and 2 take place at the
electrode, step 3 takes place when the carbanion diffuses
away from the cathode or when the alkyl halide diffuses
from the bulk toward the electrode. Schmit also observed
such a pattern of reactivity with the Hg cathode but not
with the platinum one. It leads to higher concentrations of
radicals produced relatively far from the cathode and
therefore to a higher relative yield of dimethylcyclopen-
tane. One would like to have an evaluation of the rate of
step 3 when carbanions are the donors which provide the
electron. If this evaluation were to be done via Marcus
equation, the high values of the reorganisation energy
term l both for the oxidation of carbanions and the
reduction of alkyl halides could lead to some scepticism
about the possible occurrence of a rapid ET.56,57 Indeed
the reorganisation for the autocatalytic reaction could be
estimated as the mean between the reorganisation terms
related to each self-exchange reaction (reduction of the
alkyl radical by the alkyl anion and reduction of the alkyl
halide by the radicalþ halide adduct, respectively). It
should then contain the high reorganisation subsequent to
the radical to anion transformation and the reorganisation
for the dissociative reduction of the alkyl halide. The
former term is at least four times the value obtained from
the electrochemical standard free energy of activation and
is expected to be at least about 2.4 eV.51According to
Savéant’s model of the dissociative ET, the latter term
should contain a major contribution from the carbon–
halogen bond dissociation energy and might be estimated
as at least 3.6 eV for sec-BuBr. A total reorganisation
energy of at least 3 eV is expected and a value of 3.6 eV
was estimated from alkyl halides giving rise to stable
anions.55 With such high reorganisation energies, the
autocatalytic reaction rate at zero driving force could
be estimated as k0


auto ¼ Zhom exp(�Fl/4RT) and is of the
order of 4� 10�2 to 10�4 M�1 s�1 for both reorganisation
energy values when the homogeneous frequency collision
is taken as 3� 1011 M�1 s�1. One may remember,
however, that if Kornblum had known how to apply
the Marcus equation, he would never have dared to
propose the famed scheme of chain reactions induced by
an ET from a carbanion to a benzyl halide (SRN1).58–61


One had to wait 35 years to have an explanation provided
by electrochemists for the thermal version of this
reaction.62 It is therefore difficult, at this point, to be
more quantitative than Schmit was in his PhD.


The autocatalytic mechanism could, possibly, be
encountered in the reduction of alkyl halides by metals
for the most oxidising alkyl halides (iodides and particularly
tertiary iodides)30 whose reduction gives birth to radicals of
medium oxidising ability (ramified vs. linear alkyl radicals
for example). Indeed, if the oxidising power of the radical is
too low, step 2 will be too slow to produce high
concentrations of carbanion. If its oxidising power is too
high, the reducing ability of its conjugate carbanion will be
too low to allow a reasonable rate for step 3. Guo’s group
quantum-chemically predicted the absolute standard poten-
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tials of diverse free radicals in acetonitrile. The E0 values
(vs.NHE) of the phenyl, methyl, ethyl, iso-propyl, tert-butyl
radicals were, respectively, calculated to be �0.60, �0.98,
�1.55, �1.81, �1.88 V.31 This trend in the set converges
with direct electrochemical characterisation of the
radical29,32,37,51,63 (0.29, �0.68, �1.12, �1.2 and
�1.31 V are found, respectively) and also with indirect
characterisation by electrochemical experiments involving
redox catalysis64–66 (�0.95, �1.40, �1.48 and �1.53 Vare
proposed, respectively, for these alkyl radicals).


The autocatalytic reaction corresponds to:


R� þ RX �!kauto
2 R� þ X�


in the case of R¼ alkyl or


R� þ RX �!kauto
R� þ RX��


when R is a phenyl. From a thermodynamic point of view,
its driving force, DG0, is given by DG0¼� F(E8


RX �E8
R�)


where E8
RX is the standard reduction potential leading to


the concerted ET (R�þX�) in the alkyl case or to the
formation of the radical anion in the case of aromatic
compounds, and E8


R� is the standard reduction potential of
the radical.


Values of E8
RX for the concerted ET of alkyl halides


are obtained from the electrochemical investigations or
from thermodynamic cycles, they are about �0.84,
�0.95, �1.03, �0.81 and �0.69 V versus NHE for n-BuI,
n-BuBr, n-BuCl, sec-BuBr and tert-BuBr, respectively.67


They are always much more positive than the reduction
peak potentials observed by cyclic voltammetry (for
example compare E8


RX ¼�0.95 and Ep¼�2.61 V vs.
NHE for n-BuBr) as the reduction at the electrode reflects
the large reorganisation due to the carbon–halogen bond
breaking that accompanies the ET step.67,68 The kinetic
rate constant of the autocatalytic reaction is a more
amenable quantity. It is difficult to estimate but it is
expected to increase with the driving force of the reaction.


The highest E0 value is obtained for the phenyl radical
and concomitantly E8


RX are always lower than �0.5 V.
The occurrence of the autocatalytic path during reduction
of aryl halides or formation of Grignard reagent with aryl
halides is then greatly thermodynamically disfavoured. In
the set of the alkyles, the methyl radical is the strongest
alkyl oxidant; therefore, its conjugated reductant, methyl
carbanion would be the weakest reducing agent. The
strongest reductant would be the tert-butyl carbanion.
The proposed E0 values are in the range of the reduction
potential of the corresponding alkyl bromides. The
driving force for the autocatalytic reaction is then less
negative when going from the alkyl iodides to the alkyl
bromides to the alkyl chlorides. The occurrence of the
autocatalytic path is then more favoured in the order
RI>RBr>RCl. Finally, the alkyl carbanions are
generally strong bases (pKa> 44 in DMSO).69 On one
side, this increases their ability to transfer electrons.70


But, on the other side, they should be extremely short
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Figure 1. Cyclic voltammogram of the reduction of 8.2mM
solution of 6-bromo-1-hexene in DMFþ 0.1MNBu4BF4
(208C) at 0.1 V/s at a 3mm diameter glassy carbon disk


electrode.


igure 2. Reduction of a 8.2mM solution of 6-bromo-1-
exene in DMFþ0.1MNBu4BF4 (208C). Variations of the
he pic potential, Ep, with the logarithm of the potential scan


rate, v.
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lived in the presence of proton donors such as DEM
(pKa¼ 16.4 in DMSO). The autocatalytic mechanism is
then likely restricted to a thin layer close to the electrode
surface. It would then be difficult to observe this
mechanism at the time scale of cyclic voltammetry
(0.1 V/s).


This autocatalytic mechanism could, if it occurs,
provide a fresh view on facts reported independently from
Schmit’s studies.


In the paragraph relating the effect of added proton
donors on electrochemical cyclisation of 1-iodo-5-
decyne, everything went as if a higher concentration of
the carbanion favoured the production of the cyclised
product. It could be that, in these experiments, an
unnoticed autocatalytic process develops under specific
conditions. If such is the case, the quantity of 5-decyn-1-
yl radicals would be increased and more cyclised product
could form.


With respect to the Grignard reagent formation, it is
well known that alkyl iodides are the most reactive toward
magnesium; nevertheless they generally give the lowest
yields in the alkyl halide series iodo, bromo, chloro.18 It
could be that the reason for such a pattern of reactivity is
that iodo derivatives, being the best oxidants in this
homologous series, are the ones which are the most prone
to enter in the autocatalytic cycle. In Kharasch’s
monography there is a special paragraph concerning
the rate of addition of the halide to be adopted for
obtaining an optimum yield. It reads ‘In general, however,
relatively slow addition is to be recommended for iodides,
most bromides and a few of the more reactive
chlorides’.18 With a slow addition, the concentration of
the halide is obviously minimised as well as the
autocatalytic process which gives birth to most of the
secondary products. Gilman’s group systematically
studied how the rate of halide addition affects Grignard
reagent yields. The largest differences in yields between
the slow rate and rapid rate of addition were mostly
observed for alkyl iodides.71 In contrast, for a consider-
able number of alkyl and aralkyl chlorides, there was little
or no significant difference in the yields of organomag-
nesium chlorides between the slow addition and rapid
addition experiments.71 For the preparation of t-butyl-
magnesium chloride, however, it was stated that the
slower the addition, the higher the yield.72 This may be
understood if one remembers that the tert-butyl carbanion
displays the best reducing properties in the alkyl series.
This new proposition would complete the more classical
ones based on the formation of Wurtz type by-
products.73,74


In the same spirit, we observed leaving group effects in
the ratio cyclised/uncyclised products when endo-5-(20-
haloethyl)-2-norbornene reacts with magnesium.5 A
simple mechanism of the type displayed in Scheme 2
would suggest that this ratio must be independent of the
nature of X when the MgX� radicals are supposed to stay
at the metallic surface.16 Nevertheless, we observed that
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the relative yields of cyclised products decreases in the
order I>Br>Cl. This observation confirmed Walbors-
ky’s group reports on cyclopropyl substrates.75 The
autocatalytic rationalisation was considered in none of
these two reports. It could bring a fresh interpretation of
these facts.


Electrochemical behaviour
of 6-bromo-1-hexene


We recorded the cyclic voltammograms (0.1 V/s) of an
8.2 mM solution of 6-bromo-1-hexene in DMF (0.1 M,
NBu4BF4). The reduction demands cathodic potential
(�2.49 V vs. NHE) and the voltammograms display a
wide peak with a half-width at half-height of 220 mV
(Fig. 1) corresponding to the exchange of two electrons
per RX. The potential of the reduction peak decreases
with the scanning rate v (Fig. 2) with a slope of 100 mV
per decade of scan rate.


These curves can be regarded as driving force (Ep) –
activation (log v) relationships and an apparent ET
coefficient, aapp¼ @DG6¼/@DG0 can be deduced.67,68,76


The apparent transfer coefficient accounts for the

F
h
t
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importance of the driving force (the potential) on the
kinetics of the reduction. Values of a lower than 0.5
indicate that the electrochemical process is kinetically
controlled by the ET step which intervenes under a strong
driving force. The lower the a value and the higher the
energy involved in the ET. On the other hand, values
higher than 0.5 indicate that the ET is not the rate limiting
step of the reductive process but that it is competing with
a following chemical step. Therefore, regarding the
reduction of RX, when a is higher than 0.4, it is admitted
that the ET and the bond breaking occur sequentially and
that the radical anion RX�� is formed upon the first ET.
For values of a< 0.4 the ET is accompanied by a large
reorganisation of the molecule. In the case of the
reduction of RX, when a< 0.4 the RX bond breaking is
concerted with the ET. The ET is then called dissociative.


The experimental characteristics of the 6-bromo-1-
hexene reduction yields a value of aapp ¼ 0.29 or 0.21
using, respectively, Eqns (1) and (2):67,68,76


aapp ¼ �RT ln 10


2F


@Ep


@ log v


� ��1


(1)


and


aapp ¼ 1:85RT


FðEp=2 � EpÞ
(2)


These voltammograms are very similar to those
reported for n-bromobutane (Ep 0.1 V/s¼�2.61 V and
a¼ 0.3).29 The mechanism of reduction of 6-bromo-1-
hexene suggested by these experiments is shown in
Scheme 8.


The first ET is a dissociative ET. The second one has
been shown to also be slow because of the reorganisation
needed to pass from the radical to the carbanion.51


Therefore, even if E0
1 is more positive than the reduction


potential of RBr (Ep¼�2.49 V vs. NHE) the reduction of
the radical R� should occur at potentials far more
reductive than E0


1. The characteristics of the reduction of
n-butyl radicals have been evaluated to be �� 1.06 V
versus NHE, log khl¼�11.78 and a1¼ 0.28. The
reduction of 5-hexen-1-yl radicals should display similar
characteristics.51


When 3.8 mM of 4,40-dipyridyl (P, E0
P=Q ¼�1.57 vs.


NHE) are added to a DMF solution of 6-bromo-1-hexene
(8.2 mM), the reduction of this redox mediator looses its
reversibility. This shows that, despite the rather different
reduction potentials of these two compounds, the radical
anion of 4,40-dipyridyl (namely Q) is able to induce the
reduction of the radical probe according to Scheme 9.
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Most of the controlled potential electrolyse exper-
iments were conducted at constant current or constant
potential between a graphite cathode and a magnesium
anode, both in DMF, THF, ACN and HMPA.


The obtained results are gathered in Table 1. The results
obtained in THF (entries T1–T5) show that the amount of
cyclised products is slightly higher in the electrochemical
experiment than in the reaction between 6-bromo-1-hexene
and magnesium in the same solvent (see Bickelhaupt’s and
Ashby’s paragraphs). This is not related to the presence of
diethyl malonate in the electrochemical experiments (see
Peters’ and Schmit’s paragraphs). Indeed, entry T3 shows
that the same amount of cyclised product is obtained in the
absence of this additive. Entry T2 shows that the formation
of dimer critically depends on the concentration of the
radical probe. This result converges with Peters’ report on
1-iodo-5-decyne (see Peters’ paragraph). Entries T4 and
T5 show that the nature of the cathode is not crucial with
respect to the quantity of cyclised product. Entry T10 is
important: it shows that the magnesium anode in the
presence of 6-bromo-1-hexene at the concentration in THF
used in the electrochemical experiments does not react if C
and Mg electrodes are not electrically connected. This
indicates that the Grignard reaction does not proceed upon
12 h with our experimental set-up. The results of the
electrolyses are, then, only due to reduction steps at the
cathode and not at the magnesium surface. In ACN (entry
A), DMF (entries D1, D2), and HMPA (entry H) more
cyclised product is formed than in THF, but, at this point,
viscosity is probably not the only parameter to be
considered (see discussion in Bickelhaupt’s paragraph).


The cyclisation ratio in THF and HMPA may be
compared to those observed by Bickelhaupt and Ashby in
Grignard reagent formation from 6-bromo-1-hexene.16,77


As it was observed in Ashby’s work, cyclisation is more
favoured in HMPA than in THF. When comparing the
electrochemical and magnesium induction, the cyclisa-
tion is more favoured upon electrochemical induction in
THF while the magnesium induction favours cyclisation
in HMPA.


The comparison of the electrochemical and then
magnesium induction of RX reduction could be achieved
by the mathematical treatment developed by Garst of the
D model.78–80 This treatment takes into account diffusion
of the reactants in solution and their heterogeneous
reaction at the metal surface. It is strictly identical to that
generally proposed in mechanistic electrochemistry for
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able 1. Product distributions for electrochemical reductions of 6-bromo-1-hexene (CyR¼methylcyclopentane)


ntrya h (cP)b q (C) RBr (mmol) DEM/RBrc P (mmol)
Experimental


conditiond Stoeche Conv (%)e


Relative yields (%)f


hexene CyR Dimerm


1g 0.459 90 0.51 1.6 0 5 mA 1.8 100 91 9 0
2g 170 0.95 2.0 0 15 mA 1.9 99 78 10 12
3 88 0.47 0 0 �2.8 V 2.2 88 90 10 0
4h 40 0.56 2.5 0 �2.8 V 1.7 44 89 11 0
5h,i 55 0.51 2.5 0 8 mA 2.2 50 90 10 0
6j 85 0.56 2.6 0.46 �1.9 V 2.0 79 79 21 0
7j 20 0.56 2.5 0.48 8 mA 2.0 18 80 20 0
8j 75 0.55 2.6 0.33 8 mA 2.1 70 69 31 0
9k 30 0.56 2.6 0.33 8 mA 2.1 26 77 23 0
10l 0 0.56 0 0 0 0 <0.1 0 0 0
1 0.794 85 0.43 2.9 0 10 mA 2.1 98 83 17 0
2i 85 0.65 2.0 0 8 mA 1.8 75 81 19 0
3j 35 0.47 2.4 0.28 8 mA 7 11 65 35 0


3.22 110 0.56 2.5 0 8 mA 2.0 100 85 15 0
0.341 113 0.56 2.5 0 8 mA 2.1 100 70 30 0


Experiments T, D, H and A are performed in 4.5 mL of THF, 5 mL of DMF and 4.5 mL of HMPA or ACN, respectively.
Viscosity of the solvent in centipoises.
DEM: diethyl malonate, when omitted, for T3, 3 eq. of water was added.
Electrolysis were conducted at constant current or constant potential between a graphite cathode and a magnesium anode unless otherwise stated; values of the
pplied variable is indicated.
Calculated from coulometry and evolution of the starting product content along the electrolysis.
Obtained from GPC and/or GPC-MS.
Average of two experiments.
A Pt cathode and a graphite anode were used.


graphite cathode and a Pt anode were used.
he electrolysis were performed in the presence of 4,40-dipyridyl.


The electrolysis was performed in the presence of 2,20-dipyridyl.
test solution of RBr in THF is held overnight in the electrolytic cell where the C and Mg electrodes were not electrically connected.


From GPC-MS analysis one dimer is formed but its structure was not established.
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the estimation of competition between heterogeneous
ETs, diffusion and chemical steps.81,82 At first sight, in the
special case of radical cyclisation (at rate kc in s�1) versus
radical electrode reduction (at rate kel in cm s�1) one
predicts that:82


Red


cyc
¼ ðkel=DÞ


ðkc=DÞ1=2
(3)


where D is the diffusion coefficient of the species. This
evolution is actually similar to that proposed in the
simplest treatment proposed by Garst et al.78 In this
simplest treatment, he showed that (QMgBr/
RMgBr)¼ (kctR)1/2, where QMgBr and RMgBr are,
respectively, the cyclised and reduced Grignard products,
and tR is the lifetime of R� of the order of 3� 10�8 s.
Under our electrochemical conditions in THF we obtain,
tR¼ 4.2� 10�8 s (kc¼ 2.3� 105 s�1, 258C) in quite good
agreement with the values obtained for other alkyl halides
(see for example Fig. 1 in Ref. 78 or Fig. 2 or 3 in Ref. 10).


The parameter defined in Eqn (3) corresponds also to
the dimensionless parameter DQ defined in Garst’s more
refined model where the cyclisation versus reduction
competition is complicated by possible occurrence of
dimerisation and solvent attack (H-atom abstraction) of
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the radicals.79 Garst then showed that, when solvent
attack is negligible, the problem is described by two
composite dimensionless parameters VQ and DQ:


VQ¼
4kdv


3k
3=2
c D1=2


(4)


DQ ¼ kel


ðDkcÞ1=2
(5)


that characterise, respectively, the consumption versus
generation of the radicals and the generation versus
cyclisation of the linear radical. In these equations, kd is
the dimerisation rate constant and n is the flux of
formation of the radical at the metal surface.


The difference between the electrochemical and
magnesium induction resides only in the values of VQ


and then only in the flux of radical generation n, that is the
flux of alkyl halide consumption. In Grignard reagent
formation experiments, it was estimated by Garst of the
order of 2� 10�5 mol cm�2 s�1.80 Under electrochemical
induction the equivalent of the flux of RX consumption is
the equivalent of the current density and:


v ¼ i


2FA
(6)
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where i is the current of the electrolyse, F, the Faraday
constant (F¼ 96 500 C) and A, the electrode surface
area. A flux of RX consumption of the order of
10�8 mol cm�2 s�1 is obtained. It is three orders of
magnitude smaller than the fluxes used in Grignard reagent
formation. The difference in the reduction/cyclisation ratios
observed could be attributed to the difference in the reactant
consumption fluxes. Indeed, Garst showed in its complete
treatment of the D model that a decrease in the flux of
formation of R�, n, induced a decrease in the ratio red/
cycle.80 Moreover, for the electrochemical experiments,
from the value of the parameter VQ it is predicted that no
dimer of the cyclised radical should be found, in keeping
with the experimental results. For higher concentration of
RX and also higher current densities, the dimerisation
might occur as observed (Table 1, entry T2).


It is interesting to note that high current density, as
those used in Grignard reaction cannot be used by
electrochemical means under our specific experimental
conditions. Indeed, such high current density would lead
to the electrolyte reduction and then to a loss in the
reduction selectivity. The increase of the current density
within electrochemical induction means the use of higher
mass transfer to the electrode. This can be achieved by
using either much more efficient stirring, or by reducing
the cathode–anode separation distance. Under our
experimental conditions the mass transfer is achieved
in a diffusion layer of the order of 10�3 cm, an increase of
three orders of magnitude of the current density
corresponds to a diffusion layer 1000 times smaller, of
the order of tens of nanometer. Such low distance is not
reachable experimentally in electrochemical cells, it is
actually achieved within magnesium induction when one
considers the corrosion model proposed by Garst.
Another alternative to the achievement of higher current
densities is the use of electrodes of micrometric size, as it
is well known that such ultramicroelectrodes support
much higher current densities than conventional milli-
metric ones.83–91 This argument would also be in favour
of the special interest in the use of finely divided
magnesium particles. One may recall, at this point, that a
characteristic shared by metal vapour synthesis exper-
iments and Rieke’s activated magnesium, is the very
small size of metal particles.5,41 Rieke was able to reduce
fluoroaromatics with this magnesium when Ashby had
failed.40,41


The electrochemical experiments performed via a
homogeneous ET mediated by dipyridyl yield higher
yields of cyclised product (entries T6–T9 and D3). This
pattern of reactivity is similar to the one observed for the
reduction of aromatic radical clocks.28,92 It underlines
again the higher rate of ET under heterogeneous
conditions than under homogeneous ones.


It is difficult to discuss those trends as they compare
surface and solution reactions. Indeed, the ratio red/cycle
is proportional to kc


�1/2 for heterogeneous induction as it
should rather be proportional to kc


�1 for homogeneous
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ones (roughly, one expects that red/cycle �khomCM/kc


where khom is the homogeneous reduction rate of the
linear radical, CM is the solution redox mediator
concentration). Moreover, the heterogeneous reaction is
performed with a higher driving force than the
homogeneous one, as the electrochemical reduction is
achieved at a potential of approximately �2.6 V versus
NHE while the mediated reaction is performed at
�1.57 V and �1.87 V versus NHE for the 4,40-dipyridyl
and 2,20-dipyridyl redox mediator, respectively. However,
the observed reactivities are in good agreement with what
could be expected: the more reducing the redox mediator
and the higher the radical reduction and the lower the
cyclisation. Those trends are also in agreement with the
literature as ratio red/cycle< 1 are obtained in DMF with
less reducing Ni(I) complexes.93

GRIGNARD REAGENT STUDIES INVOLVING
ALKYL CENTRED RADICAL CLOCKS


Bickelhaupt’s studies of Grignard reagent
formation from 6-bromo-1-hexene and CIDNP
observations


From 1972 to 1980, Bickelhaupt’s group published a
series of reports based on the combined study of radical
clocks, CIDNP effects, and solvent effects to gain new
insights on the mechanism of formation of RMgX
(R¼Alkyl).12–14,20,77,94–96


In a typical experiment, about 12 mg of magnesium
crystals in a NMR tube were covered with 0.42 mL of dry
and deoxygenated solvent, then about 0.13 mL of 6-
bromo-1-hexene was added and the tube, closed with a
cotton wool plug, was placed in a Varian A-60 NMR
spectrometer then the progress of the reaction was
continuously monitored.77 The concentration range is
therefore about 2 M. The analysis of coupling products
(RR) was performed by GLC and the one of Grignard
compound (uncyclisedþ cyclised) by acid–base and
Complexon III titration. The percentages of the cyclic
and open chain Grignard compounds were calculated
from the peak areas in the final spectrum.


Scheme 10 gathers the reported results. The most
remarkable trend in the data is that solvents of high
viscosity favour the formation of cyclised products,
although the ratios cyclised/uncyclised remain, in all
these experiments, far lower than the ones reported in the
reactions of 6-bromo-1-hexene with Bu3SnH.97–100 This
observation was rationalised by proposing that these
solvents slow down the diffusion of 5-hexen-1-yl radicals
towards MgBr� formed at the metal surface by the
reaction of Mg�þ with the bromide anion created by the
first ET. That would let them more time to cyclise on their
way back to the surface. This explanation is not totally
compelling. The first ET being highly dissociative for
alkyl halides should create the 5-hexen-1-yl radicals in
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close vicinity to the metallic surface and to Mg�þ, a
viscous solvent could slow down the diffusion away of
this radical and, therefore, favours its reaction with Mg�þ


which yields the uncyclised Grignard reagent. One may
note that, for this alkyl radical probe, the two solvents
DEE and THF yield approximately the same ratio
cyclised/uncyclised products. In contrast, for the corre-
sponding aryl radical clock, the less viscous and less polar
solvent (DEE) yields clearly the highest amount of
cyclised products.6


Another rationalisation of the observed results may be
offered if the formation of carbanions is considered as a
possible fate for the alkyl radical formed in close vicinity
of the metallic surface by the dissociative ET to 6-bromo-
1-hexene. In a solvent of high viscosity, these carbanions
would diffuse away slower from the metal surface. A
higher concentration of carbanion could accumulate in
the close vicinity of the surface increasing, therefore, the
participation of the autocatalytic route (Scheme 7) which
yields higher yields of cyclised products. This auto-
catalytic rationalisation is not necessarily needed.
Examining this set of data within the framework of the
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D model, Garst obtained a dramatic agreement between
experimental and calculated results. In his approach, the
simulations suggested that effects of polarity could
dominate those of viscosity.7


In THF and DEE, the quantities of cyclised 5-hexen-1-
yl radical (Scheme 10) were distinctly lower than the ones
measured in our electrochemical experiments in THF
(Table 1). Several causes could explain this difference.


First, the experiments with magnesium occur in a
medium richer in MgBr2. The presence of this salt
decreases the radical participation in the reaction of aryl
halides with magnesium.6 However, this effect apparently
disappears in the reaction of 6-bromo-1-hexene with this
metal although it reappears in the reaction of bromocy-
clopropanes and could be the basis for the entrainment
effects reported with 1,2-dibromoethane.101,102


Second, in the electrochemical experiment, the concen-
trations of 6-bromo-1-hexene are about one order of
magnitude lower than in Bickelhaupt experiments. The
controlled potential electrolyses of 1-iodo-5-decyne
reported by Peters’ group show that higher concentrations
of radical probe induce higher proportions of cyclised

J. Phys. Org. Chem. 2006; 19: 847–866







ALKYL HALIDES REACTIONS WITH CATHODES 861

product. This is opposite to the displayed trend of data that
we presently discuss.


Third, in the corrosion hypothesis applied to Grignard
reaction the spatial separation between anodic and
cathodic sites is supposed to be rather small.7 This could
correspond to a highest current density for the magnesium
than for the cathode. Wendt discussed the effects to be
expected when the current density increases near the
metallic surface. The reactions of higher order, for
example, radical dimerisations or second order dispro-
portionation reactions are favoured over first or pseudo
first order reactions.103 Table 1 compared to Scheme 10
shows that more dimerisation products form at magnes-
ium surface than at the studied cathodes. This fact
suggests indeed that higher current density is present at
the magnesium surface. If it is so, the concentration of
radicals produced at the magnesium surface could be
higher than at the cathode. Therefore, their rate of
reduction by the metal could be higher and the higher
proportion of linear product formed in the reaction
between magnesium and 6-bromo-1-hexene would be
rationalised. This observed trend in formation of dimers
is, however, not totally compelling because entry T2
suggests that the difference between electrochemistry and
Mg could simply be one in concentrations of RX.


One important aspect of Bickelhaupt’s set of studies
was the observation of CIDNP effects when the Grignard
reaction of various alkyl halides was performed in an
NMR spectrometer. The multiplet effects observed in the
NMR spectra of RMgX (R¼Et, n-Pr, i-Pr, PhCH2CH2)
established that, at least part of the Grignard reagent, was
formed via alkyl radicals. The difficulty with CIDNP
effects is that they did not, at this time, make it possible to
decide if this part is small or important.


To rationalise the fact that no net effect was observed in
these experiments, the authors proposed that the reaction
of R� with XMg� radicals not yet solubilised and formed
at the site of ET from the metal to the alkyl halide is the
major reaction leading to the Grignard compound. The
part of RMgX showing CIDNP effect would result from
R� radicals having escaped this major reaction by
diffusing away from the metal surface, having met
another R� radical to form a radical pair in which the
polarisation was settled, having not reacted in the radical
pair to yield coupling or disproportionation products and
having returned to the metal surface to meet another
XMg� having not yet reacted with the R� radical formed
in its vicinity.20 This description of the succession of
possible events before introducing polarisation in the 1H-
NMR signal of RMgX suggests that the CIDNP effect
deals with only a minority of the overall formed RMgX.
The direct reaction at the site of ET is by far the most
important route leading to the Grignard compound. The
authors stressed this point remarking that in the studied
reactions the yields of RMgX could be rather high
(R¼Et, X¼Br Yield¼ 93%; R¼Pr, X¼ I
Yield¼ 86%). If all of the RMgX was formed via alkyl
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radical pairs, one would expect a much lower yield of
RMgX because loss of radical R� in coupling and
disproportionation reactions would be considerable.20


The multiplet effects were also observed in the
disproportionation products of R� radicals for R¼ n-Pr,
i-Pr, n-Bu, i-Bu. This series of studies was the starting
point to suggest that most of RMgX was formed from the
reaction between R� and MgX� (some authors seeing this
last species as fixed on the metal surface, others preferring
it as a soluble species). In the most detailed discussion of
CIDNP effects, Bickelhaupt states ‘ET to radical R�


might of course also take place from the metal surface
followed by reaction of the carbanion with magnesium
halide. . .. Although such an ionic pathway is felt to be
less likely in the normal Grignard reaction, it cannot be
excluded at this stage’.20 In the same report, reference was
made to the work describing the formation of Grignard
reagents from the reaction between carbanions and
MgX2.104,105 This proposition was, then, no longer
discussed in the CIDNP contributions of this group.


The non observation of net CIDNP effects in these
experiments contrast with the report describing net effect
in the reaction between sodium mirrors and methyl
iodide.106 Taking into account the various progresses
made in the models of CIDNP effect interpretations it
would be interesting to complete Bickelhaupt’s group
pioneering studies and gain further information on
Grignard reagent formation mechanism.107–109

Ashby’s studies of Grignard reagent
formation from 6-bromo-1-heptene
and 6-bromo-1-hexene


In 1988, Ashby reported an exhaustive study of the
mechanism of Grignard reagent aiming at providing an
answer to the question: is RMgX totally formed from
radicals remaining adsorbed on the metal surface, or
could it be that part of the radicals diffusing away from
the metallic surface then return to this surface to yield
RMgX?16 This work was therefore in the line with the
controversy A model (Kharasch–Walborsky)18,27versus
D model (Garst).110 The provided answer was that, for the
studied alkyl radical clocks, 25% at least of RMgX was
produced from alkyl radicals which had first diffused
away from the metal surface.


Part of the work dealt with the 3 h reaction of 6-bromo-
1-heptene in THF at 22 8C with sonication in the presence
of bromoethane for entrainment. The identified products,
after hydrolysis of RMgBr were 1-heptene (44.3%), 1,2-
dimethylcyclopentane (11.2%) with a cis/trans ratio
characteristic of a radical cyclisation, dienes (6.1%), and
dimers (16.1%). In comparison, the same reaction
performed under the same conditions with 6-bromo-1-
hexene yielded 1-hexene (91%), methylcyclopentane
(5.8%), and dimers (1.7%) (Scheme 11).
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Supplementary information was provided because the
hydrolysis of the reaction mixtures was performed with
D2O. Then the percent of deuterium incorporation was
measured in both the linear products and the cyclised
ones. This way, the percentage of 6-hepten-2-yl and 5-
hexen-1-yl radicals having reacted via hydrogen abstrac-
tion with the medium was known. It was more important
for the 6-hepten-2-yl radical (26%) than for the 5-hexen-
1-yl one (1.5%). The same trend in hydrogen abstraction
was present for the cyclised products: in the reaction with
6-bromo-1-heptene an average of 45%, whereas only
13% for the reaction of 6-bromo-1-hexene. Ashby
interpreted these results according to two main hypoth-
eses.


The first one was stressing the importance of diffusive
events in settling the selectivity. The reactions competing
with the cyclisation of the radicals formed by the first
dissociative EToccurring in the close vicinity of the metal
would be: (1) reaction with MgBr� radicals formed at the
metallic surface by the very rapid reaction of Mg�þ with
bromide anions, (2) reaction with any hydrogen atom
donor in the medium or (3) dimerisation. The first
reaction, leading to RMgBr, was clearly occurring at the
metal surface, either with a carbon centred radical directly
formed there, or with a radical which, in a first time, had
escaped this vicinity, had survived the events of
abstracting a hydrogen atom, dimerisation or cyclisation
and had diffused back to the metal surface. The second
kind of reactions (cyclisation, atom transfer, and
dimerisation) was occurring while the carbon centred
radical was diffusing away from the metallic surface,
having escaped the immediate recombination with MgBr�


radicals.
The second, implicit, hypothesis was that the formed


alkyl radicals do not react with the metal surface to get
reduced into carbanions. This hypothesis was possibly a
consequence of the Prevost–Anteunis controversy.111,112


Prevost had proposed, in 1959, that the reaction between
magnesium and alkyl halides directly produced carba-
nions and that these carbanions reacted with the cation
MgBrþ to yield the Grignard reagent. Anteunis criticised
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this proposition, stressing the point that Prevost’s
experimental results could, as well, be rationalised by
a mechanism involving radical species. Prevost then
published a series of contributions where the results were,
this time, rationalised with a mechanism involving
radicals.113 For 20 years, no carbanionic species were
involved in the various mechanistic proposals for the
Grignard reagent mechanism of formation, up to the
Bickelhaupt’s results on the aromatic halides.1,114


Within Ashby’s framework, the sharp increase of
hydrogen abstraction when passing from the 5-hexen-1-yl
radical to the 6-hepten-2-yl radical, was seen as a direct
result of the 6-hepten-2-yl greater stability and higher
steric hindrance. These two factors would converge to
diminish the probability of an immediate recombination
with MgBr� radicals. Therefore, a higher percentage of 6-
hepten-2-yl radicals were expected to diffuse toward the
bulk of solution. During this diffusion they could undergo
cyclisation, hydrogen atom transfer, or dimerisation;
henceforth both the increased yields of hydrogen
abstraction and cyclisation when passing from 6-
bromo-1-hexene to 6-bromo-1-heptene could be under-
stood. One may remark at this point that Garst, in his D
model does not specify that the route from the having
diffused alkyl radicals to RMgX necessarily implies a
reaction between these alkyl radicals and MgX�.7 The
intervention of MgX� is a precision introduced by Ashby.
Implicitly, this author admits a far higher rate constant for
the reaction of an alkyl radical with MgX� (coupling
reaction) than for its reaction with metallic magnesium
(one-electron reduction). Indeed, in the D model, the
alkyl radicals having escaped the surface have a good
probability to reencounter it.7 But, at the point of
reencounter the probability of meeting a zerovalent
magnesium atom is far higher than meeting an MgX�


group. Therefore, if one wants to discard the one-electron
reduction pathway, one has to compensate this higher
probability by an intrinsic far higher rate constant for the
coupling reaction.


Let us slightly modify Ashby’s leading hypothesis.
Suppose, within the organic corrosion approach7,10 and,
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in line with electrochemical experiments described
previously, that, in the reactions competing with the
cyclisation, we replace the recombination with MgBr�


radicals by a second ET from the metallic surface to the
carbon centred radical. This would lead to a carbanion
which would go to RMgBr by reaction with MgBr2. This
time, the results discussed in the preceding paragraph
would simply follow from the fact that the 5-hexen-1-yl
radicals (primary radicals) are easier to reduce than
the 6-hepten-2-yl ones (secondary radicals).31,115 These
primary radicals being faster reduced at the metal surface
have a smaller probability to diffuse away and to undergo
atom transfer, cyclisation or dimerisation. Eventually, the
carbanions have to travel in the solution to meet MgBr2


formed at an anodic site spatially separated from the
cathodic one (corrosion model of the Grignard reagent
formation).7,10


Within the same spirit, one has to compare the
pattern of reactivity observed for 6-bromo-1-heptene and
6-bromo-1-hexene reacting with a cathode or reacting
with metallic magnesium. Schmit’s results compared to
ours at a carbon cathode show that, in DMF, more
cyclisation is observed for 6-bromo-1-heptene than for 6-
bromo-1-hexene (50% vs. 18%). As the rate constant of
cyclisation the 6-hepten-2-yl radical is half that of the one
measured for the 5-hexen-1-yl radical, this result could
appear as unexpected.53,100,116 On the other hand, primary
radicals are easier to reduce than secondary ones.
Therefore, the reduction reaction, which competes with
the cyclisation, should be faster for the 5-hexen-1-yl
radical than for the 6-hepten-2-yl radical.


The trend ‘higher formation of cyclised compound for
6-bromo-1-heptene than for 6-bromo-1-hexene’ is also
displayed in the formation of Grignard reagent (11.2% vs.
5.8% in Ashby’s results). Our electrochemical exper-
iments with 6-bromo-1-hexene compared with those
obtained by Bickelhaupt in the formation of Grignard
reagent showed that more cyclisation occurs at the
cathode than at the magnesium surface. This trend is also
met for 6-bromo-1-heptene (50% vs. 11%). Again
everything goes as if the magnesium surface was
displaying a higher reducing activity than the cathode.


The sonochemical activation of magnesium used by
Ashby could have perturbed the results of selectivity.
Nonaka has shown that sonochemistry may dramatically
change the selectivity of ET reactions where transport
phenomena play a role and similar observations are
reported in normal sonochemistry.117,118 Nevertheless the
percentages of cyclisation reported by Bickelhaupt and
Ashby in THF are remarkably similar (around 5%).

CONCLUSIONS


This report compared the patterns of reactivity of a variety
of alkyl radical clocks at cathodes and in their reactions
with magnesium to form Grignard reagents. The aim of

Copyright # 2006 John Wiley & Sons, Ltd.

this comparison was to determine which main reaction
competes with the cyclisation of the radical probes. Up to
now, the main current of thought on this question had
been that alkyl radicals couple with MgX� radicals to
yield RMgX. A noticeable exception to this main trend
was Garst’s formulation which preferred the formation of
RMgX via alkyl carbanions. The electrochemical
experiments clearly yield mixtures of carbanions and
radicals at the cathode when alkyl halides are electro-
lysed. They, therefore, provide a benchmark for looking at
the trends to be expected in terms of selectivity when
carbanions are formed from alkyl halides. The compari-
sons in this report show, that the same radical clocks
display amazing similarities when opposed to cathodes or
to magnesium.


There are differences, however. Apparently, if the
carbanionic hypothesis were to be extended to the
Grignard reagent formation, one would have to rationalise
the observation that the magnesium surface appears as a
better reducing agent than cathodes. A double explanation
could account for this observation. First, the small size of
magnesium particles increases the surface of contact with
respect to a classical cathode. Second, the magnesium
behaviour would be better compared to what occurs at
microelectrodes. More work is needed in this direction.


If the Grignard reagent formation is considered in an
electrochemical perspective and going through carba-
nionic species, some consequences in terms of selectivity
may be proposed. For a given R in the alkyl halide, the
highest production of radicals (lowest yields in RMgX)
should be expected for the iodides despite the fact that
they are the best electron acceptors. This could have two
reasons. The first would be that at the potential where RI
is reductively dissociated, the reduction of the formed
radicals into carbanions is relatively slow, the worst case
being for the tertiary radicals formed from the reductive
cleavage of RI.


Indeed, from an electrochemical point of view, the
formation of Grignard reagents on magnesium surfaces is
similar to a constant current electrolysis. Therefore, the
reduction potential of the magnesium surface is dictated
by the current–potential curve and should adjust itself
depending on the values of the current density involved in
the reduction and the mass transfer rate of reactant arrival
at the electrode. If this current density is small compared
to the maximum mass transfer rate of arrival of RX at the
magnesium surface, the reduction potential of the
magnesium surface should set at a potential close to
the reduction potential of RX and one could trigger the R�


reduction occurrence. One could then imagine reduce
selectively RI and not R�. In the reverse condition the
reduction potential of the magnesium surface could set at
the reduction potential of the worst electron acceptor and
one could lose the reduction selectivity.


The second reason, more speculative, would be that
autocatalytic processes would have more chances to
develop for these iodo substrates. At the other end of the
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spectrum of possibilities, the chlorides would behave just
in the opposite way because at the potential at which they
accept the electron, the radicals formed by their
dissociative reduction would be ready to be transformed
into carbanions. On the other hand, they are poor
candidates for the autocatalytic process. Extrapolating
this trend one would guess that the best candidates for
excellent yields of RMgX (alkyl) formation would be the
alkyl fluorides. These Grignard reagents have resisted
direct preparation for decades but Ashby and then Rieke
could obtain them when using highly activated forms of
Mg. We, indeed, have shown for aluminium that using
planning of experiment methodology to optimise the
Riecke’s concept of active metal slurries, quantitative
yields for the reduction of p-fluorotoluene could be
reached, this substrate being famed for its resistance to
metal powder reducing agents.119 The optimisation of
reaction conditions could provide the counter intuitive
result that they are the best candidates for excellent yields
in RMgX preparation.

EXPERIMENTAL PART


Chemicals


The different solvents (THF, DMF, ACN, HMPA) were
puriss absolute anhydrous solvents from commercial
origin (Fluka, St Quentin Fallaviers, France) and used as
received. 6-Bromo-1-hexene was obtained from Aldrich.
NBu4BF4 was synthesised from ammonium tetrafluor-
oborate and tetrabutylammonium chloride (Fluka,
France) and recrystallised in petroleum ether then dried
overnight before use.120 Samples of 6-bromo-1-hexene,
1-hexene, and methylcyclopentane where obtained from
Aldrich (St Quentin Fallaviers, France).

Cyclic voltammetry


The working electrode was a 3-mm diameter glassy
carbon disk. It was carefully polished and rinsed in
ethanol before each voltammogram. The counter elec-
trode was a platinum wire and the reference electrode an
aqueous SCE electrode. All potentials were then shifted
so as to be reported versus NHE knowing that: E (vs.
SCE)¼E (vs. NHE) �0.24 V. Cyclic voltammograms
were recorded using a CHI660A potentiostat (CH
Instruments, IJ Cambria Scientific, Burry Port, UK).

Electrolysis


Direct or mediated electrolyses of 0.1–0.2 M solutions of
6-bromo-1-hexene, containing 0.1 M NBu4BF4 degassed
by argon, were undertaken under constant current or
constant potential in the presence of a weak acid
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(2 equivalents of diethyl malonate) in THF, DMF,
ACN or HMPA. They were carried out in an undivided
cell containing 4–5 mL of solution. The electrolysis was
performed in a cylindrical glassy-carbon crucible of
20 mm diameter and 20 mm height that was used as
working electrode or counter-electrode. The counter
electrodes were: (i) a soluble anode consisting of a
cylindrical magnesium rod of 8 mm diameter, or (ii) the
glassy carbon crucible, or (iii) a Pt electrode of area
2 cm2. The working electrode was either the glassy carbon
crucible or a Pt electrode of area 2 cm2. The electrolyses
were conducted at constant potential (referred to aqueous
SCE, CHI660A potentiostat) or constant current (constant
current generator) and controlled by coulometry. Aliquots
of 100mL of solution were extracted regularly, passed
through silica column chromatography without acidifica-
tion, and analysed by GC in order to check the course of
the reaction. Finally, the last aliquot of the electrolysed
solution was analysed by GC-MS, for detection of
possible coupling products.


GC analysis were performed with a Varian 3700
equipped with a FID using a 30 m DB-wax capillary
column (inner diameter: 0.25 mm, film thickness:
0.25mm) with a programmed temperature (35 8C for
3 min, rising 25 8C/min to 220 8C for 5 min).
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Am. Chem. Soc. 1979; 101: 6012–6020.


27. Walborsky HM. Acc. Chem. Res. 1990; 23: 286–293.
28. Hazimeh H, Mattalia J-M, Marchi-Delapierre C, Barone R,


Nudelman NS, Chanon M. J. Phys. Org. Chem. 2005; 18:
1145–1160.


29. Andrieux CP, Gallardo I, Savéant JM, Su KB. J. Am. Chem. Soc.
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ABSTRACT: Rate measurements are reported for the reactions of 12 ring-substituted anilines with 2,4-dinitrophenyl
2,4,6-trinitrophenyl ether (1) in acetonitrile. Formation of the products, the correspondingly substituted 2,4,6-
trinitrodiphenylamines, occurs without the observation of intermediates in detectable amounts by both base-catalysed
and uncatalysed pathways and Hammett � value were determined for these processes. The results show that although
substituents at the 3- or 4-positions of the anilines have only small steric effects, alkyl substituents at the 2-position
may result in considerable reductions in reactivity. These effects are more pronounced for the base-catalysed pathway
and in 2,6-dimethylaniline the uncatalysed pathway takes all the reaction flux. In the case of the 2-fluoro substituent
the electronic effect, strong inductive electron withdrawal, is dominant over steric effects. Copyright # 2005
John Wiley & Sons, Ltd.


KEYWORDS: SNAr substitution reactions; anilines; 2,4-dinitrophenyl 2,4,6-trinitrophenyl ether; electronic effects; steric


effects


INTRODUCTION


Nucleophilic substitutions in the reactions of amines with
activated aromatic substrates generally involve the SNAr
addition–elimination mechanism,1,2 as shown in Scheme
1. When the second step is rate limiting, general base
catalysis may be observed.


The base-catalysed pathway may involve general acid
catalysis, by the conjugate acid BHþ, of leaving group
departure, the SB–GA mechanism,3 or alternatively
rate-limiting proton transfer from the zwitterionic
intermediate to base followed by rapid loss of X�, the
RLPT mechanism.4 There is now good evidence that in
acetonitrile5,6 and in dimethyl sulfoxide7,8 the displace-
ment of phenoxide ions by amines involves the latter
mechanism.


There have been several reports of substitutions invol-
ving aniline or substituted anilines.9–16 Most of these
have involved displacement of halide ions where the k1


step, nucleophilic attack by the amine, is rate limiting.
For reactions involving aniline and anilines carrying ring
substituents at the 3- or 4-positions, as for other primary
amines,17,18 there is little evidence for a significant


primary steric effect. Here electronic effects are dominant
and Hammett � values are typically �3.5 to �4 in protic
solvents.12,13,16,19 Nevertheless, for N-substituted ani-
lines steric hindrance to nucleophilic attack may be
severe so that the rates of substitution are considerably
reduced relative to aniline.6,20


We found recently21 that in the reaction of aniline with
2,4-dinitrophenyl 2,4,6-trinitrophenyl ether (1) in aceto-
nitrile conversion of the zwitterionic intermediate to
products was rate determining and involved both unca-
talysed, k2, and base catalysed, kB[B], pathways. Here we
report a kinetic study of the reactions of anilines contain-
ing both remote- and ortho-ring substituents, allowing the
electronic and steric effects on the individual steps in
Scheme 1 to be considered.


RESULTS AND DISCUSSION


The reactions of 1 with ring-substituted anilines, 2, gave
the expected substitution products, 4, in >95% yield.
Spectroscopic data are given in Table 1. Kinetic measure-
ments were made in acetonitrile at 25 �C with amine
concentrations in large excess of concentrations of 1.
Reactions proceeded without the observation of inter-
mediates in detectable concentrations and first-order
kinetics were observed. The results are interpreted by
Scheme 2, where the zwitterion 3 may be treated as a
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steady-state intermediate. Base catalysis is attributed to
rate-limiting proton transfer from 3 to base followed by
rapid expulsion of the phenoxide.5,6,21 Division of the
first-order rate constants, kobs, by the aniline concentra-
tion gave values of the second order rate constant, kA,
whose base dependence is given by Eqn (1). An alter-
native form of this equation is Eqn (2), where K1¼ k1/k�1


is the equilibrium constant for formation of the zwitter-
ionic intermediate. Values are reported in Tables 2 and 3.


kA ¼ kobs


½An� ¼
k1ðk2 þ kAn½An�Þ
k�1 þ k2 þ kAn½An� ð1Þ


kA ¼ K1k2 þ K1kAn½An�


1 þ k2
k�1


þ kAn½An�
k�1


ð2Þ


For anilines 2a–g carrying substituents at the 3- or 4-
positions, plots (not shown) of kA versus aniline concen-
tration had positive intercepts on the y-axis, representing
the uncatalysed pathway and curved with decreasing
slope as the aniline concentration increased. Values
calculated using Eqn (2) with the parameters given in
Table 4 gave good fits to the experimental data. The
values of K1k2 and of K1kAn have low error limits
although, because of the small curvature, values of kAn/
k�1 are less precise. Similarly values of k1, calculated as
K1kAnk�1/kAn have fairly high error limits.


For anilines 2h–l carrying ortho-substitutuents there
was no discernible curvature in plots of kA versus aniline
concentration. This indicates that here kAn/k�1< 1 and
also implies that k2/k�1 (� kAn/k�1� k2/kAn)< 1. Hence
values of K1k2 and K1kAn were obtainable from the
intercepts and slopes, respectively, of the plots.


3- and 4-substituted anilines


The data in Table 4 show that for anilines carrying
substituents at the 3- or 4-positions, values of both K1k2


and K1kAn decrease strongly with increasing electron
withdrawal by the ring-substituents. Plots (not shown)
versus Hammett � values22 gave excellent straight lines
with slopes, �, of �5.5 for K1k2 and �5.4 for K1kAn.


The rate constant kAn represents a proton transfer from
the zwitterionic intermediate 3 to the corresponding ani-
line. It has been shown previously5,23,24 that such trinitro-
activated zwitterions are considerably stronger acids than
the parent anilinium ions. Hence kAn represents a thermo-
dynamically favourable proton transfer between nitrogen
atoms so that its value will depend on steric constraints
rather than basicity considerations. For anilines 2a–g
carrying remote substituents the steric hindrance at the
reaction centre for proton transfer should not change, so
that values of kAn will be constant. This leads to a � value
�5.4 for K1, consistent with the positive charge devel-
oped on nitrogen.


X


EWG


+  RR'NH
k1


k-1


X NHRR'


EWG


k2


k3[B]


NRR'


EWG


+  HX


Scheme 1. EWG¼ electron-withdrawing group


Table 1. Spectroscopic data for reaction products


Compound 1H NMR shifts (ppm)a UV maximumb


NH Picryl ring Other aromatic Alkyl � (nm) Log[" (dm3 mol�1 cm�1)]


4a, R¼ 4-OMe 10.21 8.90 7.11, 6.87 3.73 370 1.6
4b, R¼ 4-Me 10.18 8.90 7.11, 7.04 2.26 355 1.5
4c, R¼ 3-Me 10.10 8.90 7.1 2.30 355 1.5
4d, R¼H 9.96 8.96 7.33, 7.25, 7.15 — 365 1.4
4e, R¼ 4-F 10.21 8.93 7.2 — 360 1.5
4f, R¼ 4-Cl 10.19 8.94 7.36, 7.17 — 360 1.6
4g, R¼ 3-Cl 10.19 8.97 7.3 — 350 1.4
4h, R¼ 2,4-Me2 10.01 8.97 7.19, 7.0 2.33, 2.34 350 1.9
4i, R¼ 2-Me 9.95 8.90 7.28, 7.17 2.30 350 1.6


7.09, 7.03
4j, R¼ 2-Et 9.95 8.91 7.32, 7.22 1.24 350 1.6


7.10, 7.02 2.69
4k, R¼ 2-F 10.09 8.94 7.27, 713 — 350 1.6
4l, R¼ 2,6-Me2 10.10 8.87 7.12, 7.08 2.09 347 1.6


aIn [2H6]DMSO.
bIn acetonitrile.
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Since values of K1k2 show an almost identical depen-
dence on the substituents, � value of �5.4, values of k2 for
intramolecular proton transfer within the zwitterions are
essentially constant with these anilines. This is also
apparent from the constancy, at �30 dm3 mol�1, of the
ratio kAn/k2 in Table 4. Values of k2 will, of course, be
expected to show a strong dependence on the nucleofug-
ality of the phenolic leaving group,2,21 which is constant
in the present measurements.


A Hammett plot of values of k1, the rate constant for
nucleophilic attack by the anilines, gives a � value of
�4.2. This indicates a strong dependence on the nature of
the substituent and infers substantial development of


positive charge on nitrogen in the transition state. Corre-
spondingly, there will be considerable development of
negative charge on the other groups at the 1-position. Our
previous measurements6,21 showed that the nature of the
substituents in the phenolic leaving group had only a
small effect on values of k1 for nucleophilic attack by
aniline. The data in Table 3 in Ref. 21 give a � value of ca
þ0.5. The conclusion drawn was that there was little
charge development and hence an ‘early’ transition state.
Nevertheless, consideration of the structure of the zwit-
terion 3 shows that the bulk of the negative charge will be
delocalised into the trinitrophenyl ring so that substitu-
ents in the incipient leaving group have only a small
influence on charge delocalisation. Hence our current
results and those given previously accord better with a
‘late’ transition state for nucleophilic attack with con-
siderable charge development.


2-Substituted anilines


Whereas the effects of remote substituents, at the 3- or 4-
position, in the nucleophile are dominated by electronic
effects, in 2-substituted anilines there is evidence for
significant steric interactions. Thus the effect of a 2-
methyl substituent is to reduce the value of K1kAn by a
factor of 55 in aniline and 80 in 4-methylaniline. The
corresponding factor for 2-ethylaniline is 200. Our results
do not allow the separation of steric effects on values of
K1 and kAn, although both terms are expected to be
reduced by steric congestion at the reaction centre.


Comparison of the values of K1k2 for aniline and 2-
methylaniline and for 4-methylaniline and 2,4-dimethy-
laniline yields ratios of 17 and 28, respectively. These
ratios are 3–4 times smaller than those for the similar


Table 2. Kinetic resultsa for the reaction of 1 with 2a–g in acetonitrile at 25 �C


kA (10�2 dm3 mol�1 s�1)


[Aniline] (mol dm�3) 4-OMe 4-Me 3-Me 4–F 4-Cl 3-Cl


0.002 4.3 (4.3)
0.004 17.1 (17.5)
0.005 280 (280) 66 (65)
0.008 4.8 (5.0)
0.010 320 (320) 70 (71) 19.4 (19.4) 5.1 (5.2) 0.75 (0.70) 0.09 (0.10)
0.015
0.020 380 (380) 80 (81) 22.0 (22.4) 6.1 (6.1) 0.86 (0.89) 0.13 (0.13)
0.030 430 (430) 90 (92) 25.3 (25.3) 7.5 (7.1) 1.03 (1.09)
0.040 480 (480) 100 (98) 28.8 (28.1) 1.2 (1.3) 0.16 (0.17)
0.050 530 (530) 110 (112) 1.4 (1.5) 0.19 (0.19)
0.060 33.1 (33.3) 1.6 (1.6)
0.070 0.20 (0.22)
0.080 138 (137) 2.0 (2.0) 0.25 (0.26)
0.10 153 (152) 2.4 (2.3) 0.31 (0.30)
0.14 2.9 (2.9)
0.15 0.40 (0.40)
0.20 0.50 (0.49)


aValues in parentheses were calculated using Eqn (2) with the values collected in Table 4.


Table 3. Kinetic resultsa for the reaction of 1 with 2h–l in
acetonitrile at 25 �C


kA (10�2 dm3 mol�1 s�1)
[Aniline]
(mol dm�3) 2,4-Me2 2-Me 2-Et 2-F 2,6-Me2


0.005 2.5
0.010 2.6 0.48
0.015 2.7 0.50
0.020 2.8 0.53 0.20
0.025 0.55
0.030 2.9 0.56 0.21
0.040 0.22 0.042
0.050 0.24
0.060 0.70 0.25 0.054
0.080 0.79 0.071
0.10 0.83 0.087 0.007
0.12 0.105
0.15 0.006
0.20 0.006
0.30 0.006


aLinear plots of kA versus [aniline] yield the values given in Table 4.
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comparisons of K1kAn values, indicating that steric effects
on k2 are less severe than on kAn. This effect is also seen
in the reduction in value of kAn/k2 in Table 4 from �30 to
�8 for the ortho-alkyl-substituted anilines.


It might be argued that since k2 involves an intramo-
lecular proton transfer, steric effects should be small.
Hence the major steric effect on K1k2 values is likely to be
in the equilibrium formation of the zwitterionic inter-
mediates yielding reduced values of K1. A reduction in
the value of kAn represents hindrance of approach to the
reaction centre carrying an ortho-substituted aniline by a
second ortho-substituted aniline molecule. It is worth
noting that in the reaction of 2,6-dimethylaniline (Table
4), this hindrance is so severe as to reduce the catalysed
pathway below its observable limit. The value of K1k2 is
reduced by a factor of 75 relative to its value for 2-
methylaniline.


The effect of a 2-fluoro substituent is to reduce con-
siderably the values of both K1kAn and K1k2 relative to
aniline. However, in contrast to the behaviour of the 2-
alkyl derivatives, the ratio kAn/k2 is somewhat higher than
for aniline itself. Values of Es, the Taft steric factor,25 are
H 1.24, F 0.78, Me 0.00 and Et �0.07, so that steric
effects are likely to be less important for the 2-fluoro
derivative. Here the results indicate the dominance of
electronic effects. It is known26 that owing to its strongly
electron-withdrawing inductive effect, an ortho-fluorine
substituent will have a strongly destabilising effect on the
adjacent cationic nitrogen centre in the zwitterion 3k.
This is expected to result in a large reduction in the value
of K1, which is likely to be the major effect with only
relatively small steric effects on kAn or k2.


The product-forming steps involve loss of the phenolic
leaving group and rotation of the aniline moiety towards
the ring-plane of the trinitro-substituted ring. It is worth
considering whether steric effects due to the presence of
an ortho-substituent in the aniline might reduce values of
rate constants for this process. Evidence that such effects
are not severe comes from two sources. First, we report in


Table 5 the pKa values, measured in acetonitrile, for some
20-substituted-2,4,6-trinitrodiphenylamines which are the
reaction products. These relate to the process shown in
Scheme 3 and show that 20-alkyl substituents have only
small effects on the acidity of 4 whereas a 20-fluoro-
substituent increases the acidity by about one pKa unit.
The latter effect is consistent with the expected stabilisa-
tion of the anionic centre in 5 by the inductive electron
withdrawal of the fluorine substituent. The small effect of
the alkyl substituents argues against an increase in the
steric interactions between the aromatic rings, which
would be expected to make more difficult ionisation to
give the delocalised anion 5. The second piece of evi-
dence comes from previously reported21 crystal struc-
tures of the related 2,6-disubstituted-phenoxy 2,4,6-
trinitrophenyl ethers. Although relating to diphenyl
ethers rather than diphenylamines, these show that steric
interactions between the rings increase only slightly in
the presence of the 2,6-substituents.


In conclusion, the results from this and our previous
work21 show that all phenyl trinitrophenyl ethers are
sterically strained structures. However, the steric hin-
drance to the steps involved in nucleophilic substitution
by aniline and ring-substituted anilines is only signifi-
cantly increased when either the entering or leaving
groups contains two ortho-substituents or when both
entering and leaving groups carry an ortho-substituent.


Table 4. Summary of rate data for the reaction of 1 with ring-substituted anilines 2a–l in acetonitrile at 25 �C


Substituent(s), K1k2 K1kAn kAn/k�1 k1 kAn/k2


R (dm3 mol�1 s�1) (dm6 mol�2 s�1) (dm3 mol�1) (dm3 mol�1 s�1) (dm3 mol�1)


a, 4-OMe 2.9� 0.3 90� 10 5� 1 18� 5 31
b, 4-Me 0.68� 0.05 16� 1 3.5� 1 4.5� 1.5 24
c, 3-Me 0.18� 0.05 4� 0.5 2.5� 1 1.6� 0.5 22
d, Ha 0.08� 0.01 2.2� 0.2 2.7� 0.5 0.8� 0.3 28
e, 4-F 0.045� 0.01 1.25� 0.1 2.5� 0.5 0.5� 0.2 28
f, 4-Cl (5� 1)� 10�3 0.23� 0.02 1.8� 0.5 0.12� 0.06 46
g, 3-Cl (8� 1)� 10�4 0.026� 0.004 1� 0.5 0.026� 0.01 33
h, 2,4-Me2 0.024� 0.004 0.2� 0.05 <1 8
i, 2-Me (4.5� 0.5)� 10�3 0.04� 0.005 <1 9
j, 2-Et (1.8� 0.4)� 10�3 0.011� 0.003 <1 6
k, 2-F (1� 0.2)� 10�4 (8� 1)� 10�3 <1 80
l, 2,6-Me2 (6� 1)� 10�5


aData from Ref. 21.


Table 5. pKa values of 4i–k in acetonitrile


UV maximuma (nm)


Substituent 4 5 K pKa


i, 2-Me 360, (4.15) 445, (4.37) 0.025 19.89
j, 2-Et 360, (4.15) 445, (4.37) 0.023 19.93
k, 2-F 353, (4.14) 436, (4.40) 0.19 19.02
d, H 19.97b


aValues of log� are given in parentheses.
bRef. 6.
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The main steric effects are thought to result in the
reduction in values of K1 for formation of the zwitterionic
intermediates and in values of kAn for the base-catalysed
pathway.
N-Substitution in the aniline does have, as shown


previously,6,20 a dramatic steric effect on the substitution
process.


EXPERIMENTAL


The diphenyl ether 1 was available from previous work.21


The substituted anilines 2 and DABCO were the purest
available commercial samples, as was the acetonitrile
solvent. 1H NMR spectra of reaction products were
recorded using a Bruker Avance 400 MHz instrument in
DMSO-d6 as the solvent. UV–visible spectral and kinetic
measurements were made at 25 �C with a Perkin-Elmer
Lambda 2 or a Shimadzu UV PC spectrophotometer.
First-order rate constants were measured with concentra-
tions of 2 in large excess of concentrations of 1, (0.5–
1)� 10�4 mol dm�3, and were evaluated using standard
methods. Values are precise to � 3%.


1H NMR measurements have shown previously27,28


that reaction of 2,4,6-trinitrodiphenylamines with base
results in proton loss. pKa values of the ortho-substituted-
2,4,6-trinitrodiphenylamines 4i–k were measured6,27


using the changes in UV–visible absorbance associated
with their deprotonation to give 5i–k. In the presence of
DABCO and/or DABCOHþ, the equilibrium shown in
Eqn (3) was established. Absorbance measurements at
the �max value for 5 allowed the evaluation of values of
the equilibrium constant K. Values of pKa were deter-
mined using Eqn (4) with the known value29 for
pKa


DABCOHþ of 18.29. Results are given in Table 5.


4þ DABCOÐ
K


5þ DABCOHþ ð3Þ


pKa ¼ pKDABCOHþ


a � logK ð4Þ
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ABSTRACT: The kinetics of the gas phase elimination of the ethyl ester of four a-amino acid hydrochlorides have
been examined over the temperature range of 339–4518C and pressure range of 8–108Torr. The reactions, in a static
reaction system, are homogeneous, unimolecular, and follow a first-order rate law. The rate coefficient is expressed by
the following Arrhenius equations:
Glycine ethyl ester hydrochloride:


log k1ðsec�1Þ ¼ ð12:29� 0:24Þ � ð203:7� 3:2Þ kJ mol�1 ð2:303 RTÞ�1


Sarcosine ethyl ester hydrochloride:


log k1ðsec�1Þ ¼ ð13:64� 0:60Þ � ð215:0� 7:8Þ kJ mol�1 ð2:303 RTÞ�1


DL-Alanine ethyl ester hydrochloride:


log k1ðsec�1Þ ¼ ð12:49� 0:46Þ � ð200:2� 5:9Þ kJ mol�1 ð2:303 RTÞ
L-Phenylalanine ethyl ester hydrochloride


log k1ðsec�1Þ ¼ ð12:49� 0:09Þ � ð194:4:� 1:1Þ kJ mol�1 ð2:303 RTÞ�1


The elimination of these amino ester hydrochlorides leads to the formation of the corresponding a-amino acid and
ethylene. However, the amino acid intermediates, except sarcosine, under the condition of reaction temperatures,
undergo an extremely rapid decarboxylation process. These results apparently support previous reported mechanistic
consideration where a-amino acids decompose to the corresponding amines and CO2 gas. Copyright # 2006 John
Wiley & Sons, Ltd.


KEYWORDS: elimination; gas-phase kinetics; mechanism; ethyl glycine hydrochloride; ethyl sarcosine hydrochloride;


ethyl DL-alanine; ethyl L-phenyl alanine hydrochloride


INTRODUCTION


The homogeneous unimolecular gas phase eliminations
of ester of carboxylic acids are generally known to
proceed through a six-membered cyclic transition state
type of mechanism to yield the corresponding carboxylic
acid and the olefin, respectively [reaction (1)]1,2. For
molecular elimination, the presence of a Cb—H bond at
the alkyl side of the ester is necessary .


Z C O C C


α


H


β


O


Z=Substituent


O


C
O


C


C
H


Z


ZCOOH + C C


(1)


The acid product of these esters with a substituent at the
a-position, under the reaction conditions, may further
decompose into another products. In this respect, the gas
phase elimination of several types of 2-substituted
carboxylic acids3–9 have been described, both exper-
imentally and theoretically, in terms of a decarbonylation
process as depicted in reaction (2).


C


L


COOH CC


L
H


O


O


CC


O


O + HL


C=O + CO


  L = Leaving Group: Cl, Br, OH, OR, OPh, OAc. 


(2)


However, 2-substituted amino carboxylic acids pro-
ceed a decarboxylation process as reported in the
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homogeneous, unimolecular gas phase pyrolysis of N,N-
dimethylglycine,10 picolinic acid,11 and N-phenylgly-
cine12 [reaction (3)].


(3)


The above-mentioned substrates10–12 have been found
to be very reactive species in the gas phase. The fact that
neutral a-amino acids decompose rapidly in the gas phase
is supported from the experimental results on the
elimination kinetics of the said compounds when
compared as intermediate products of their corresponding
ethyl ester pyrolysis. However, the gas-phase pyrolysis of
2-(N-phenylamino)propanoic acid13 was thought to
decarbonylate through a five-membered cyclic transition
state type of mechanism similar to reaction (2).
Consequently, this result differs from the decarboxylation
process of the a-amino acids described in reaction (3).
Moreover, the pyrolysis products of 2-(N-arylamino)pro-
panoic acids13 were found to yield ArNH2, CH3CHO, and
CO, which appears to justify reaction (2).


Recently, the elimination kinetics of ethyl esters of
pipecolinic and N-methylpipecolinic acids14 in the gas
phase indicated the formation of the corresponding
carboxylic acids and ethylene. The acid intermediate with
the N atom at the a-position of the carboxylic acid, an
amino acid derivative, proceeds to a very rapid
decarboxylation process as described in reaction (3).
This work apparently supports the elimination of neutral
a-amino acids through a five-membered cyclic transition
state to produce the corresponding substituted amine and
CO2 gas.


Because of different products formation of the 2-amino
acids12,13 as described in reaction (2) with those
substrates 9–11,14 undergoing a process as in reaction
(3), the present work aimed at determining the kinetic and
thermodynamic parameters of the gas phase elimination
of a-amino acids intermediates through a consecutive
reaction from the corresponding ethyl ester hydrochloride
decomposition. The amino ester hydrochlorides were
chosen by virtue that NH4Cl decomposes at high
temperatures into NH3 and HCl. Under such condition,
the NH4Cl is attributed to be a strong acid. In this respect,
this investigation thought as a challenge to examine if the
aminoester hydrochloride salts may decompose, at high
temperature, into the corresponding free ester and HCl.
Consequently, the ester may then proceed to pyrolytic
elimination as reported. This mode of experimental
approach was applied because most a-amino acids of low
molecular weight are solids and difficult to determine
their elimination kinetics in the gas phase. These
compounds on heating sinter or decompose into a
vitreous materials, and unfortunately are insoluble in
most organic solvents. Their high solubility in water,


forming zwitterions species, limits their examination as
neutral molecules in the gas phase. Consequently, the
objective of this work is to investigate on how the nitrogen
atom at the a-position of the carboxylic acid intermedi-
ates would affect the elimination process. Therefore, the
substrate for this investigation are the ethyl ester
hydrochlorides of glycine, sarcosine, DL-alanine, and L-
phenylalanine.


RESULTS AND DISCUSSION


Glycine ethyl ester hydrochloride


The molecular gas phase pyrolytic elimination of this
substrate proceeds according to reaction (4).


 ClH.NH2CH2COOCH2CH3 →   [ NH2CH2COOCH2CH3 ] + HCl 


↓
 [ NH2CH2COOH ] + CH2 CH


↓


3


CH3NH2   +    CO2


(4)


The stoichiometry of reaction (4) requires that for long
reaction time the final pressure should be four times the
initial pressure, that is, Pf/P0¼ 4. The average exper-
imental results at 4 different temperatures and 10 half-
lives is 3.9 (Table 1). To check stoichiometry (4), up to
50% reaction, was possible by comparing the pressure
measurements with the quantitative chromatographic
analysis of ethylene gas (Table 2).


The effect of the surface on the rate of elimination was
examined by carrying out several runs in a vessel with a
surface-to-volume ratio of 6.0 relative to that of the
normal vessel, which is equal to 1.0 (Table 3). Packed and
unpacked Pyrex vessel seasoned with allyl bromide and
the unpacked clean Pyrex Vessel showed no effect on the
reaction rates. However, the packed clean Pyrex vessel
had a small heterogeneous effect. The addition of
different proportion of the free radical inhibitor propene
exhibited no effect on rates (Table 4). Moreover, no
induction period was observed.


The first order rate coefficient for elimination of this
substrate showed no significant variation change of the
initial pressure (Table 5) and the first order plots of log
(4P0�P) against time t are linear up to 50% reaction.


Further decomposition leads to a relative standard
deviation greater than �5%. The rate equation of four-
product formation by pressure increase is described as
follows:


ClH�NH2CH2COOCH2CH3
P0�P


! HCl
P


þCH2¼¼CH2
P


þCH3NH2
P


þCO2
P


Copyright # 2006 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2006; 19: 326–332


ELIMINATION OF THE ETHYL ESTER OF AMINO ACID HYDROCHLORIDES 327







Table 2. Stoichiometry of the reaction


Substrate Temperature (8C) Parameters Value


Glycine ethyl ester�HCl 430.7 Time (min) 1.5 3 5 8
Reaction (%) (pressure) 11.3 25.0 38.0 48.1
Ethylene (%) (GLC) 12.0 28.4 41.5 53.1


Sarcosine ethyl ester�HCl 389.1 Time (min) 10 15 21 30
Reaction (%) (pressure) 25.3 32.8 46.4 56.8
Ethylene (%) (GLC) 23.2 27.1 41.2 53.8


DL-Alanine ethyl ester�HCl 399.5 Time (min) 6 8 10 12 15
Reaction (%) (pressure) 25.9 33.5 37.7 42.7 48.6
Ethylene (%) (GLC) 23.4 32.5 36.7 43.8 54.6


L-Phenylalanine ethyl ester�HCl 389.9 Time (min) 3 6 9 12 18
Reaction (%) (pressure) 24.9 39.2 44.8 59.8 62.7
Ethylene (%) (GLC) 28.5 42.7 47.7 61.5 65.0


Table 1. Ratio of final (Pf) to initial (P0)


Substrate Temperature (8C) P0 (Torr) Pf (Torr) Pf/P0 Average


Glycine ethyl ester�HCl 410.0 40 153 3.8 3.9
420.5 67.5 264 3.9
430.7 65 258 4.0
440.5 46 177 3.9


Sarcosine ethyl ester�HCl 399.6 22 71 3.2 3.3
410.8 40 130.5 3.3
420.2 23.5 74.5 3.2
430.2 31.5 105 3.3


DL-Alanine ethyl ester�HCl 379.3 18.6 70.7 3.8 4.0
390.1 18.9 71.4 3.8
400.5 18.5 78.0 4.2
409.8 19.5 78.5 4.0


L-Phenylalanine ethyl ester�HCl 359.5 26.1 100.3 3.8 3.8
370.0 19.5 74.3 3.8
380.0 15.8 61.3 3.9
389.6 36.6 138.8 3.8
399.6 31.8 122.7 3.9


Table 3. Homogeneity of the elimination reaction


Substrate S/V (cm�1)a 104k1 (sec
�1)b 104 k1 (sec


�1)c


Glycine ethyl ester�HCl at 420.58C 1 8.45 8.26
6 9.13 8.37


2-Sarcosice ethyl ester�HCl at 401.48C 1 10.81 11.13
6 21.12d 21.76d


DL-Alanine ethyl ester�HCl at 400. 58C 1 8.07 7.95
6 8.14 8.10


L-Phenylalanine ethyl ester�HCl at 390.08C 1 14.23 13.99
6 13.81 13.96


a S¼ surface area; V¼ volume.
b Clean Pyrex vessel.
c Vessel seasoned with the products decomposition of allyl bromide.
d Average k-values
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where P0¼ the initial pressure of the substrate
P¼ amount reacted of substrate or formed product then
pressure at time t,


Pt ¼ P0 � Pþ Pþ Pþ Pþ P ¼ P0 þ 3P


therefore,


P ¼ ðPt � P0Þ=3
for unimolecular process


k ¼ �1=t ln C=C0


C0¼ initial concentration and C¼ concentration at time t
if


C0 ¼ P0 and C ¼ P0 � P


then


C ¼ P0 � ½ðPt � P0Þ=3� or C ¼ ð3P0 � Pt þ P0Þ=3


C ¼ ð4P0 � PtÞ=3
consequently k¼�1/t ln (4 P0�Pt )/3 P0 or k¼�2.303/t
log [(4 P0�Pt)/3 P0]


The temperature dependence of the rate coefficient
and the corresponding Arrhenius equation is given in
Table 6 (90% confidence coefficient from least square
procedure).


Sarcosine ethyl ester hydrochloride


The products formation from the elimination of sarcosine
ethyl ester hydrochloride described in reaction (5) suggest
a threefold increase in the final pressure Pf, that is, Pf/


Table 4. Effect of the free radical chain inhibitor on rates


Substrate Temperature (8C) Ps
a (Torr) Pi


b (Torr) Pi/Ps 104k1 (sec
�1)


Glycine ethyl ester�HClc 430.7 85 — — 14.17
96 78 0.8 14.80
55 91 1.7 14.50
32 151 4.7 14.28


Sarcosine ethyl ester�HCld 410.8 23 — — 17.81
45 42 0.9 17.94
40 95.5 2.4 18.41
36.5 140.5 3.9 18.46
28.5 183 6.4 18.25


DL-Alanine ethyl ester�HCld 400.5 21.5 — — 7.93
18.7 40 2.1 8.02
15.5 90.5 5.8 8.27
18.5 125.5 6.8 8.04


L-Phenylalanine ethyl ester�HCld 389.6 38.1 — — 15.65
37.9 58.0 1.5 14.33
43.0 89.5 2.1 14.25
34.3 110.5 3.2 14.67
35.9 146.5 4.1 14.21


aPs¼Pressure of substrate.
bPi¼ Pressure of free radical inhibitor.
c Propene inhibitor.
d Toluene inhibitor.


Table 5. Invariability of the rate coefficients from initial pressure


Substrate Temperature(8C) Parameters Value


Glycine ethyl ester�HCl 430.7 P0 (Torr) 35.5 55 96 108
104k1 (sec


�1) 14.14 14.50 14.00 14.06
Sarcosine ethyl ester�HCl 410.8 P0 (Torr) 28.5 31 40 45 55


104k1 (sec
�1) 18.25 18.03 18.41 17.94 18.21


DL-Alanine ethyl ester�HCl 400.5 P0 (Torr) 8.6 15.5 21.5 25.2
104k1 (sec


�1) 8.09 8.27 8.04 8.02
L-Phenylalanine ethyl ester�HCl 389.6 P0 (Torr) 22.0 34.3 43.0 50.7


104k1 (sec
�1) 14.33 14.17 14.25 14.03
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P0¼ 3.0. The average experimental result of Pf/P0 at 4
different temperatures and 10 half-lives is 3.3 (Table 1).


ClH.CH3 NHCH2 COOCH2 CH3 →


CH3 NHCH2 COOH + HCl + CH2 CH2


(5)


The small departure from the theoretical stoichiometry
was due to the formation of a small amount of CO2 gas.
Verification of stoichiometry (5), up to 60% reaction, was
performed by comparing the pressure measurements with
the quantitative chromatographic analysis of ethylene gas
(Table 2). The homogeneity of reaction (5) was examined
by using a vessel with a surface-to-volume ratio six times
greater than that of the unpacked vessel. The clean packed
and unpacked Pyrex vessel has a significant effect on rates
(Table 3). However, the packed and unpacked Pyrex
vessel seasoned with allyl bromide had no effect on the
rate coefficients (Table 3). The effect of the free radical
inhibitor toluene is described in Table 4. No induction
period was obtained. The rate coefficients are reprodu-
cible with a relative standard deviation not greater than
�5% at a given temperature.


The first order rate coefficients of this substrate,
calculated from k¼ (2.303/t) log [2P0/3P0�Pt] were
found to be independent of the initial pressure (Table 5).
A plot of log (3P0�Pt ) versus time t gave a good straight
line up to 60% decomposition. The variations of the rate
coefficient with temperature are described in Table 6. The
results given in Table 6 lead, by using the least squares
procedure and 90% confidence limits, to the shown
Arrhenius equation.


DL-Alanine ethyl ester hydrochloride


The theoretical stoichiometry for the elimination process
of DL-alanine ethyl ester hydrochloride in the gas phase
[reaction (6)] demands Pf/P0¼ 4.0. The average exper-
imental Pf/P0 values at 4 different temperatures and 10
half-lives was 4.1 (Table 1). Confirmation of stoichi-


ometry in Equation (6) was possible, when obtaining, up
to 50% decomposition, good agreement between pressure
measurements and the quantitative chromatographic
analyses of ethylene (Table 2).


CH3CH(NH2.HCl)COOCH2CH3


→   HCl  + CH2 CH2  + CH3 CH2NH2 + CO2


(6)


Table 3 appears to indicate that reaction (6) is
homogeneous, since no significant effect was obtained
in the experiments when using both clean Pyrex and
seasoned Pyrex vessels with a surface-to-volume ratio of
6.0 relative to that of the normal vessel. The effect of the
free radical suppressor toluene is shown in Table 4. No
induction period was observed. The rate coefficients are
reproducible with a relative standard deviation not greater
than �5% at a given temperature.


The rate coefficient also calculated from k1¼�(2.303/
t) log [(4P0�Pt )/3P0] was invariable of their initial
pressure. When plotting first log (4P0� P) against time t a
good straight line, up to 50% reaction, was obtained
(Table 5). The temperature dependence of the rate
coefficient and the corresponding Arrhenius equation is
described in Table 6. (90% confidence coefficient from
least-squares procedure).


L-Phenylalanine ethyl ester hydrochloride


The gas phase elimination process of L-phenylalanine
ethyl ester hydrochloride is described in reaction (7). The
stoichiometry based on reaction (7) required that, for long
reaction time Pf/P0¼ 4.0. The average experimental Pf/
P0 value at 4 different temperatures and 10 half-lives was
3.8 (Table 1). Verification of the above stoichiometry (7),
up to 60% reaction, was possible when comparing that the
corresponding ethylene gas produced is equivalent to
pressure increase (Table 2). The elimination products,


Table 6. The variation of the rate coefficients with temperatures


Glycine Temp. (8C) 390.7 400.3 410.0 420.5 430.7 440.4 451.0
ethyl ester.HCl 104k1 (sec


�1) 1.78 3.18 5.35 8.45 14.17 23.40 40.93
Rate equation log k1 (sec


�1)¼ (12.29� 0.24)� (203.7� 3.2)kJmol�1 (2.303RT)�1, r¼ 0.9994


Sarcosine Temp. (8C) 389.1 399.6 410.8 420.2 430.2
ethyl ester.HCl 104k1 (sec


�1) 4.75 8.42 18.08 27.96 44.57
Rate equation log k1 (sec


�1)¼ (13.64� 0.60)� (215.0� 7.8)kJmol�1 (2.303RT)�1, r¼ 0.9974


DL-Alanine Temp. (8C) 379.3 390.8 400.5 409.4 420.0 430.5
ethyl ester.HCl 104k1 (sec


�1) 2.73 4.87 8.07 13.59 23.17 39.38
Rate equation log k1 (sec


�1)¼ (12.49� 0.46)� (200.2� 5.9)kJmol�1 (2.303RT)�1, r¼ 0.9996


L-Phenylalanine Temp. (8C) 339.6 350.4 359.5 370.0 380.0 389.6 399.6
ethyl ester.HCl 104k1 (sec


�1) 0.78 1.55 2.69 4.90 8.51 14.13 23.99
Rate equation log k1 (sec


�1)¼ (12.49� 0.09)� (194.4� 1.1)kJmol�1 (2.303RT)�1, r¼ 0.9999


Copyright # 2006 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2006; 19: 326–332


330 G. CHUCHANI ET AL.







within the range of rate determination were: phenethy-
lamine, ethylene, carbon dioxide, and hydrogen chloride.


The pyrolytic elimination of reaction (7) is homo-
geneous since no significant variations in the rates are
observed when using both clean Pyrex and seasoned
Pyrex vessels with a surface-to-volume ratio of 6.0
relative to that of the normal vessel, which is equal to 1.0
(Table 3). The pyrolysis experiments of this substrate
were carried out in the presence of at least twice the
amounts of the free radical inhibitor toluene in order to
prevent any possible chain reaction. The effect of
different proportions of toluene in the elimination process
is shown in Table 4. No induction period was observed.


The rate coefficients were reproducible with a relative
standard deviation less than �5% at a given temperature.


The rate coefficient of this elimination was found to be
independent to initial pressures (Table 5), and the first-order
rate was calculated from k1¼�(2.303/t) log [(4P0�Pt)/
3P0]. A plot of log (4P0�P) against time (t) gave a good
straight line up to 60% decomposition. The variation of the
rate coefficient with temperature and the corresponding
Arrhenius equation are given in Table 6 (90% confidence
coefficient from the least-squares procedure).


Product formations and the kinetic and thermodynamic
parameters given in Table 7 suggest a consecutive
mechanism as described in reaction (8)


Table 7. Comparative kinetic and thermodynamic parameters at 4008C


Z k1� 104 (sec�1) Ea (kJ/mol) log A (sec�1) DS6¼ (J/mol K) DH 6¼ (kJ/mol) DG 6¼ (kJ/mol)


Glycine ethyl ester.HCl 3.02 203.7� 3.2 12.29� 0.24 �24.74 198.1 214.8
Sarcosine ethyl ester.HCl 8.97 215.0� 7.8 13.64� 0.60 1.10 209.4 208.7
DL-Alanine ethyl ester.HCl 8.94 200.2� 5.9 12.49� 0.46 �20.91 194.6 208.7
L-Phenylalanine ethyl ester.HCl 25.22 194.4� 1.1 12.49� 0.09 �20.92 191.3 205.4
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Step 1 is a fast process of dehydrochlorination. The ester
intermediate proceeds through a slow determining Step 2
for the formation of the corresponding a-amino acid and
ethylene gas. The ‘in situ’ unstable amino acid from Step 2
rapidly decarboxylates to the corresponding amine
(Step 3). Ethyl ester of sarcosine is the exception since
only produces the corresponding amino acid. These results
apparently support the consideration reported before10–12


where a-amino acids decarboxylate to the corresponding
amines. It is interesting to report that phenylalanine was
found to decompose in a stainless steel reactor,15 between
400–6008C from 4 sec to 1 min, with complex results.


The general concept that electron-withdrawing groups
at the acid side of ethyl, isopropyl, and tert-butyl esters
enhance the elimination rate, while electron-releasing
groups reduce it has been described in a review on the
structural effect on gas-phase reactivities.16 However, the
comparative rates of the gas phase reactivity of the ethyl
esters of amino acid hydrochlorides listed in Table 7 seem
to be contrary to the above-mentioned generalization.
Steric accelerations appear to influence the process of
decomposition. That is, the bigger the size or the more
bulky is the substituent at the acyl side of the amino ester,
the faster is the elimination rate of ethylene formation.


EXPERIMENTAL


Glycine ethyl ester hydrochloride (Aldrich), sarcosine
ethyl ester hydrochloride (Aldrich), DL-alanine ethyl ester
hydrochloride (Aldrich), and L-phenylalanine ester
hydrochloride (Aldrich) of 99% purity were employed
(GC-MS: Saturn 2000, Varian, with a DB-5MS capillary
column 30m� 0.25mm. i.d., 0.25mm film thickness).
The products sarcosine, the hydrochloride salts of
methylamine, ethylamine, and phenethylamine collected
out of the reaction vessel were identified in a GC-MS
(Saturn 2000, Varian) with a DB-5MS capillary column
30m� 0.25mm. i.d., 0.25mm. The identification of
ethylene and carbon dioxide were performed GC-MS
(Saturn 2000, Varian) with megabore capillary column
GS-Q 30m, i.d. 0.53mm with a TCD. The quantitative
analysis of the product ethylene (Matheson) was carried
out by using a Gas Chromatograph HP 5710A with a
Porapak Q (80-100 mesh) column.


Kinetics


The kinetic experiments were performed in a static
reaction system reported.17–19 The rate coefficients were


calculated from the pressure increase manometrically, or
by the quantitative chromatographic analyses of ethylene
product. The temperature was controlled by a Shinko DC-
PS resistance thermometer controller and an Omega
SSR280A45 solid-state relay, maintained �0.28C and
measured with a calibrated Iron Constantan thermo-
couple. No temperature gradient was observed along the
reaction vessel. The starting materials, dissolved in
benzyl alcohol or acetic acid, were all injected directly
into the reaction vessel with a syringe through a silicone
rubber septum. The amount of substrate used for each
reaction was �0.05–0.2ml.
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ABSTRACT: Carbon atom scrambling is observed in benzenium ions in the mass spectrometer and in isotopic
labeling experiments in the methanol-to-hydrocarbons reaction over acidic zeolites. We have shown plausible
scrambling mechanisms in ethyl- and isopropylbenzenium ions and various intramolecular interconversion reactions
that may take place in alkylbenzenium ions. Quantum chemical Density Functional Theory (DFT) modeling at the
B3LYP/cc-pVTZ//B3LYP/6-311G(d,p) level of theory has been carried out to investigate carbon atom scrambling
reactions in ethyl- and isopropyl(methyl)benzenium ions. A total of 85 stationary points have been calculated
(48 minima and 37 transition states). The carbon atom scrambling reactions start with an initial ring expansion of
the benzenium ions to a seven-membered ring. The seven-membered ring may rearrange and at a later stage re-
contract to the original benzenium species, albeit with some atoms interchanged, i.e. there has been atom scrambling.
Copyright # 2005 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/


KEYWORDS: carbon atom scrambling; DFT study; benzenium ions; alkylbenzenium ions; methanol-to-hydrocarbons;


hydrocarbon pool mechanism; benzene ring expansion


INTRODUCTION


Recent research on the methanol-to-hydrocarbons
(MTH) reaction over acidic zeolites1–4 has revealed that
alkenes are formed via an indirect mechanism type,
termed the ‘hydrocarbon pool mechanism’.5–21 Accord-
ing to this mechanism an adsorbed hydrocarbon complex
continually adds methanol/dimethyl ether and splits off
alkenes. Figure 1 shows a schematic view of the mechan-
ism. Different organic species may constitute the hydro-
carbon pool. Methylbenzenes are probably the most
important reaction centers in the MTH reaction.8,9,13,14


Details on the mechanism for formation of small alkenes
from these hydrocarbon species are still debated.
Two main reaction mechanisms for alkyl chain forma-


tion on aromatic rings have been proposed. One is based
on intramolecular isomerizations of a cationic methyl-
benzenium species and is often referred to as the ‘paring
reaction’.22 In this reaction, the methylbenzenium
rearrangements take place via ring contractions and
expansions that eventually lead to an alkyl chain on the


benzenium ring. Previously we have used quantum
chemical modeling to investigate the various intramole-
cular reactions that methylbenzenium ions may undergo
to form higher alkyl chains.23,24


Another explanation for alkyl chain formation on
benzenium species is the side-chain methylation
mechanism. It was first proposed byMole et al. to explain
the co-catalytic role of toluene in the MTH reaction over
zeolite H-ZSM-5.25 In the side-chain methylation me-
chanism, an alkyl group on an alkylbenzenium ion is
deprotonated so that an exocyclic double bond is formed.
This double bond subsequently may be methylated so
that a higher alkyl chain is formed. The alkyl chain sub-
sequently may be split off as an alkene. Sassi et al.17


suggested that side-chain methylations are important
pathways for ethene and propene formation over zeolite
H-Beta. The mechanism is illustrated schematically in
Fig. 2, which is taken from Arstad et al.26 They used
quantum chemical methods to model the main features of
the side-chain methylation mechanism. Seiler et al.21


used in situ NMR techniques, and obtained evidence
that side-chain methylation is an important pathway for
alkene formation in the MTH reaction over zeolite
H-ZSM-5.
During the last decade, several isotopic labeling studies


of the MTH reaction have been published where
[13C]methanol was co-reacted with other hydrocar-
bons.5,6,7,9,11,16,17 In these experiments, it was observed
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that there is an exchange of carbon atoms between the
methyl groups and the ring carbons in methylbenzenes
and methylnaphthalenes. An appealing explanation for
these observations involves methylbenzenium rearrange-
ments via ring expansions/contractions and the formation
of alkyl chains that are eliminated as alkenes. These
intramolecular reactions will necessarily incorporate car-
bon atoms from methyl groups into the benzenium ring
when the alkyl chains are formed. Mass spectrometric
studies of ethene elimination from xylenium ions27 and
our two previous papers23,24 on the methylbenzenium
rearrangement mechanisms demonstrate this.
Sassi et al.17 proposed an additional model for the


carbon atom scrambling involving hydride transfer from
neutral alkylbenzenes and the formation of tropylium
ion-type species, where ring and alkyl carbons scramble
through a series of contractions/expansions.
As described above, the side-chain methylation me-


chanism was set forth to explain alkyl chain formation on
methyl arene reaction centers. If this reaction path is
important, scrambling reactions taking place in the al-
kylbenzenium species that are formed by the side-chain
methylation might explain the observation that carbon
atoms from the benzene ring appear in the alkene pro-
ducts. In as early as 1985 there was a discussion between
Pines and Mole on this issue.28 Hence, a more detailed
insight into carbon atom scrambling reactions in ethyl- or
isopropyl(methyl)benzenium species may contribute to a
more comprehensive understanding of the MTH reaction.
On this background, we have performed a quantum
chemical study of such scrambling reactions. Protonated
ethylbenzene, protonated isopropylbenzene, 1-ethyl-4,4-
dimethylbenzenium,1-isopropyl-4,4-dimethylbenzenium,


1-ethyl-3,4,4,5-tetramethylbenzenium, 1-isopropyl-3,4,4,
5-tetramethylbenzenium, 1-ethyl-2,3,4,4,5,6-hexamethyl-
benzenium and 1-isopropyl-2,3,4,4,5,6-hexamethylbenze-
nium ions were used as starting points. All these species
may be formed after protonation or methylation (by a
methyl cation) of a neutral alkylbenzene molecule.
Over the years much work has been devoted to the study


of protonated alkylbenzenes, in solution and in gas phase.
An early study of the benzenium ion and monalkyl-
benzenium ions in solution was carried out by Olah
et al.29 Most work that has a direct bearing on this
work has, however, been carried out in the mass spectro-
meter and relates to monomolecular reactions in isolated
molecules, i.e. reaction systems relevant to the reactions
we study in this paper. Comprehensive reviews have been
published.30–33


COMPUTATIONAL DETAILS


All computations where carried out using the Gaussian 98
program package.34 The structures where first optimized
at the B3LYP/6-31G(d) level of theory, and then re-
optimized at the B3LYP/6-311G(d,p) level of theory to
investigate the basis set effects. The geometry changes
with the larger basis set were marginal and the energies
also were very similar. Analytical frequencies where
calculated at the B3LYP/6-311G(d,p) level of theory
using the geometries found at the same level of theory.
It was ensured that the transition states had one, and only
one, imaginary frequency and that the minima had none.
Zero-point energy corrections were obtained from the
frequency calculations. Single-point energies were
finally calculated at the B3LYP/cc-pVTZ level. All re-
ported energies are thus calculated at the B3LYP/
cc-pVTZ//B3LYP/6-311G(d,p)þZPE level and given
in kJmol�1. Single-point energies obtained with the
B3LYP functional and cc-pVTZ basis sets give good
reaction energies for related systems, even for non-iso-
desmic reactions.26 Furthermore, intrinsic reaction coor-
dinate (IRC) calculations, as implemented in Gaussian
98, were performed to ensure that the transition states
connected the desired minima. To minimize numerical
noise, which may impair convergence in the geometry
optimizations, the ‘ultrafine’ grid was chosen for the
numerical integration scheme in all calculations.


RESULTS


The scrambling reactions studied in the present work start
with a ring expansion of the alkylbenzenium ions. We
have shown earlier that ring expansion of a methylben-
zenium species is more facile if it may be considered to
start with a 1,3-hydrogen shift from a methyl group that
has another hydrogen or methyl group on the same
ring carbon atom,23 e.g. a gem-dimethyl group or an


(CH2)x


C4H8


CH3OH C3H6


C2H4


Coke


Saturated hydrocarbons


Figure 1. Schematic description of the hydrocarbon pool
mechanism from Ref. 5


Figure 2. Side-chain methylation mechanism for propene
formation in the MTH reaction (HZ represents the zeolite).
from Ref. 26
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ipso-protonated methylbenzene. In accordance with this
finding, all ring expansions in the present work start with
a 1,3-hydrogen shift in an ion having the structure
element shown in the left part of Fig. 3. In all but one
case the species with R2 in para-position relative to the
alkyl group have the lowest energies; for this reason they
have been taken as the initial species and all energies are
given relative to these initial species. The initial species
are labeled with a set of letters and a zero (xxx0). The
hydrogen or methyl shifts leading to the ring-expanding
structure from the initial species are facile and are there-
fore not detailed. The carbon atoms in the original alkyl
chain are marked with asterisks (*) to make it easier to
keep track of the atoms as the reactions proceed. In the
reaction schemes only a selection of the many possible
reaction paths that may lead to carbon atom scrambling
are shown. We cannot rule out the possibility that other
reaction paths may be more efficient for bringing about
the scrambling.


Carbon atom scrambling in protonated
ethylbenzene


Scheme 1 shows a reaction path for carbon atom scram-
bling in protonated ethylbenzene. Protonation in the
para-position relative to the ethyl group gives the most
stable species, eB0. Protonation of ethylbenzene on the
ring carbon that carries the ethyl group (eB1) is
39 kJmol�1 less stable than eB0. The first eight species
in Scheme 1 are taken from our earlier study of proto-
nated xylenes,23 where a rearrangement sequence that
transforms dimethylbenzenium to ethylbenzenium was
studied. The first step is a 1,3-hydrogen atom shift from
the ethyl group onto the ring carbon atom in ortho-
position to the ethyl group, eB2TS. The product is eB3,
which via eB4TS may form the seven-membered ring,
eB5. The energy differences between eB2TS, eB3 and
eB4TS are very small. We cannot, on the basis of the
computed results, rule out the possibility that the reaction
from eB1 to eB5 is a one-step process.
To obtain an interchange between the carbon atoms in


the alkyl group and the benzenium ring, the two carbon
atoms in the ethyl group (marked by asterisks) must be
separated from each other, i.e. there must be a methyl
group migration in eB5 before the alkyl chain is re-
formed. A (facile) conformational change of eB5, via
eB6TS to eB7, is necessary before the methyl group can
migrate to the adjacent ring carbon atom. The first 1,2-
methyl shift is shown as eB8TS. The resulting species,
eB9, is bicyclic. The same methyl group that moved in
eB8TSmay migrate further, to form eB11. The transition
state eB12TS leads to formation of the enantiomer of
eB11. Following the same reaction series backwards, an
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Figure 3. Structures of the species that can most easily
expand to a seven-membered ring and contract to a six-
membered ring
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enantiomer of eB5 results. When eB5 reconstructs to
eB1, the atoms marked by an ‘x’ in eB1 are interchanged.
The step from eB1 to eB3 has the highest barrier of any
elementary reaction in Scheme 1 at (184� 39¼ )
145 kJmol�1. The highest energy in Scheme 1 is found
in eB10TS, at 205 kJmol�1 above eB0.


Carbon atom scrambling in protonated
isopropylbenzene


Scheme 2 shows a possible reaction path for carbon atom
scrambling in protonated isopropylbenzene. The ring
expansion starts with a 1,3-hydrogen shift in an ipso-
protonated isopropylbenzene, ipB1, which is 37 kJmol�1


less stable than ipB0. The barrier for the transition state,
ipB2TS, is (157� 37¼ ) 120 kJmol�1, and the resulting
minimum is ipB3. In contrast to the ring expansion of
ethylbenzenium where eB3 hardly represented a stable
state, ipB3 is a clearly stable precursor to the expansion
step. This difference between ethyl- and isopropylbenze-
nium ions is found in all the cases we have studied, ipB3
may react further via transition state ipB4TS to form a
seven-membered ring, ipB5, which may in turn undergo
several different reactions by hydrogen or methyl migra-
tions around the ring. In contrast to the case of eB5,
where a change of conformation was required before a
methyl shift could take place, there is a gem-dimethyl
group in ipB5, so one of the methyl groups has the needed
axial conformation. Scheme 2 shows an example of a
possible reaction path that will re-form an isopropylben-
zenium ion and interchange a carbon atom in the alkyl
chain with a ring carbon atom.


To contract the seven-membered ring and re-form an
isopropyl group, the atomic configuration —C(CH3)2—
C(H)2— (as it is in ipB5) must be present. The following
series of elementary steps will give such a configuration,
but with an interchange of atoms. After the formation of
ipB5, the next step is a methyl group migration to the
neighboring ring carbon atom to give ipB7 via ipB6TS.
The methyl shift may be followed by a hydrogen shift via
ipB8TS to ipB9, so that the net effect is an interchange of
the methyl groups and the hydrogen atoms. After yet
another (anticlockwise) methyl shift to ipB11 and a
hydrogen shift (also anticlockwise) via ipB12TS, the
structure ipB5 is re-formed, but now the carbon atom
from the isopropyl group (marked with the asterisk) is
part of the methylene group, and not the gem-dimethyl
groups. When ipB5 now re-contracts to ipB1 the carbon
atoms in the positions marked ‘x’ in ipB1 are inter-
changed. The transition state ipB10TS is the species
with the highest energy in the scheme. The step from
ipB9 to ipB10TS has the highest barrier of the elemen-
tary steps at (186� 48¼ ) 138 kJmol�1.


Carbon atom scrambling in
1-ethyl-4,4-dimethylbenzenium ions


Scheme 3 shows a reaction path for carbon atom scram-
bling in 1-ethyl-4,4-dimethylbenzenium ion, eDMB0.
The energy difference between the two first species,
eDMB0 and eDMB1, is only 3 kJmol�1. The ring ex-
pansion of eDMB1 to eDMB3 is, in contrast to the ring
expansion in Scheme 2, a one-step process. Similar to the
ethylbenzenium case in Scheme 1, a conformational
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change is needed where eDMB3 is transformed to
eDMB5, so that an axial methyl group is formed that
makes a methyl shift to eDMB7 possible. A further
anticlockwise methyl shift gives eDMB9, and yet another
anticlockwise methyl shift (via eDMB10TS) leads to the
enantiomer of eDMB9. The whole reaction sequence
back to eDMB3 may then take place, where the only
difference is that the *CH3 group is in mirror position
relative to the given structures. This species may contract
to a six-membered ring, and eDMB1 is re-formed, albeit
with interchange of the two carbon atoms marked with an
‘x’ in eDMB1. The first expansion step, whereby eDMB3
is formed, has the highest barrier (152 kJmol�1) in this
sequence of steps, and eDMB6TS has the highest energy,
181 kJmol�1.


Carbon atom scrambling in
1-isopropyl-4,4-dimethylbenzenium ions


Scheme 4 shows a carbon atom interchange in the 1-
isopropyl-4,4-dimethylbenzenium species, ipDMB0.
Note that the reaction path presented in Scheme 4 does
not scramble ring carbon atoms with alkyl group atoms.
Instead, it shows a path that exchanges a carbon atom in
the isopropyl group with a carbon atom in one of the two
methyl groups. Species ipDMB1 is only 6 kJmol�1


above ipDMB0. The ring expansion is a two-step process
and takes place via two transition states, as was found


also in the isopropylbenzenium case (Scheme 2). The first
transition state barrier is (131� 6¼ ) 125 kJmol�1. After
passing the transition state ipDMB8TS, ipDMB5 is
formed again but now only one of the carbon atoms in
the gem-dimethyl group is marked by an asterisk. This
species may contract and form an isopropyl group. The
two carbon atoms marked with an ‘x’ in ipDMB1 are
exchanged after this reaction sequence. In analogy to
Scheme 3, an exchange of ring and alkyl chain carbon
atoms would take place if the methyl group migrated all
around the ring. The highest energy in Scheme 4 is
142 kJmol�1.


Carbon atom scrambling in
1-ethyl-3,4,4,5-tetramethylbenzenium ions


Scheme 5 shows a scrambling reaction sequence for
1-ethyl-3,4,4,5-tetramethylbenzenium, eTeMB0. Note
that this reaction path does not exchange any of the carbon
atoms in the ethyl group, but instead it exchanges a ring and
a methyl carbon atom. Species eTeMB1 is 26 kJmol�1 less
stable than eTeMB0. The ring expansion of eTeMB1
takes place in one elementary step, via eTeMB2TS, with
a barrier of (186� 26¼ ) 160 kJmol�1. After the ring
expansion to eTeMB3, a hydrogen atom may migrate
along the ring until eTeMB7 is formed. If a hydrogen
atom from the CH2 group in eTeMB7 (marked # in
the scheme) migrates to the ring carbon atom as shown
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by the arrow, an enantiomer of eTeMB3 is formed,
eTeMB3’. This species may then contract and re-form
eTeMB1, albeit with two carbon atoms interchanged, i.e.
the two carbon atoms marked with an ‘x’ in eTeMB1.


Carbon atom scrambling in 1-isopropyl-3,4,4,
5-tetramethylbenzenium ions


Scheme 6 shows a path for scrambling carbon atoms in 1-
isopropyl-3,4,4,5-tetramethylbenzenium, ipTeMB0. The


ring expansion from ipTeMB1, as expected, takes place
via two transition states. The barrier from ipTeMB1 to
ipTeMB2TS is (161� 28¼ ) 133 kJmol�1. After another
transition state ipTeMB4TS, a seven-membered ring
(ipTeMB5) is formed. The reaction may progress further
with two more methyl shifts until ipTeMB9 is formed. A
hydrogen shift in ipTeMB9 (via transition state ip-
TeMB10TS) brings about the formation of the enantio-
mer of ipTeMB9, ipTeMB9’. The methyl and hydrogen
shifts that led to ipTeMB9 may now proceed backwards
from ipTeMB9’, but this time the migrating methyl
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group is the one marked #. Eventually the enantiomer of
ipTeMB5 is formed. It may contract and re-form ip-
TeMB1, but there will be an interchange between some
of the atoms. This sequence of reactions will exchange
the three carbon atoms marked with an ‘x’ in ipTeMB1
with those marked with asterisks. Thus, none of the ‘new’
isopropyl group carbon atoms were previously in the
isopropyl group in ipTeMB1. The highest energy in
Scheme 6 (196 kJmol�1) is found for ipTeMB8TS.


Carbon atom scrambling in
1-ethyl-2,3,4,4,5,6-hexamethylbenzenium ions


Scheme 7 shows a scrambling reaction sequence for the 1-
ethyl-2,3,4,4,5,6-hexamethylbenzenium cation, eHMB0.
Geometry optimizations resulted in a formally stable
state eHMB3, but, because the two transition states


eHMB2TS and eHMB4TS were found to have slightly
lower energies, eHMB3 may well be considered as part
of the transition state. The potential energy surface (PES)
is evidently very flat in this region. With the available
computational accuracy, we cannot resolve this question;
the energy differences involved are, however, small
enough to be of no practical consequence.
The reaction series presented in Scheme 7 shows


carbon atom exchange with relatively few steps. The
seven-membered ring, eHMB5, has two adjacent
—CH—C(CH3)— groups. If there is a conformational
change in eHMB5, analogous to the conformational
changes eB5! eB7 in Scheme 1 and eDMB3! eDMB7
in Scheme 3, it may take an equivalent reverse reaction
path, but this time two other carbon atoms (marked # in
eHMB5) become the new ethyl group. The two carbon
atoms marked with asterisks in eHMB1 are interchanged
with those marked with an ‘x’ in the same species. The
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initial barrier is (193� 14¼ ) 179 kJmol�1. Other reac-
tion sequences departing from eHMB5 might also take
place but they have not have been explored.


Carbon atom scrambling in 1-isopropyl-
2,3,4,4,5,6-hexamethylbenzenium ions


Scheme 8 shows a carbon atom scrambling reaction for
the 1-isopropyl-2,3,4,4,5,6-hexamethylbenzenium ca-
tion, ipHMB0. The ring expansion starts from ipHMB1,
which is actually 4 kJmol�1 more stable than ipHMB0.
Species ipHMB1 is the only one studied here with a
proton or a methyl group in the ipso-position to an alkyl
chain that is more stable than the chosen initial structure.
The ring expansion to a seven-membered ring, ipHMB5,
also takes place here in two elementary steps. The first
barrier is [141� (� 4)¼ ] 145 kJmol�1. If the methyl
group migrates one step further via ipHMB6TS, a
bicyclic species (ipHMB7) is formed. The same methyl
group may then migrate further along the ring as shown in
the scheme. After the methyl group has shifted all the
way around the ring, the enantiomer of species ipHMB5
is formed. This enantiomer may then contract and re-
form an isopropyl group. The resulting species after the
scrambling reactions is shown in a separate structured
drawing at the bottom of Scheme 8. In this structure the
two carbon atoms marked with an ‘x’ are included in the
new isopropyl group, and the two former carbon atoms in
the alkyl chain have become a methyl group and part of
the benzenium ring.
In addition to the scrambling reactions shown in


Scheme 8, ipHMB3 may be transformed into ipHMB12
via ipHMB11TS as shown in Scheme 9. The barrier for
this methyl shift is only (142� 117¼ ) 25 kJmol�1,
which is 16 kJmol�1 lower than ipHMB4TS. The energy
of ipHMB12 is only 5 kJmol�1 above ipHMB0.


DISCUSSION


A clear distinction between the ring expansions, depend-
ing on the alkyl group on the benzenium ring, is borne
out by the results presented above. In Schemes 1, 3, 5
and 7 the ring expansion takes place in a benzenium ion
with an ethyl group. In all these cases the ring expansion
is essentially a one-step process, although the calcula-
tions suggest that in some cases there may be a very
shallow minimum corresponding to a substituted ethyl
carbocation, CH3CH


þ—X. In the cases where the ex-
pansion takes place in a benzenium ion with an iso-
propyl group, the expansion is a two-step process with
an intermediate displaying a formally positive charge on
the isopropyl group. We have previously studied ring
expansion in dimethylbenzenium ions23 and in that case
the ring expansion was clearly a one-step process. The
barriers for ring expansion decline when we go from
methyl- to ethyl-, and further to isopropyl groups on the
benzenium ring. Typical transition state energies, in the
same order, are 240, 180 and 160 kJmol�1, a series that
is in good accord with what might be expected when
going from formally primary, via secondary to tertiary
alkyl ions.
The question whether the observed scrambling of


carbon atoms in the MTH reaction is a direct result of
alkene formation via intramolecular reactions of methyl-
benzenium species has been raised.17 Further investiga-
tions into the origin of the observed carbon atom
scrambling are therefore in place. Earlier, we presented
two studies on unimolecular reactions of methylbenze-
nium ions,23,24 and these studies are also relevant to the
present discussion. They described reactions for alkene
formation from methylbenzenium cations and it was
found that carbon atom scrambling is an inherent part
of some of these reactions. The reactions presented here
take place in ethyl- or isopropylbenzenium ions, as
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opposed to the pure methylbenzenium ions described
previously.
The reactions that are considered in Schemes 1–9 are


all isomerizations. Fragmentations are neglected but it is,
however, clear that in an experimental situation there
might be fragmentation: the ethyl or isopropyl group
might be split off. If fragmentation reactions are much
faster than isomerization reactions, isomerization as in-
vestigated here may be unimportant.
The fragmentation may proceed along two different


paths. The products formed when the ethylbenzenium ion
loses its ethyl group may be: the ethyl cation plus
benzene or ethene plus the benzenium ion. The same
dichotomy applies to the other alkylbenzenium ions. Data
are available in the literature for evaluating the energies
needed for dealkylation of the ethylbenzenium ion (eB0)
and the isopropylbenzenium ion (ipB0). Based on the


NIST Chemistry Webbook,35 the following reaction en-
ergies (kJmol�1) are obtained: eB0, 143 (ethene þ
benzenium ion) and 213 (ethyl cation þ benzene),
ipB0, 141 (propene þ benzenium ion) and 139 (propyl
cation þ benzene).
The highest energy in Scheme 1 is 205 kJmol�1


(eB10TS), which signifies that if eB0 has enough energy
to isomerize then it also has enough energy to fragment
into ethene plus a benzenium ion. The energy needed for
fragmentation into an ethyl cation and benzene is higher
than 205 kJmol�1, so this reaction path may not be
available. From Scheme 2 it is seen that the highest
energy there is 186 kJmol�1 (ipB10TS), so if ipB0 has
sufficient energy to isomerize it may also split off the
alkyl chain, making both reaction paths available.
There is a lack of data needed for carrying out similar


comparisons for the other alkylbenzenium ions. It is,
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however, clear that the proton affinities of alkylbenzenes
increase markedly with an increasing number of methyl
groups. Because of this, the only fragmentation path that
needs to be considered for the remaining alkylbenzenium
ions is the fragmentation leading to ethene or propene
plus an arenium ion. In the case of the isopropyldimethyl-
benzenium ion (ipDMB0) in Scheme 4, fragmentation (to
propene and xylenium ion) and isomerization appear to
have very similar energy requirements.
Breaking the bond to the alkyl group in eB1, ipB1,


eDMB1, etc. is not likely to require significantly more
energy than the reaction energy, but the reaction path
where ethene or propene is formed along with an arenium
ion implies the migration of a methyl hydrogen atom and
therefore a barrier that is higher than the reaction energy
may be expected. The magnitude of the barrier is not
known, but in an earlier work we calculated the transition
state energy for ethene elimination from the ethylbenze-
nium ion to be 116 kJmol�1 higher than the summed
energies of the products.23 This corresponds to a barrier
for formation of ethene plus a benzenium ion from eB0
that is well above 200 kJmol�1. A corresponding transi-
tion state energy for elimination of propene from ipB0
has not been calculated. This transition energy may be
somewhat lower than in the above case, but the calculated
barrier for propene elimination from ipB0 is still likely to
be about 200 kJmol�1.
The situation is, however, not very clear. Audier and


co-workers studied the fragmentation of isopropylbenze-
nium, -toluenium and -xylenium ions in the mass spectro-
meter.36 They found that the fragmentation of the above
ions in the same order gave 13%, 2% and 1% propyl
cations and benzene, the rest being propene and benze-
nium ions. These results suggest that the hydrogen
migration that takes place when an alkene is formed
may proceed without any notable activation energy. The
decreasing formation of propyl cations and a neutral
arene (observed when going from isopropylbenzenium


to -toluenium and further to -xylenium ions) is in agree-
ment with the increasing proton affinity in the series
benzene, toluene and xylene.
It has been suggested that the alkene elimination may


take place via formation of an ion–neutral complex36,37


by breaking of the bond between the benzene ring and the
isopropyl group. The pair supposedly form a rather stable
complex. The complex may split up and form benzene
and an isopropyl cation. Alternatively, a proton may be
transferred from the isopropyl cation moiety to benzene,
resulting in propene and a benzenium ion complex that
may subsequently split up.
We have not investigated this type of reaction. Density


Functional Theory (DFT) methods such as B3LYP are not
able to give a good description of the long-distance
interactions that are decisive for complex stabilities,38,39


and according to our experience with related problems it
is very difficult to find stationary points for transition
states; re-formation of the bond usually takes place.
Berthomieu et al.36 avoided this problem in their theore-
tical treatment by not allowing structural changes in the
two moieties and thus not allowing the formation of new
bonds. Such a procedure may, however, make the out-
come of the computations somewhat unrealistic. Further
investigations on this issue by use of high-level theore-
tical methods would be of interest.
The transition state barriers for ring expansions in the


present work are generally lower compared with the
barriers found for the methylbenzenium cations. Introdu-
cing higher alkyl chains, while keeping the number of
methyl groups on the ring unchanged, reduces the bar-
riers for ring expansions via a 1,3-hydrogen shift. This
may be interpreted in terms of carbocation stabilities. The
transition state structures for the ring expansions of
methylbenzenes have primary carbocation character,
whereas ring expansions from ethyl- or isopropyl groups
have secondary and tertiary carbocation character, re-
spectively.
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Scheme 9. tert-Butyl group formation from isopropylhexamethylbenzenium ions via ipHMB3. The energies (kJmol�1) are
given below each structure, and are relative to ipHMB0 (see text)
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Bjørgen et al.11 reported an estimate of the activation
energy for the incorporation of 13C-labeled methyl
carbon atoms into benzenium rings of 105 kJmol�1.
The estimate was pointed out to be on the low side
because exchange of 13C atoms with other 13C atoms
was unobservable. The ring expansion barriers found in
the present work are all between 120 and 179 kJmol�1,
and thus in fair accordance with experimental observa-
tions.
Previously we have investigated alkene addition/elim-


ination from ethyl- or (iso)propylmethylbenzenes in the
presence of a zeolite acidic site, the latter being modeled
by a small cluster.40 In the present work, the scrambling
reactions start from ipso-protonated (or methylated)
ethyl- or isopropylbenzenium species, as shown in
Fig. 3. These species have structures that make it possible
to eliminate alkenes via the zeolite-assisted pathway. One
might therefore speculate that a benzenium species might
undergo a number of scrambling reactions before an
alkene is split off. On the other hand, many scrambling
transition states are so high in energy that a splitting off of
the alkene might be the preferred reaction.
Finally, we note that some of the reactions studied here


may actually lead to the formation of an alkyl chain with
a number of carbon atoms that is different from that of the
original species.


CONCLUSION


Various intramolecular reaction paths for scrambling of
carbon atoms in benzenium ions with ethyl- or isopropyl
groups have been studied with DFT. All the studied
reactions proceed through an initial ring expansion to a
seven-membered ring. The ring expansion takes place in
a species with a proton or a methyl group in ipso-position
to the alkyl chain. This ensures that the relatively facile
1,3-hydrogen shift from the �-carbon atom in the alkyl
chain onto the benzenium ring takes place.
The scrambling reactions studied here start from the


same species as those that may give rise to alkene
formation via the zeolite-assisted mechanism that we
presented earlier.40 Alkene formation may also take place
directly from this species if the bond between the alkyl
group and the ring breaks. Carbon atom scrambling and
alkene formation in the MTH reaction take place via the
same intermediates.
The scrambling reaction barriers found in the present


work are generally lower compared with the intramole-
cular reactions leading to alkene formation from (gas-
phase) methylbenzenium ions. Consequently, whether
alkenes are formed via intramolecular rearrangements
of methylbenzenium ions that lead to higher alkyl chains
or through side-chain methylations, scrambling between
ring- and alkyl carbon atoms may take place. The extent
to which scrambling takes place before the bond that
forms the connection between the ring and the alkyl


group is broken cannot be quantified yet. The present
work therefore does not allow a clear discrimination
between the ‘paring’ mechanism and the side-chain
methylation pathway.


Supplementary material


Cartesian coordinates, absolute energies (Hartree), zero-
point energy corrections and transition state imaginary
frequencies for the species that are discussed here are
available in Wiley Interscience.
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Audier HE. J. Phys. Chem. 1995; 99: 712–720.


37. Holman RW, Gross ML. J. Am. Chem. Soc. 1989; 111: 3560–
3565.


38. Wesolowski, TA, Parisel O, Ellinger Y, Weber J. J. Phys. Chem. A
1997; 101: 7818–7825.


39. Koch W, Holthausen MC. A Chemist’s Guide to Density Func-
tional Theory (2nd edn). Wiley-VCH: Weinheim, 2002.


40. Arstad B, Kolboe S, Swang O. J. Phys. Chem. B. 2004; 108:
2300–2308.


92 B. ARSTAD, S. KOLBOE AND O. SWANG


Copyright # 2005 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2006; 19: 81–92








JOURNAL OF PHYSICAL ORGANIC CHEMISTRY
J. Phys. Org. Chem. 2006; 19: 867–873


cience.wiley.com). DOI: 10.1002/poc.1038

Published online 3 November 2006 in Wiley InterScience (www.inters

Reactivity of hydroxynaphthalenes
towards peroxyl radicalsy
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ABSTRACT: In the present work we report data bearing on the reaction of mono- and dihydroxynaphthalenes towards
2,20-azo-bis(2-amidinopropane) dihydrochloride (AAPH) derived peroxyl radicals. A comparison of the bleaching
rates allows establishing their relative reactivity towards peroxyl radicals: 1,2-dihydroxynaphthalene (1,2-DHN)�
2,3-dihydroxynaphthalene (2,3-DHN)> 1,3-dihydroxynaphthalene (1,3-DHN)� 2,7-dihydroxynaphthalene (2,7-
DHN)> 1-hydroxynaphthalene (1-N)� 2-hydroxynaphthalene (2-N). Bleaching rates measured under conditions
of quantitative trapping of peroxyl radicals allow an estimation of the number of molecules consumed per each radical
introduced into the system. The results obtained imply a chain consumption of 1,2-DHN and 2,3-DHN. In fact, a fast
autoxidation of 1,2-DHN is observed even in absence of AAPH. The high reactivity of this compound suggests a fast
hydrogen abstraction, due to its low O—H bond dissociation energy (BDE), and/or a very fast electron transfer from
the deprotonated form. Oxygen radical absorbance capacity (ORAC) indexes of the naphthalene derivatives were
evaluated from their effect upon the peroxyl radical promoted bleaching of c-phycocyanin (c-Pc). ORAC values are
strongly influenced by the secondary reactions of the additive and do not correlate with the reactivity of the compound
or the number of the naphthalene derivative molecules bleached per each radical. c-Pc bleaching rate in presence of an
excess of hydroxyl-naphthalene derivative was taken as a measure of the damaging capacity of the corresponding
naphthoxyl radicals. The results indicate that this damaging capacity is inversely proportional to the reactivity of the
parent compound. In fact, addition of 2-naphthol, the less reactive of the tested compounds, increases the rate of c-Pc
bleaching promoted by peroxyl radicals. Copyright # 2006 John Wiley & Sons, Ltd.

KEYWORDS: peroxyl radicals; hydroxynaphthalenes; ORAC; c-phycocyanin

INTRODUCTION


The reactivity of phenolic compounds towards free
radicals is a matter of current interest that mainly arises
from their potential use as antioxidants.1,2 Furthermore,
since phenolic compounds are persistent pollutants, their
possible removal from the environment through free
radical-mediated processes is also a matter of interest.3–5


Extensive studies have been carried out in different
families of phenolic compounds, such as flavonoids,6,7


polysubstituted benzene derivatives,8 and hydroxylated
cynnamic acids.9–11 These studies comprise several free
radicals, in particular peroxyl radicals. On the other hand,
few studies have been carried out employing other
aromatic compounds, such as naphthalene, phenanthrene,
or anthracene derivatives. In particular, in a previous work
we have shown that 1-naphthol is considerably more
reactive than quercetin,12 a well known antioxidant
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and free radical scavenger,13,14 and Foti et al. (2002)
have shown that 1,8-dihydroxynaphthalene is a potent
H-transfer and antioxidant.15,16 Recently, Flueraru et al.17


have shown that, regarding oxidative stress induced by
peroxyl radicals, cytotoxicity and cytoprotective activity
in dihydroxynaphthalenes depends on their tendency to
form naphthoquinones. In the present work we report data
bearing on the reactivity towards peroxyl radicals of
various hydroxynaphthalenes. The compounds con-
sidered comprise mono hydroxy derivatives (1- and
2-naphthol) and dihydroxy derivatives (1,2-, 1,3-, 2,3-,
and 2,7-dihydroxynaphthalene). Cyclic voltammetry
measurements were performed in order to estimate
the O—H bond dissociation energy (BDE) in these
compounds.

EXPERIMENTAL


Chemicals


AAPH (2,20-azo-bis(2-amidinopropane) dihydrochloride)
was employed as peroxyl radical source. c-Phycocyanin
(c-Pc), Trolox (6-hydroxy-2,5,7,8-tetramethyl chroman-2-
carboxylic acid), 1,2-dihydroxynaphthalene (1,2-DHN),
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1,3-dihydroxynaphthalene (1,3-DHN), 2,3-dihydroxy-
naphthalene (2,3-DHN), and 2,7-dihydroxynaphthalene
(2,7-DHN), 1-naphthol (1-N), 2-naphthol (2-N), and
AAPH were purchased from Sigma-Aldrich (St. Louis,
MO) and employed as received.

Naphthalene derivatives oxidations


Oxidations were promoted by peroxyl radicals generated
in AAPH thermolysis under aerobic conditions. Solutions
containing the tested naphthalene derivative and 10 mM
AAPH in phosphate buffer, pH 7.0, were incubated at
37 8C in the thermostatized cuvette of a Fluorolog Spex
1681 spectrofluorimeter. Consumption of the naphthalene
derivatives was evaluated by the decrease of their
fluorescence, measured at the maximum of the emission
band.


Autoxidation of 1,2-DHN (50mM) was evaluated from
the decay of its UV absorbance, measured at 232 nm, in
10 mM phosphate buffer, pH 7.0, at 25 8C.

Competitive kinetics experiments


Solutions containing c-Pc with or without the tested
hydroxynaphthalene in phosphate buffer (10 mM) at pH
7.0, were incubated at 37 8C in the thermostatized cuvette
of a Fluorolog Spex 1681 spectrofluorimeter. The reaction
was initiated by addition of a small aliquot (50mL) of
AAPH (10 mM final concentration). The consumption of
the target molecule (c-Pc) was evaluated from the
decrease in its fluorescence intensity (excitation:
620 nm; emission 640 nm) quantified by the ratio between
the observed fluorescence intensity (F) and that measured
at zero reaction time (F0). Solutions of the corresponding
hydroxynaphthalene were prepared immediately before
the experiments by dilution of an ethanolic solution with
phosphate buffer (EtOH< 1%).

Oxygen radical absorbance capacity (ORAC)
determinations


c-Phycocyanin bleaching, elicited by its incubation in
presence of AAPH, was estimated from fluorescence
kinetics profiles. Integration of the area under the curve
(AUC) was performed up to a time such that (F/F0)
reached a value of 0.2. These areas were employed to
obtain ORAC values,18,19 defined by:


ORAC ¼ ðAUC � AUC0Þ
ðAUCTROLOX � AUC0Þ


½Trolox�
½Additive�


� �
(1)


where AUC, AUC0, and AUCTROLOX are the area under
the curve in presence of the tested naphthalene
derivative, the area under the curve for the control

Copyright # 2006 John Wiley & Sons, Ltd.

sample, and the area under the curve in presence of
Trolox, respectively.


BDE estimations. Bond dissociation energies of the
tested compounds were calculated from their oxidation
potentials measured by cyclic voltammetry (scan
rate¼ 100 mV/s) in 100mM solutions in phosphate buffer
(50 mM) with KCl 0.1 M at pH 7.0. The experiments were
performed with a Wenking PO753 instrument. A glassy
carbon stationary electrode was used as working
electrode, and a platinum wire as counter electrode.
All potentials were measured against a saturated calomel
electrode (SCE) under an atmosphere of pure (dry)
Nitrogen. BDE were estimated according to Bordwell
et al.20


BDE ¼ 1:37 pKa þ 23:06 Eox þ C (2)


where C is a constant that takes into account the change in
entropy associated to the electrochemical oxidation.

RESULTS


Peroxyl radicals were produced by the thermolysis of
AAPH.21 A 10 mM solution of this compound, heated to
37 8C in air-saturated solutions, produces peroxyl radicals
with a rate of 0.75mM/min.22 These peroxyl radicals
are readily trapped by micromolar concentrations of
1-naphthol and other hydroxylated naphthalene deriva-
tives. Different experiments were carried out in order to
establish the relative reactivity of these compounds, the
stoichiometry of the process (i.e., the average number of
additive molecules removed per each peroxyl radical),
and the reactivity of the naphthoxyl radicals produced
after the initial interaction between the hydroxynaphtha-
lene and peroxyl radicals:

1 B

leaching of the naphthalene derivatives over a wide
range of concentrations, and

2 P

rotection of c-Pc by the additives (competitive exper-
iments).


In the first type of experiments, simple kinetic
considerations allow to predict that:

1 T

he initial naphthalene derivative bleaching rate,
measured at low substrate concentration, must be a
first order process. The consumption rate evaluated
under these conditions is a measure of the compound
reactivity;

2 Z

ero order kinetics should hold at high substrate
concentrations. The substrate concentration required
to reach these conditions is inversely proportional to
the reactivity of the compound towards peroxyl
radicals increases; and

3 T

he rate of substrate consumption in the zero order
kinetics range allows an evaluation of the number of
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Figure 1. Consumption of the hydroxylated naphthalenes
(5mM) elicited by AAPH (10mM) derived peroxyl radicals.
The data are given as (F/F0) values as a function of time (F is
the naphthalene derivative fluorescence at the time con-
sidered, and F0 is the fluorescence at zero reaction time).
Data obtained for: 2,3-DHN (&); 2,7-DHN (*); 1,3-DHN
(~); 1-N (*); and 2-N (&). Temperature: 37 8C


Figure 2. Autoxidation of 1,2-DHN evaluated by the absor-
bance decay, measured at 232 nm. Data obtained in air-
saturated solution (~) or nitrogen-saturated solution (*).
Phosphate buffer (10mM, pH 7.0). Temperature: 25 8C
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molecules of the free radical scavenger bleached per
radical introduced into the system (n).


In competitive experiments, the protection afforded to
a target molecule, such as c-Pc, would be related to the
reactivity of the naphthalene derivative, but can be
influenced by the secondary reactions of the free radical
scavenger derived radicals.

Figure 3. Initial rate of the naphthalene derivative con-
sumption elicited by 10mMAAPH as a function of the tested
compound concentration. 2,3-DHN (&); 2,7-DHN (*); 1,3-
DHN (~); 2-N (*); and 1-N (~). Temperature: 37 8C

Bleaching of the hydroxylated naphthalene
derivatives by peroxyl radicals


Peroxyl radicals readily bleach all tested hydroxy-
naphthalenes. Typical data are shown in Figure 1. These
data show that incubation with AAPH readily promotes
the naphthalene derivatives consumption. Even more,
1,2-DHN is readily consumed in absence of the free
radical source (Fig. 2).


The initial rate of a given naphthalene derivative
consumption (Ri) increases with the substrate concen-
tration, reaching a plateau at high concentrations. Typical
data are shown in Figure 3. A double reciprocal plot of
these data allows an evaluation of n from the ordinate:


n ¼ ðRRad � OrdinateÞ�1
(3)


where RRad is the rate of radical production (0.75mM/
min). The values of n obtained by this procedure are
collected in Table 1.

Copyright # 2006 John Wiley & Sons, Ltd.

The initial slope (IS) of a Ri versus substrate
concentration plot (Fig. 3) is given by


IS ¼ k½ROO:�ss (4)


where k is the weighted average of the specific rate
constants of process (5) and/or (6).


ROO: þ Naph � OH ! ROOH þ Naph � O: (5)


ROO: þ Naph � O� ! ROO� þ Naph � O: (6)


In fact:


k ¼ fNaph�OHk5 þ fNaph�O�k6 (7)
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igure 4. Bleaching of c-Phycocyanin (0.01mg/mL) elicited
y AAPH-derived peroxyl radicals (10mM) in presence of
ifferent 2,3-DHN concentrations. Control (*); 2,3-DHN:
mM (~); 10mM (5); 30mM (~); 50mM (*); and 100mM
). The reaction was followed by the decrease in c-Pc


uorescence intensity (excitation at 620 nm, emission at
40 nm) at 37 8C


Table 1. Values of the number of hydroxynaphthalene
molecules removed per each peroxyl radical introduced into
the system (n) and relative rates of reaction with peroxyl
radicals (k)


Compound n ka (Arbitrary units)


1-N 0.6 7.5
2-N 0.6 6.8
1,3-DHN 0.9 10.9
2,7-DHN 1.1 9.8
2,3-DHN 1.7 16.6
1,2-DHN 5.0c 51d


Caffeic acidb 0.7 1.8


a k values obtained from the initial slope of plots such as those shown in
Figure 3.
b Data from Ref. 28
c Obtained from the induction time elicited in the AAPH promoted bleach-
ing of c-Pc.
d Obtained from the slope of c-Pc bleaching in the inhibited region, and
employing 1,3-DHN as reference compound.
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where fNaph—OH and fNaph—O� are the fraction of the
naphthalene derivative fully protonated or deprotonated
at the working pH, respectively. IS values, which under
the present experimental conditions are proportional to k,
are collected in Table 1.


The fast autoxidation of 1,2-DHN precludes a mean-
ingful evaluation of k and n by the previously described
procedures. For this compound, these parameters were
estimated from data related to the protection afforded to
c-Pc (see following).

Figure 5. Protection of c-Pc elicited by different naphtha-
lene derivatives. The data are plotted as the ratio between
the initial rate of c-Pc consumption in absence (R0) and
presence (R) of the additive. 1,3-DHN (~); 2,3-DHN (*);
2,7-DHN (5); 1-N (&); 2-N (*). Temperature:37 8C

c-Phycocyanin bleaching by peroxyl radicals:
protection by hydroxynaphthalenes


The bleaching rate of c-Pc by peroxyl radicals can be
modified by the presence of compounds able to react with
the primary radicals. Phycobiliproteins, such as c-Pc and
phycoerythrine,18,23 have been employed in order to
evaluate the free radical scavenging capacity of several
compounds.18,19 The presence of the additive modifies the
initial rate of c-Pc bleaching and the time required to
bleach totally (or in a given percentage) the target
molecule (ORAC type methodologies).18,19,24 We have
employed both approaches to estimate the protective
capacity of the hydroxylated naphthalenes considered in
the present work.


The results given in Figure 4 show that c-Pc
consumption profiles are extremely dependent of the
employed naphthalene derivative. A comparison between
data obtained employing 1,2-DHN and 1,3-DHN shows
that the effect elicited by 1,3-DHN lasts for a longer time,
while the initial protection is more marked with the
former compound. This would indicate that 1,2-DHN is
more reactive but it is readily consumed, leading to an ill-
defined induction time. This conclusion is further
supported by the fact that the induction time increases

Copyright # 2006 John Wiley & Sons, Ltd.

F
b
d
5
(&
fl
6


when the concentration of 1,2-DHN increases, in a
concentration-dependent way (data not shown). However,
the data imply that nearly five 1,2-DHN molecules are
consumed by each peroxyl radical. This value has been
included in Table 1.


Under conditions of almost total trapping of the
radicals by the target molecule, it can be expected a
simple Stern–Volmer type plot for the protection elicited
by an ‘ideal’ free radical scavenger.23 Figure 5 shows the
change in initial rate of c-Pc bleaching as a function of the
additive concentration. The data given show a noticeable
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Table 2. Efficiency of c-Pc protection, measured at ‘infinite’
substrate concentration, and ORAC values


Compound (R0/R)/ ORACa


1-N 2.0 0.06
2-N <1.0 (Pro-oxidant) �0.07
1,2-DHN �30 0.37
1-3-DHN 32.2 1.8
2,3-DHN 6.9 0.67
2,7-DHN 2.9 0.53


a Values determined at 5mM additive concentration.


Table 3. Experimentally determined oxidation potentials
and pKa, and BDE values calculated according to Eqn (2)


Compound Eox
ENH/V pKa


a BDE(O–H)exp/(kcal �mol�1)


1-N 0.475 9.34 79,1
2-N 0.627 9.51 82,9
1,2-DHN 0.330 6.16 71,4 (70)b


1,3-DHN 0.554 7.22 78,1
2,3-DHN 0.490 8.68 78,6 (79)b


2,7-DHN 0.625 9.42 82,7


a Taken from Ref. [31].
b Data from Ref. [17].


REACTIVITY OF HYDROXYNAPHTHALENES 871

downward curvature and, for 2-N, an enhanced rate of c-
Pc bleaching. This behavior has been explained in terms
of a sequence of reactions, such as Eqns 8 and 9:


ROO: þ XOH ! ROOH þ XO: (8a)


ROO: þ XO� ! ROO� þ XO: (8b)


XO: þ c� Pc ! bleaching (9)


The R0/R value obtained at ‘infinite’ substrate
concentration is a measure of the efficiency of reaction
(9), that is, of the capacity of the hydroxynaphthalene-
derived radical to bleach the fluorescence of the target
molecule. The values obtained are collected in Table 2.


If secondary reactions of the hydroxynaphthalene-
derived radicals are disregarded, it must hold that, for a
given compound, the value of k is related to that of a
reference compound (kref) through


k


kREF


¼ ½ðR0=RÞ � 1�
½ðR0=RÞREF � 1� (10)


when R0/R values of the tested and reference compounds
are evaluated at the same concentration. Applying this
procedure to the consumption rate of c-Pc in presence of
20mM 1,2-DHN (in the inhibited region) and 1,3-DHN
(employed as reference due to its Stern–Volmer like
behavior) (Fig. 5), it can be obtained a rough estimation
of the value of k (or IS) for the former compound. The
value obtained by this procedure has been included in
Table 1.


The strong downward curvature of the R0/R plots of
Figure 5 and the values smaller than one measured for 2-N
precludes a meaningful evaluation of their relative
reactivities towards the peroxyl radicals. On the other
hand, the data given in Figure 4 allow an evaluation of the
ORAC index for the compounds considered. This index,
which is widely considered as a measure of the compound
antioxidant activity, has the advantage that it is
operational and can be applied irrespective of the
protection kinetics. The values obtained at a single
additive concentration (5mM) are given in Table 2.

Copyright # 2006 John Wiley & Sons, Ltd.

BDE estimations


The expression of k given by Eqn (7) shows that its value
must depend on kNaph—OH (determined by the phenol
BDE), kNaph—O� (determined by the naphthoate oxidation
potential) and the values of f (determined by the
hydroxynaphthalene pKa). Values of pKa and BDE
estimated according to Eqn (2)20 are included in
Table 3. These values fairly agree with those obtained
by theoretical calculations.17

DISCUSSION


The data obtained in the present work allow an estimation
of the number of molecules consumed by each free
radical introduced into the system (n), the relative
reactivity of the compound towards peroxyl radicals (IS),
the capacity of the antioxidant-derived radicals to damage
c-Pc under our working conditions (measured by (R0/
R)1), and the ORAC index of the tested compounds,
employing c-Pc as target molecule and Trolox as
reference compound.

Values of n


The n values given in Table 1 measure the number of
additive molecules consumed per radical introduced into
the system at high concentrations of the additive. Values
of n considerably smaller than one, as obtained for 1-N
and 2-N, can be explained in terms of a mechanism
comprising process


Naph � O: þ ROO: ! adduct (11)


as the main radical–radical reaction. This process leads to
n¼ 2 and most probably involves an addition of the
peroxyl radical to the aromatic ring, as frequently found
in the reactions of phenoxyl radicals.25


The values of n determined for the dihydroxynaphtha-
lenes are larger than those obtained for the mono
substituted compounds. The values close to one obtained
employing 2,7-DHN and 1,3-DHN, compounds that can
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not give the corresponding naphthones, suggest that under
the employed conditions the main radical–radical process
can be represented by


Naph � O: þ Naph � O: ! non radical products (12)


1,2-DHN and 2,3-DHN, compounds that can lead to the
corresponding naphthones,17 render n values consider-
ably larger than one. This high consumption can be
ascribed to the ocurrence of a chain reaction


HO � Naph � O:þO2 !HOO: þ O¼Naph ¼ O (13)


HOO:þHO � Naph � OH


! HOOH þ HO � Naph � O: (14)


This reaction scheme is similar to that previously
proposed by Munday and Chichirau et al.26,27 The chain
reaction could be carried out by the neutral species,
reacting by hydrogen transfer (as represented in Eqns (13)
and (14)) and/or by the deprotonated radicals, reacting by
electron transfer.27 This chain process could be particu-
larly relevant for 1,2-DHN, as suggested by its fast
autoxidation. This process would befavored by the
relative weakness of the O—H bonds (Table 3 and
Ref. 17). Furthermore, in agreement with the occurrence
of this chain reaction, both hydrogen peroxide (evaluated
by Fox’s method) and 1,2-naphthoquinone (detected by
its absorption spectra) were produced along the auto-
xidation (data not shown).

Reactivity of naphthalene derivatives towards
peroxyl radicals


The data collected in Table 1 show that hydroxynaphtha-
lenes readily react with peroxyl radicals. In fact, all the
compounds considered are more reactive than caffeic
acid, a widely recognized potent antioxidant.28


IS values collected in Table 1 imply that, regarding
their reactivity towards peroxyl radicals, hydroxy-
naphthalenes follow the order


1; 2 � DHN � 2; 3 � DHN > 1; 3 � DHN


� 2; 7 � DHN > 1 � N � 2 � N


However, the only compound that is considerably more
reactive than the others is 1,2-DHN. In fact, if it is
considered that 2,3-DHN, 1,3-DHN, and 2,7-DHN posses
two reactive centers, the difference in reactivity (per HO
group) between all the other compounds would amount to
less than a factor two. In order to rationalize these results,
we have considered the pKa and BDE of the hydro-
xynaphthalene derivatives employed in the present work
(Table 3). The data collected in this Table show that 1,2-
DHN presents a considerably lower pKa and BDE energy
than the other compounds (Table 3). The higher reactivity
of 1,2-DHN can then be explained either in terms of a

Copyright # 2006 John Wiley & Sons, Ltd.

weaker H—O bond and/or the predominance of a
deprotonated HO group at the working pH. This could
explain its large k value if electron transfer were a faster
process than hydrogen transfer (i.e., if kNaph—


O� � kNaph—OH).29


For 1-N, 2-N, 2,3-DHN, and 2,7-DHN, their pKa are
considerably higher than the working pH. This implies
that fNaph—OH� 1 and the experimentally determined
value of k should be equated to kNaph—OH, provided that
kNaph—O� is not considerably larger than kNaph—OH. To
test this possibility we have measured the rate of 1-N
consumption at pHs 6.0 and 8.0. The results obtained
show only a minor increase in the rate of the process at pH
8.0. This would indicate that, at pH 7.0, the value of k can
be safely equated to kNaph—OH.


If it is assumed that for the compounds of pKa higher
than 8.0 the experimentally determined value of k equals
kNaph—OH, the data obtained can imply that its value is
nearly the same for all the compounds, in spite of more
than 4 kcal of difference in their BDEs. This low
sensitivity of the hydrogen transfer process to the O—
H BDE would require that the activated complex be near
the reactives, as expected in relatively exothermic
processes.

Capacity of the naphthalene-derived radicals
to bleach c-Pc


The value of R0/R obtained for the rate of c-Pc bleaching
in the presence of a large excess of additive can be
considered as a measured of the fraction of naphthalene-
derived radicals that react with c-Pc. The data given in
Table 2 indicate that this fraction follows the order


1; 2 � DHN < 1; 3 � DHN < 2; 3 � DHN


< 2; 7 � DHN < 1 � N < 2 � N


This sequence of radical reactivities is nearly inverse to
the reactivity of the parent compounds. This would be
compatible with the naı̈ve assumption that the most stable
radical (that more easily produced) is the less reactive.
Any way, these data emphasize the role of the reactions of
the antioxidant-derived radicals in the bleaching of the
target molecule. 2-N derived radicals are an extreme
example of the importance of these reactions. In fact,
when all the initial peroxyl radicals are transformed in
2-naphthoxyl radicals, the rate of c-Pc consumption
increases. This is due to the fact that, at the low c-Pc
concentrations employed in the present work, only a
fraction of the peroxyl radicals are trapped by c-Pc. The
presence of 2-N would transform these peroxyl radicals in
naphthoxyl radicals. If, due to its low rates of radical–
radical reactions, a large fraction of the 2-N derived
radicals react with c-Pc, the presence of the ‘antioxidant’
would increase the rate of c-Pc bleaching. Similar results
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have been already reported employing pyranine as free
radical scavenger.30

ORAC evaluation


The ORAC index obtained according to Eqn (1) is a
measure of the efficiency (relative to Trolox) of the tested
compound in preventing the free radical-mediated c-Pc
consumption, and is determined by the reactivity of the
additive, the number of additive molecules consumed per
each peroxyl radical, and the secondary reactions of the
additive-derived radicals. As such, interpretation of the
values given in Table 2 is not straightforward. It is
interesting to note that 1,3-DHN has the largest ORAC,
while other data suggest a considerably higher reactivity
for 1,2-DHN. This can be related to the chain
consumption of 1,2-DHN and emphasize the care that
must be taken in relating ORAC values to the reactivity of
the tested additive.


Two other aspects of the ORAC values given in Table 2
deserve consideration. In the first place, the negative
value of 2-N ORAC, a consequence of the faster rate of
c-Pc consumption in presence of this additive. The second
aspect is that, if 1,2-DHN is excluded due to its chain
consumption, there is an inverse relationship between
ORAC and (R0/R)/ values. This expected result
emphasizes the role of antioxidant-derived radicals in
determining the ORAC value.
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Organic biradical compounds with a mesogenic core
and long alkoxy groups: preparation, structures and
magnetic properties
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ABSTRACT: Series of organic biradical compounds 3a–3h consisting of a mesogenic core (biphenyl, naphthalene,
azobenzene and azoxybenzene) and long alkoxy groups with PROXYL or TEMPO radicals were prepared. The
TEMPO derivatives (3b, 3d, 3f, and 3h) were found to show fairly large antiferromagnetic interactions
(J¼�34��45 K) being well expressed by singlet-triplet model irrespective of the mesogenic cores and the
behavior is understandable by taking a hand-in-hand like assembled structure into consideration. On the other
hand, only weak antiferromagnetic interactions with Curie–Weiss behavior were observed in all of the PROXYL
derivatives (3a, 3c, 3e, and 3d) affording a sharp contrast with the TEMPO-based biradicals. Copyright # 2006
John Wiley & Sons, Ltd.


KEYWORDS: radicals; aminoxyl radicals; magnetic property; supramolecular structure; crystal structure


INTRODUCTION


Considerable attention has been paid in the field of
material science to the development of organic and
molecular-based magnetic materials in recent years and
stable aminoxyl radicals have well been recognized as the
crucial building blocks for constructing a variety of spin
systems.1


During the course of our studies to develop novel
organomagnetic materials, we have been interested in
developing multifunctional spin systems with inherent
magnetic properties in synergy with other physical
properties as conductivity, photo-functionality, or liquid
crystalline property by using stable radicals, especially
aminoxyl radicals, as the building blocks.2 The spin
systems with liquid crystalline property are of particular
interest because of the possibility of generation of a large
paramagnetic susceptibility anisotropy in the oriented
molecular aggregates and/or that of the tunable magnetic
properties through the phase transitions.3 Therefore, we
have been interested in preparing such spin systems that
have various mesogenic cores on one hand and long alkyl
substituents on the other hand to examine their structure/
magnetic property relations together with the possible
liquid crystalline properties. The existence of a liquid
crystalline phase has been found in a heptylbiphenyl


derivative with 4-(N-methyl)amino-TEMPO-substituent
(1; R¼CH3(CH2)6, R0 ¼CH3)


4 and unusual thermo-
magnetic properties have also been disclosed in this and
in a cyanobiphenyl derivative (2; n¼ 11).5 At the same
time, it was clarified during the studies that the specific
assemblies of molecules with supramolecular structures
are relevant to the formation of mesogenic phases and
thermomagnetic properties. We then designed several
biradical compounds having mesogenic/aromatic cores as
biphenyl, naphthalene, azobenzene or azoxybenzene as
well as long alkyl groups with aminoxyls at their ends. In
this paper, we wish to report the preparation, structures
and magnetic properties of a series of biradical
compounds in details to correlate their structure/magnetic
property relations.6


RESULTS AND DISCUSSION


Preparation of radical compounds


The preparation of the biradical compounds 3a–3h was
carried out according to Scheme 1. The treatment of 11-
bromo-1-undecanol 4 with either 3-carboxy-PROXYL or
4-carboxy-TEMPO gave either bromoundecanoxycarbo-
nyl-PROXYL 5a or the corresponding TEMPO derivative
5b in moderate yields. When equimolar amount of
bromoester 5a or the corresponding TEMPO derivative
5b was reacted with a mixture of 4,40-dihydroxybiphenyl
and potassium carbonate in THF/DMF (1:3) at 130 8C,
mono-bromoundecanoxycarbonyl-PROXYL derivative


JOURNAL OF PHYSICAL ORGANIC CHEMISTRY
J. Phys. Org. Chem. 2006; 19: 333–340
Published online in Wiley InterScience (www.interscience.wiley.com). DOI: 10.1002/poc.1083


*Correspondence to: S. Nakatsuji, Graduate School of Material
Science, University of Hyogo, Kouto 3-2-1, Kamigori, Hyogo 678-
1297, Japan.
E-mail: nakatuji@sci.u-hyogo.ac.jp
Contract/grant sponsor: Japan Society for Promotion of Science;
contract/grant number: 13440213.


Copyright # 2006 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2006; 19: 333–340







6a or the corresponding TEMPO derivative 6b was
obtained in 22% or 50% yield, respectively. On the other
hand, bis-PROXYL-substituted biphenyl 3a or the
corresponding TEMPO derivative 3b could be obtained,


when two molar amount of either bromoester 5a or 5b
was used in the condensation reaction. In the similar
manner, biradical compounds with other mesogenic
cores as naphthalene (3c, 3d), azobenzene (3e, 3f), and
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azoxybenzene (3g, 3h) could be prepared in moderate
yields by using twomolar amount of the bromoesters with
one molar amount of 4,40-dihydroxynaphthalene, 4,40-
dihdroxylazobenzene or 4,40-dihdroxyazoxybenzene,
respectively.


Since it was of interest to see the possibility of
mesogenic properties of the biradicals, DSC as well as
polarizing microscope measurements were then carried
out, but unfortunately no distinct occurrence of any
transition to a liquid crystalline phase could be discerned
for the biradicals from their data of DSC as well as
polarizing microscope measurements. It was also anticip-
ated that the trans-azobenzene derivatives 3e and 3f
would show photo-isomerization to the corresponding
cis-azobenzenes by irradiation10 and we then tried to
isomerizes the TEMPO derivative 3f by irradiation with
the light of 365 nm under various conditions. Although
the absorption spectral change could be observed in
solution by the irradiation, the isolation of the cis-isomers
was not possible so far as we examined probably because
of unstable nature of the isomer in the solid state.


Magnetic properties of radical compounds


The temperature dependence data of their magnetic
susceptibilities were obtained by the SQUID measure-
ments from 2 to 300K and the magnetic data for the
PROXYL and the TEMPO derivative with biphenyl
core (3a and 3b) are shown in Fig. 1. Thus, weak
antiferromagnetic interaction being based on Curie–
Weiss law11 was observed in the spins of the PROXYL
derivative 3a with a Curie constant of 0.64 emuKmol�1


and a Weiss temperature of �1.11K. The value of the
Curie constant is close to that expected for two non-
interacting S¼ 1/2 spins (0.75) but somewhat smaller


probably because of concomitance of some diamagnetic
impurities and the spin concentration is estimated to be
85%. On the other hand, antiferromagnetic interaction
being well expressed by singlet-triplet model12 was found
for the corresponding TEMPO derivative 3b with fairly
large J-value of �43.7K to show clear difference
with that of the PROXYL derivative. As summarized
in Table 1, antiferromagnetic interactions with the Curie–
Weiss behavior was apparently observed in the spins of
the PROXYL-based derivatives, that is 3a, 3c, 3e, and 3g
irrespective of the mesogenic/aromatic cores. On the
contrary, the predominance of the ST behavior was
clarified in the spins of the TEMPO-based derivatives 3b,
3d, 3f, and 3h with fairly large J-values (ca. 34–45K).
Thus, a distinct difference in their intermolecular
magnetic interactions was found to be present between
two kinds of the biradical compounds. In turn, no
significant difference was observed in the magnetic
behavior of monoradicals 6a and 6b, being based on
Curie–Weiss model irrespective of the kind of aminoxyls.


Molecular/crystal structures of biradical 3b
and 3d


In order to see the structure-property relation, we tried to
obtain their single crystals suitable for X-ray analysis and
the corresponding single crystals could only be obtained
for 3b and 3d, after several trials of recrystallization under
various conditions. The difficulty to obtain the single
crystals appears to be partially due to the existence of the
long and flexible alkyl chains and also to the existence of
possible diasteromeric mixtures for PROXYL-based
derivatives, which we could not separate nor estimate
the isomer ratios. The single-crystal diffraction data for
3b and 3d were recorded using a Quantum CCD area


Figure 1. Magnetic data of biradicals 3a (left) and 3b (right)
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detector on a Rigaku AFC-7R diffractometer at room
temperature and the data are summarized in Table 2.


The molecular structures of biradicals (3b and 3d) with
biphenyl as well as naphthalene cores obtained by the X-
ray analyses are shown in Fig. 2 (upper: biphenyl
derivative 3b, lower: naphthalene derivative 3d). Thus,
both molecules have similar structural features with alkyl
groups extending from the central aromatic rings like long
arms and with the TEMPO groups at both ends tilting
largely from the central rings like hands (a TEMPO group
appears to be corresponding to a hand) with fingers of
aminoxyl groups irrespective of the aromatic rings.


In the crystal structure of biradical 3b, the molecules
are stacking aslant along the a-axis to form columnar
structures, in which the aromatic rings are not stacking in
parallel but actually in stepwise manner (Fig. 3, upper). In
the columnar structure, TEMPO groups and alkoxybi-
phenyl moieties are stacking separately. Such an
assembled feature is rather similar to the previous
monoradical crystals of a heptylbiphenyl derivative with
4-(N-methyl)amino-TEMPO-substituent4 or a cyanobi-
phenyl derivative with undecanoxylcarbonyl-TEMPO
substituent5 and, moreover, a hand-in-hand like assem-
bling is additionally possible in this case (vide infra). A
similar assembled feature was observed in the crystal
structure of biradical 3d with a naphthalene core (Fig. 3,
lower).


A fairly close contact is observed between the spin-
bearing oxygen atoms of the neighboring molecules up to
3.52 Å (Fig. 4, upper andmiddle), in which the orientation
of both spins is suggested to be somewhat distorted, for
example, the angle around the central oxygen atom of
O � � �O—N moiety is estimated to be ca. 1108
presumably to avoid the steric repulsion of the bulky
methyl groups around the spin centers. Although several
short contacts (3.43–3.54 Å) are observed between the
oxygen atom of a spin center and the hydrogen atoms of
methyl groups of the neighboring molecules, the former
short contact between the oxygen atoms is thought to be
predominantly responsible for the singlet-triplet behavior
in this biradical crystal.13 It is noteworthy that there exists
fairly strong antiferromagnetic interaction with singlet-
triplet behavior in this biradical 3b, even if the molecule
itself appears to be too large to give such an interaction,14


and that is presumed to be due to the supramolecular
structure based probably on a hand-in-hand motif found
in this biradical crystal (Fig. 3, lower). Similarly, a fairly
close contact is also observed in the crystal structure of
biradical 3d between the oxygen atoms of the neighboring
molecules up to 3.50 Å in this case.


Table 1. Magnetic data of biradicals 3a–3h and monoradicals 6a, 6b


Compound Magnetic interaction Ca (emuKmol�1) ub (K) Jc (K)


3a antiferromagneticd 0.64 (85) �1.11 —
3b antiferromagnetice — — �43.7 (87)
3c antiferromagneticd 0.52 (69) �1.34 —
3d antiferromagnetice — — �44.7 (98)
3e antiferromagneticd 0.75 (100) �2.72 —
3f antiferromagnetice — — �38.5 (93)
3g antiferromagneticd 0.75 (100) �1.07 —
3h antiferromagnetice — — �33.9 (89)
6a antiferromagneticd 0.31 (83) �2.58 —
6b antiferromagneticd 0.30 (80) �1.31 —


aCurie constant. The numbers in parentheses denote the estimated spin concentration in percentage.
bWeiss temperature.
c Exchange interaction.
d Curie–Weiss model.
e Singlet–Triplet model.


Table 2. Summary of crystal data for 3b and 3d


3b 3d


Formula C54H88N2O8 C52H84N2O8


Formula weight 893.30 865.2
Crystal system Monoclinic Monoclinic
Space group P21/a P21/a
A/Å 11.104(8) 10.7581(4)
B/Å 8.54(3) 8.4192(9)
C/Å 28.61(3) 28.2880(13)
b/degrees 91.19(3) 98.4747(11)
V/Å3 2712.3(72) 2534.2(3)
Z 2 2
D (calc)/g cm�3 1.094 1.13
Number of measured
reflections


9193 5588


Number of independent
reflections


3500 5249


Number of used
reflections


732a 3086b


Number of parameters
refined


289 289


R 0.089 0.116
RW 0.090 0.056


a Refinement F> 3s.
b Refinement F> 2s.
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The similar magnetic property of this compound with
that of the biradical 3b could be understandable by taking
similar structural feature into consideration. Thus, the
TEMPO group appears to play a significant role like a
hand together with the hydrophobic alkyl and aromatic
groups for assembling the large molecules in the crystals
of 3b and 3d and, at the same time, to give the relatively
strong intermolecular spin–spin interactions. Also,
similar structural features can be presumed for other
biradicals 3f and 3h because of the similarity of the
magnetic behavior and the J-values in spite of the
difference of the mesogenic/aromatic cores.


Although it is hardly possible to see the structure-
property relations for the PROXYL-based biradical
compounds (3a, 3c, 3e, and 3g) with no information of
their crystal structures, it might be possible to presume
that the decrease of intermolecular interactions in their
assembled structures of the PROXYL-based biradicals
would result in the weak intermolecular spin–spin
interactions probably because of the decrease of the
symmetry from TEMPO to PROXYL as well as
the existence of the racemic mixtures derived from the
existence of an asymmetric carbon atom in each
PROXYL derivative.


CONCLUSIONS


Organic biradical compounds having such mesogenic/
aromatic cores as biphenyl, naphthalene, azobenzene or
azoxybenzene cores together with long alkyl groups and
TEMPO or PROXYL radicals (3a–3h) were prepared and
their structure-property relationships were investigated.
Fairly large antiferromagnetic interactions being well
expressed by ST model observed in the spins of TEMPO-
based biradical compounds could rationally be under-
stood by taking hand-in-hand like assembled structures
into consideration with relatively short contact between
the TEMPO groups of the neighboring molecules. It is


well anticipated that the occurrence of fairly large
intermolecular magnetic interactions even in such large
molecules is due mainly to the specifically assembling
nature of the TEMPO derivatives and thus such a
supramolecular approach as described in this paper is
expected to open a way to new organic spin systems with
intriguing molecular/crystal structures and novel mag-
netic properties.


EXPERIMENTAL


Materials


3-Carboxy-PROXYL (2,2,5,5-tetramethyl-1-pyrrolidiny-
loxy), 4-carboxy-TEMPO (2,2,6,6-tetramethyl-1-piperi-
dinyloxy), 4,4-Dihydroxybiphenyl and 2,6-dihydroxy
naththalene used in this study are commercially available
and were used without further purification. 4,40-
Dihydroxyazobenzene was prepared by the treatment
of the diazonium salt generated from 4-aminophenol with
alkaline copper (II) sulfate.7 4,40-Dihydroxyazoxyben-
zene was prepared by the method of Leonald and Curry.8


Instrumentation


Melting points were measured on a YAMATO MP-21
apparatus and are uncorrected. UV-visible spectra were
obtained on JASCO Ubest-35 spectrometer. MS spectra
were taken using a JEOL JMS-AX 505 mass spec-
trometer. ESR spectra were recorded on a JEOL JES-
FE3XG spectrometer and each g-value was determined
using Mn2þ/MgO marker as an internal standard.
Susceptibility measurements were carried out on a
QUANTUM DESIGN MPMS-5 SQUID susceptometer,
using ca. 10mg for each powdered sample in the usual
way.9


Figure 2. Molecular structures of biradical 3b (upper) and 3d (lower)
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X-ray structure determination


X-ray diffraction data were collected on a Rigaku AFC-
7R diffractometer with Mo-Ka radiation at room
temperature. The structures were solved by direct
methods and expanded using Fourier techniques. The
non-hydrogen atoms were refined anisotropically. Hydro-
gen atoms were included but not refined. All calculations
were performed using the teXsan crystallographic soft-
ware package of Molecular Structure Corporation and
detailed crystallographic data (atomic coordinates,
hydrogen atom coordinates, anisotropic displacement
parameters, bond length, and angles) have been deposited
with the Cambridge Crystallographic Data Centre.
Details are available from the Editorial Office.


Preparation of esters 5a and 5b


To a stirred mixture of 11-bromo-1-undecanol 4 (0.27 g,
1.07mmol), 3-carboxy-PROXYL (0.20 g, 1.07mmol) in
dichloromethane (30 cm3) was added DCC (1,3-dicyclo-
hexylcarbodiimide, 0.27 g, 1.31mmol) and DMAP (4-
dimethylaminopyridine, 0.16 g, 1.31mmol) at ambient
temperature and stirring was continued for 1 day. After
filtration of the resulted precipitates of urea, the solution
was concentrated in vacuo and the crude product was
purified by column chromatography on silica gel by using
benzene/diethylether as eluant to give ester 5a as a pale
yellow oily substance (0.37 g, 82%). ESR (benzene):


triplet, g¼ 2.006, aN¼ 1.54mT; m/z (FAB-MS) 419
(Mþ1). In the similar manner, the corresponding TEMPO
derivative 5b was obtained also as pale yellow oil in 84%
yield. ESR (benzene): triplet, g¼ 2.006, aN¼ 1.54mT;
m/z (FAB-MS) 433 (Mþ1).


Preparation of monoradicals 6a and 6b


A stirred mixture of ester 5a (0.45 g, 1.07mmol), 4,40-
dihydroxybiphenyl (0.20 g, 1.07mmol) and potassium
carbonate (0.45 g, 3.3mmol) in a mixed solvent of DMF/
THF (3:1) was heated to reflux and stirring was continued
for 20 h. After the reaction mixture was cooled to room
temperature, it was filtrated, washed by THF and the
filtrate was washed thoroughly by water and extracted by
ethylacetate. The combined organic layer was dried over
anhydrous magnesium sulfate and then the solvent was
concentrated in vacuo to give a solid substance. Further
purification by column chromatography on silica gel and
recrystallization from diethylether yielded the radical 6a
as a pale yellow powdery solid (0.13 g, 23%). M.p. 106–
108 aC; ESR (benzene): triplet, g¼ 2.006, aN¼ 1.54mT;
m/z (FAB-HRMS) Found: 524.3353. Calcd. for
C32H47NO5 (Mþ1) 524.3376. In the similar manner,
the corresponding TEMPO derivative 6b was obtained
also as pale orange powdery solid in 50% yield. M.p. 135–
137 aC; ESR (benzene): triplet, g¼ 2.006, aN¼ 1.55mT;
m/z (FAB-HRMS) Found: 539.3642. Calcd. for
C33H49NO5 (Mþ1) 539.3611.


Figure 4. Intermolecular interaction between biradical 3b (upper) and therir O–O contact (middle) together with schematic
drawing of ‘‘hand-in-hand’’ structure (lower)
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Preparation of biradicals 3a–3h


Except for using twice as much amount of the
bromoesters (5a, 5b) and potassium carbonate as above,
a similar procedure was applied for the preparation of the
biradicals 3a–3h and their data are as follows;


3a: yellow powdery solid (60%). M.p. 77–83 aC; ESR
(benzene): triplet, g¼ 2.006, aN¼ 1.55mT; m/z
(FAB-HRMS) Found: 864.6143. Calcd. for
C52H84N2O8 (Mþ2) 864.6227.


3b: orange plates (41%). M.p. 122–126 aC; ESR
(benzene): triplet, g¼ 2.007, aN¼ 1.54mT; m/z
(FAB-HRMS) Found: 892.6531. Calcd. for
C54H88N2O8 (Mþ2) 892.6541; Found: C, 72.23;
H, 9.99; N, 3.03. C54H88N2O8 requires: C, 72.77;
H, 9.72; N. 3.14%.


3c: yellow powdery solid (37%). M.p. 87–92 aC; ESR
(benzene): triplet, g¼ 2.006, aN¼ 1.53mT; m/z
(FAB-HRMS) Found: 838.6002. Calcd. for
C50H82N2O8 (Mþ2) 838.6072.


3d: orange plates (40%). M.p. 113–119 aC; ESR
(benzene): triplet, g¼ 2.007, aN¼ 1.53mT; m/z
(FAB-HRMS) Found: 866.6524. Calcd. for
C52H86N2O8 (Mþ2) 866.6384; Found: C, 71.86;
H, 10.01; N, 3.16. C52H84N2O8 requires: C, 72.07;
H, 10.00; N. 3.23%.


3e: yellow powdery solid (29%). M.p. 72–77 aC; ESR
(benzene): triplet, g¼ 2.006, aN¼ 1.52mT; m/z
(FAB-HRMS) Found: 892.6193. Calcd. for
C52H84N4O8 (Mþ2) 892.6289.


3f: orange yellow powdery solid (31%). M.p. 129–133
aC; ESR (benzene): triplet, g¼ 2.007, aN¼ 1.53mT;
m/z (FAB-MS) 921 (Mþ2); Found: C, 70.79; H,
9.82; N, 5.45. C54H86N4O8 requires: C, 70.55; H,
9.43; N. 6.10%.


3g: yellow powdery solid (42%). M.p. 86–91 aC; ESR
(benzene): triplet, g¼ 2.006, aN¼ 1.53mT; m/z
(FAB-HRMS) Found: 908.6260. Calcd. for
C52H84N4O9 (Mþ2) 908.6238.


3h: orange needles (34%). M.p. 126–131 aC; ESR
(benzene): triplet, g¼ 2.007, aN¼ 1.56mT; m/z
(FAB-MS) 937 (Mþ2); Found: C, 69.32; H, 9.55;
N, 5.90. C54H86N2O9 requires: C, 69.34; H, 9.27; N.
5.99%.
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ABSTRACT: We have investigated a newly synthesized complex of D-ribonic acid with dimethyltin(IV). The
structure of the complex in solution has been characterized by means of 1H, 13C, and 119Sn NMR and by DFT
calculations. The comparison of experimental and computational results allowed the determination of the stable
conformation in solution as well as the detection of a dimerization process. Moreover, evidence is given of active
coordination of the metal by the solvent. Copyright # 2006 John Wiley & Sons, Ltd.
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INTRODUCTION


Diorganotin(IV) derivatives, R2SnX2 (usually X¼Cl, F,
OH, COOH, SH; R¼ alkyl, phenyl) have a wide range of
applications in both industrial and basic research. They are
used as intermediates in synthesis and their regioselective
directing properties are well known,1,2 especially in
synthetic pathways where hydroxy groups are involved.3


They are also very important in carbohydrate synthetic
chemistry.4 The strong biological activity displayed by
organotin(IV) derivatives,5 including applications in
cancer treatment are also well documented.6–8


Carbohydrates and their derivatives are also known to
have the ability to interact with metal ions present in living
organism often acting as chelating agents.9–11 It is not
surprising, therefore, that much interest has been devoted
to the study of organotin(IV) complexes with carbo-
hydrates and their derivatives as synthetic intermediates as
well as for their biological activity.4,9–11 When bonded to
electronegative atoms, as in carbohydrate complexes,
tin(IV) very often presents a coordination higher than four
and it is not unusual for diorganotin(IV) derivatives to
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undergo self-association to give dimers or polymers, or to
interact with coordinating solvents. Such structural and
dynamical aspects of the chemistry of tin(IV)–carbohydrate
complexes need to be carefully considered. To this end,
some of us are involved in a thorough study of the chemistry
of tin(IV)–carbohydrate systems.12,13


119Sn NMR, together with the more popular 1H and 13C
NMR, is a powerful tool to investigate organotin(IV)
species in solution: empirical correlation linking the Sn
chemical shift to its coordination number and symmetry
can be found in the literature, and several reviews about
119Sn NMR have appeared.14–17


Despite this abundance of experimental data, few
theoretical studies have been presented in the literature
concerning the calculation of 119Sn NMR parameters.
Among these, we mention the work of Nakatsuji et al.,18


who studied the electronic mechanism of the Sn chemical
shift on a series of (CH3)4�nSnHn and (CH3)4�nSnCln
(n¼ 0 – 4) compounds by ab initiomethods. More recently,
119Sn chemical shift were calculated by GIAO-DFT
methods by Vivas-Reyes et al.,19 who reported studies of
a series of methyltin(IV) compounds at a non-relativistic
level; they found a good agreement with experimental data
except for (CH3)4�nSnBrn (n¼ 2, 3) and (CH3)4�nSnIn


series (n¼ 1, 2, 3) where spin-orbit (SO) relativistic effects
are not negligible. In fact, studies carried out at the finite
perturbation SCF level, including the SO correction, on a
series of (CH3)4�nSnXn (X¼ halogen; n¼ 0–4), showed
that the relativistic effect on the shielding constant of tin
might be very large.20 Other tin compounds have
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been investigated by Avalle et al., They calculated, at
GIAO-DFT level, the chemical shift of organotin(IV)
cyanides21 and tetraorganotin(IV) derivatives.22 With
regard to spin–spin coupling constants, for small molecules
like SnH4 and SnMe4 fairly good results were obtained by
means of relativistic four-component calculations.23,24 In
other cases, the agreement with experiment was not very
good.25 Lately, we have presented a comprehensive
investigation of 119Sn NMR properties, calculated with
DFT and the two-component ZORA relativistic method.26


In that study we could successfully model the shielding of
tin compounds of widely varying structure, including those
containing heavy atoms. The modeling of coupling
constants appeared to be less accurate: for alkyltin(IV)
halides we showed that J(119Sn, 1H) and J(119Sn, 13C)
couplings fall, on the whole, on the same correlation line
defined by other 119Sn–halogen couplings. However,
individual values defined a fair correlation of their own
with a slope of only 0.3. Even though this correlation could
conceivably be used to advantage, the relatively bad
performance somewhat calls for caution. In any event,
relativistic effects were found to be negligible in practice for
tin(IV) compounds containing only light atoms, such as
those dealt with herein, because of compensation effects in
the calculation of the chemical shift from the shielding
constants (see Computational Section). To summarize,
valid DFT-based methods to calculate 119Sn chemical shift
have been developed. The results compare well with the
experimental data obtained in non-coordinating solvents.
When coordinating solvents are used, the chemical shift
may depend strongly on the solvent and this effect has to be
taken into account.


In this work we present the structural characterization,
in water and DMSO, of the complex dimethyltin(IV)-
D-ribonic acid (Me2SnRibn) by 1H, 13C, and 119Sn NMR
measurements and by DFT calculation of the structural
and NMR parameters. D-Ribonic acid (RibnA) is the
aldonic acid of D-ribose and in water solution an
equilibrium is established where the lactone form
(g-Ribn) is predominant with respect to the hydrolyzed
molecule as reported in Figure 1.


g-Ribn lactone is extensively used as chiral template in
organic synthesis;27 phosphorylated derivatives have
been found to have biological activity28 and they also

Figure 1. Equilibrium between g-Ribn and RibnA
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have dermatological uses.29 As we will show, Me2SnRibn
in the coordinating solvents water and DMSO is subject to
dimerization and to strong interactions with solvent
molecules. A combined experimental and computational
approach will be used to understand and separate the
various effects and to characterize the system.

EXPERIMENTAL


Synthesis of Me2SnRibn


The complex was synthesized from Me2SnO, freshly
prepared by hydrolysis of the parent Me2SnCl2 and
D-ribono-1,4-lactone (98% purity, Fluka, Buchs, Switzer-
land) in a 1:1 molar ratio. D-Ribono-1,4-lactone (296 mg,
2 mmol) was dissolved in 20 ml of water and heated to
808C for 1 h to allow for the hydrolysis of the lactone ring.
The solution was cooled at room temperature and
Me2SnO (328 mg, 2 mmol) was then added. After ca.
1 h a colorless solution was formed, which was left to
react for 2 days under stirring. The solution was
evaporated in a rotary evaporator at 50 8C. The white
solid obtained was washed and recrystallized from hot
methanol and dried under vacuum in the presence of
P4O10. Analytical results for C7H14O6Sn; Found (calc.):
MW¼ 312.90 (312.89); %C¼ 26.48 (26.87); %H 4.67
(4.51); %Sn¼ 37.62 (37.94). The values obtained from
the molecular weight measurement by ESI-MS and the
elemental analysis were in agreement for a complex with
1:1 ligand:metal stoichiometric ratio where RibnA
behaves as a dianionic ligand, conceivably via a
deprotonated hydroxyl group.

NMR measurements


119Sn NMR experiments were carried out on a Bruker
Avance DRX 300 MHz spectrometer equipped with a
5-mmBBOprobe; 13Cand 1HNMRexperimentsonAvance
DRX 300 and on Avance DMX 600 MHz spectrometers,
equipped with a 5-mm BBO z-gradient inverse probe and
a 5-mm TXI xyz-gradient inverse probe, respectively.
1H signals were assigned by 1D 1H and 2D-COSY 1H NMR
spectra, while 13C assignments were performed by 1D
13C{1H} and 2D-HMQC NMR spectra. 1H NOESY spectra
with different mixing times, ranging from 0.1 to 0.7 s, were
acquired to investigate the conformation of the complex and
toestimate some proton–proton distances (vide infra). 119Sn
chemicalshift are referencedtoSnMe4 (TMSn,d¼ 0).119Sn
and 13C spectra were acquired with broadband proton
power-gated decoupling.

Computational methods


In Refs. 19 and 21 the Authors have shown that a triple-zeta
basis set is necessary for the calculation of the NMR
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properties of tin. We have used the following methods:
geometry optimization was performed using the B3PW91
hybrid functional30,31 combined with the 6-31G(d,p)
basis set for C, H, and O, and the DZVP basis set for Sn.
Shielding constants were calculated using the B3LYP 30,32


and B3PW9130,31 hybrid functionals with IGLO-II33 for tin
and 6-31G(d,p) basis sets for the light atoms. The reference
compounds for the nuclei were TMS for 13C and TMSn for
119Sn. Their isotropic shielding values (sref) are: 194.88,
191.81 ppm (C) and 2532.60, 2506.92 ppm (Sn) with
B3PW91 and B3LYP, respectively. Calculated chemical
shifts (d) were obtained as d¼ sref� s, where s is the
shielding of the studied molecule. For all calculations we
used the software package Gaussian 98.34

RESULTS AND DISCUSSION


Experimental NMR studies


In Figure 2 we show the 119Sn, 13C, and 1H NMR spectra
of Me2SnRibn in D2O at room temperature. The
119Sn{1H} spectrum shows two quite broad peaks
centered at �114 ppm (with a linewidth W1/2¼
2350 Hz) and at �215 ppm (W1/2¼ 670 Hz).


The signal at �114 ppm falls in the characteristic range
of pentacoordinated tin, while the one at �215 ppm falls
in a range which is borderline between penta- and
hexacoordination in similar diorganotin(IV)–carbohydrate
systems.4,12 The peak at �114 ppm is very close to the one
observed for the analogous complex between the
dimethyltin(IV) moiety and D-galacturonic acid in

igure 2. Top to bottom: 119Sn, 13C (C2–C5 region), 1H NMR spectra of Me2SnRibn in D2O. Spectra recorded on a 300-MHz
strument (7.05 T)

F
in
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D2O;13 in that case, an active participation of the solvent to
the coordination sphere was invoked to account for the
pentacoordination suggested by the chemical shift value.
Therefore, also in this case, we assign this signal to a
monomeric form of the complex in which tin achieves
pentacoordination through the addition of a solvent
molecule (Fig. 3).


The peak at �215 ppm deserves further investigation.
One possibility might be hexacoordinated tin where two
solvent molecules have been added to the coordination
sphere, but the similarity with analogous systems involving
dialkyltin(IV) moieties and simple carbohydrates4 indicates
the possibility of a dimeric form. Thus we suggest that both
a monomeric and a dimeric species (Fig. 3) are present and
are involved in an exchange equilibrium, also in
consideration of the large linewidth of the signals. This
hypothesis will be supported by the following discussion of
the 1H and 13C spectra and by the comparison with the
results of DFT calculations (see below). The 1H and 13C
chemical shifts of g-Ribn, RibnA, and Me2SnRibn in 0.1 M
D2O are reported in Tables 1 and 2.


The 13C{1H} spectrum of the complex at room
temperature shows a small variation of the carbon
resonances, compared to the signals of the free ligand
(Table 1) but a significant broadening of the C(3) and C(4)
signals (Fig. 2, middle). The C(1) and the methyl carbon
resonances of the dimethyltin(IV) moiety are also quite
broad. The same considerations apply to the 1H NMR
spectrum of the complex compared to the free ligand: a
marked broadening of the H(3) doublet, and a noticeable
broadening of the methyl protons resonances occur
(Fig. 2, bottom). These observations are in agreement

J. Phys. Org. Chem. 2006; 19: 874–883







Figure 3. Proposed coordination modes for Me2SnRibnA in monomeric (left) and dimeric (right) Me2SnRibn. For clarity, methyl
groups on tin in the dimer are not shown
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with a coordination mode of the ligand as a dianionic-
chelating agent where the deprotonated O(3) is the second
coordinating site, together with the carboxylate group.
This results in the formation of a hexa-atomic ring
involving the tin atom (Fig. 3).


Qualitatively, a similar behavior is observed in DMSO at
room temperature (Fig. 4). Again we observe two
resonances in the 119Sn{1H} spectrum, at �100 (W1/2¼
650 Hz) and �206 ppm (W1/2¼ 430 Hz). The shift to lower
frequencies of the tin chemical shift in DMSO compared to
water was already observed in analogous systems.13 A
significant broadening, to a greater extent than in water, is
observed again for C3 and C4 in the 13C spectrum, as well
as for the methyl signals in the 13C and 1H spectra.


Further information on the conformation of the complex
can be obtained from the analysis of proton coupling
constants. In the 1H spectrum in D2O the signal of the
methyl groups shows the satellites due to 2J(117,119Sn, 1H).
These satellites are rather broad, so we could only estimate

Table 1. 1H NMR resonances of Me2SnRibn in D2O and DMSO-


H2 H3 H4 H5


D2O, pH 3.1 g-Ribn 4.76 4.54 4.60 3.90
RibnAa 4.38 3.91 3.83 3.80


D2O, pH 4.5 Me2SnRibn 4.40 3.93 3.84 3.81
Ddc 0.02 0.02 0.01 0.01


DMSO-d6 Me2SnRibn 4.06 3.74 3.57 3.55


a The line shape was not well resolved, therefore coupling constants could not b
b Signals very broad and/or low in intensity.
c Difference between the chemical shift of the complex and the free ligand.


Table 2. 13C NMR resonances of Me2SnRibn in D2O and DMSO


C1 C2


D2O, pH 3.1 g-Ribna 179.90 70.40
RibnA 176.97 73.20


D2O, pH 4.5 Me2SnRibn 180.32 74.48
Ddc 3.35 1.28


DMSO-d6
b Me2SnRibn b 75.41


a The g-Ribn solution was allowed to rest for 1 day at room temperature in order to at
g-Ribn ratio, obtained from the 1H spectrum, was ca. 1:50.


b Signals very broad and/or low in intensity.
c Difference in chemical shift between the complex and the free ligand.
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an approximate value of 87� 3 Hz. This was used in
the Lockhart–Manders equation35 to obtain a value for the
C—Sn—C angle of ca. 141� 58, which suggests a skewed
octahedral geometry around tin.


In order to establish the conformation of the ring we
estimated the 3JH2,H3 value by the Haasnoot–Altona
equation,36 an improved version of the Karplus
equation37,38 in which the electronegativity of the
substituents is taken into account. The set of electro-
negativity values derived by Huggins39 were used by the
Authors.36 We have parameterized the Haasnoot–Altona
equation only for foura-substituents since the parameter for
tin, a b-substituent with respect to C3, is not known. From
the experimental 3JH2,H3 value (2.6 Hz), we estimate two
possible H2—C2—C3—H3 dihedral angles in the 0–1808
range: 548 and 1648. These values are in agreement with 3S2


and 2S3 conformations, respectively, shown in Figure 5.
The 1H NOESY spectrum in D2O shows the expected


spatial connections between RibnA chain protons. The

d6


H50 CH3
3J2,3


3J3,4
3J4.5


3J4,50
3J5,50


3.81 b 5.6 7.3 3.3 4.1 13.1
3.61 b
3.65 0.88 2.6 b 2.7 6.3 12.3
0.04 b
3.42 0.64


e determined.


-d6


C3 C4 C5 CH3


70.93 88.16 62.00 b
72.50 70.90 63.30 b
73.52 70.98 63.91 5.68
1.02 0.08 0.61 b


b b 64.58 b


tain the equilibrium between g-Ribn and RibnA; the mesaured RibnA:
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able 3. 13C line widths of Me2SnRibn signals at different


Figure 4. Top to bottom: 119Sn, 13C (C2–C5 region), 1H NMR spectra of Me2SnRibn in DMSO. Spectra recorded on a 300-MHz
instrument (7.05 T)
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methyl groups of Me2Sn(IV) also show connections with
H(2), H(3), and H(5) of the ligand. Further 1H NOESY
spectra were carried out at different mixing times (see
Experimental Section) to estimate the CH3—H(2) and
CH3—H(3) distances to establish the ring conformation:
for both distances we obtained a result of ca. 3 Å. Such a
value agrees with only one of the two possible values of
the H(2)–H(3) dihedral angle, that is, 1648. Therefore
the six-membered ring possesses a 2S3 conformation,
where the tin atom lies in the ring plane (Fig. 5).
Moreover, the CH3/H(5) cross-peak can be explained
considering the dimeric species because the distances
between H(5) and the methyl groups fall in a range
2.48–3.30 Å (see Computational Section).


Additional 13C spectra were acquired at different
temperatures and fields (334, 318, and 301 K at 7.05 T,
and 318, 301, 278 K at 14.09 T) to qualitatively
investigate the exchange dynamics of the system
(Table 3, Figs. 6 and 7). The 13C spectra showed a slight
shift towards higher frequencies of all signals upon
increasing the temperature.

igure 5. 3S2 (left) and 2S3 (right) conformations for mono-
eric Me2SnRibn


elds and temperatures in D2Oa


(T) T (K) C1 C2 C3 C4 C5 CH3


300 — 5 50 18 4 13
.04 318 — 5 9 8 4 56


334 — 5 7 7 4 —


278 — 7 — — 18 —
4.07 298 96 7 120 60 8 200


318 — 5 20 18 4 130


In Hz with an estimated error of 1 Hz. Where values are missing, the
tensity and/or the line width did not allow to get meaningful results.

F
m
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It is evident, from the dependence of some resonances
on temperature and field strength, that C(3), C(4), and
H(3) and to a lesser extent H(4), are involved in an
exchange process. These results are in agreement with the
proposed coordination mode shown in Figure 3, where the
oxygen on C(3) is bound to tin. Therefore the same carbon
and hydrogen atoms are broadened (Table 3). It is more
difficult to explain the similar broadening of carbon in
position 4. The conformational energy does not allow the
alkyl chain to coil so that O(4) coordinates to tin in the
monomer. However, if we consider the dimer this
discrepancy is reconciled. In the dimer, the O(4) of
one unit can interact easily with the tin atom of the other
unit. Therefore, sites 3 and 4 of Ribn are involved in the
coordination with tin, so their signals change upon
complexation. We note that the 2S3 conformation we have
proposed does allow the interaction between the hydroxyl
OH(4) and the tin atom in the dimer (Fig. 3). Such an
interaction would not be possible considering the 3S2

T
fi


B


7


1


a


in
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Figure 6. 13C spectra of Me2SnRibn in D2O at the reported temperatures for a field strength of 7.05 T
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conformer because of the large separation between the
hydroxyl OH(4) of a monomeric moiety in the dimer and
the tin atom of the other moiety.


Even though monomer and dimer are clearly subject to
an exchange process, we cannot derive quantitative
kinetic data from our measurements because solubility
problems did not allow us to explore a temperature range
where coalescence is reached. However, we note that, for
a field of 7.05 T (300 MHz for 1H), the resonance

Figure 7. 13C spectra of Me2SnRibn in D2O at the reported tem
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frequencies of 119Sn and 13C are 112 and 75 MHz,
respectively. Therefore, the observed separation of about
100 ppm between the two signals in the 119Sn spectrum
corresponds to a difference of 11 kHz (104 Hz), far too
large for reaching coalescence under chemical exchange;
thus, separate (albeit broadened) signals are recorded. In
contrast, the 1H and 13C resonances of the same two
species, assuming that the frozen spectra of the
exchanging species are separated by 0.1 ppm for protons

peratures for a field strength of 14.08 T
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and few ppm for carbons (Tables 1 and 2), would be
separated by some 30 Hz and 100 Hz, respectively. Since
we actually observe just one set of 1H and 13C signals,
although broadened, we conclude that the rate of the
monomer–dimer exchange process is larger than ca.
102 s�1.

DFT calculations


In our computational study we have taken into account the
dimerization process and solvent effects by explicitly
considering coordinating solvent molecules. Thus, we
built three different monomer model structures starting
from the 2S3 conformation of the ring as already
discussed. The three models differ for having none
(M0), one (M1), or two (M2) water molecules
coordinated to the metal (Fig. 8). We also ran calculations
for dimeric structures where the OH(4) hydroxyl group
does not interact with tin (D1) or does (D2) (Fig. 9).
Moreover, the two tin atoms have been made non-
equivalent by adding coordinating water to one of them,
as shown in Figure 9. This makes a total of four tin sites,
denoted as D1, D10, D2, and D20, where the prime
indicates the presence of an additional water molecule
coordinated to tin. This strategy was chosen to reduce the
computational effort, since the calculations for the dimer
species were quite demanding.


In Table 4 we report some relevant structural data
obtained from the optimized structures of the monomer
models together with the relative calculated chemical
shift values of 119Sn.


As reported in Table 4, the ‘bite angle’ upon the tin
atom (RO—Sn—OR0) is constant in the three monomeric
models and therefore does not depend on the tin
coordination environment. In contrast, the C—Sn—C
angle formed with the methyl groups is strongly
dependent on the coordination mode of the metal. The
value of the C—Sn—C angle estimated from the
observed 2J(119Sn—1H) coupling constant by means of
the Lockhart equation is in agreement with the value of
the angle in the model M2 (Table 4); this result suggests a

igure 8. Monomer model M2 (see text) having two water molecules coordinated to tin. Left: optimized structure, 3D view.
ight: structural formula. Water molecules are stabilized by hydrogen bond interaction with the oxygens on C1 and C3

F
R


Copyright # 2006 John Wiley & Sons, Ltd.

hexacoordinated tin for the monomeric species. On the
other hand, the calculated 119Sn chemical shift values for
M0, M1, and M2, differing in the tin coordination, are in
the typical range for a tetra-, penta-, and hexacoordinated
rings, respectively,4,14,16,17 and the experimental 119Sn
chemical shift calculated is close to the calculated value
for the model M1. This apparent contradiction indicates
that the solvent molecule in the coordination sphere is
exchanged with the bulk solvent on the NMR time scale.
One could expect the structural data, obtained indirectly
from the value of the proton–tin coupling constant and
from the tin chemical shift, to be consistent only in the
case that the geometry of the compound is unequivocally
determined.


Finally, as already mentioned, the calculated dihedral
angle between H(2) and H(3) in the optimized structures
was of ca. 1668, in good agreement with the value of 1648
obtained from the Haasnoot–Altona equation. The
calculated distances H(2)—CH3 and H(3)—CH3 obtained
from the optimized structures in the 2S3 conformation
were between 3.0 and 3.6 Å, in agreement with the
experimental distances obtained from the NOESY
spectra. A structure with a 3S2 ring conformation was
also optimized for comparison: the resulting H(2)—CH3


distance was ca. 5–6 Å and the H(3)—CH3 distance was
about 4 Å. These distances are not compatible with
the observed NOESY correlation, thus confirming the
existence in solution of a preferred conformation of the
complex.


In Table 5 we report some relevant structural data and
NMR properties obtained from the optimized structures
of the dimer models. Also in this case, the RO—Sn—OR0


bite angle upon tin is not dependent on its coordination
environment.


For the hexacoordinated tin atoms D10 and D2 (in the
former case the sixth ligand is a water molecule while in
the latter one is the hydroxyl group on C4) the calculated
C—Sn—C angle is in very good agreement with the
experimental data. The calculated 119Sn chemical
shift for D10 is also in good agreement with the
experimental result, while the calculated value for D2
model is 40–50 ppm lower. As already discussed for the
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Table 4. Calculated and experimental structural and NMR
data for the monomer models


Calc. Exp.


Model M0 M1 M2
No. of water molecules 0 1 2
Coordinationa Td Tbp Oh
C–Sn–C angle (deg) 119 122 135 141� 5c


O–Sn–O angle (deg)b 96.9 96.8 96.7
d(119Sn) B3PW91 (ppm) 80.2 �102.8 �188.4 �114
d(119Sn) B3LYP (ppm) 102.6 �125.1 �198.5


a Td, tethraedral; Tbp, trigonal bipyramidal; Oh, octhaedral.
b Bite angle O(carboxylic)–Sn–O(3).
c Bond angle estimated from 2J(1H, 119Sn) through the Lockhart equation.34


Table 5. Calculated and experimental structural and NMR data


Model D1 D10


No. H2O/OH(4) groupa 0 1
Symmetryb Tbp Oh
C–Sn–C angle (deg) 131 142
O–Sn–O angle (deg)c 86.5 87.6
d(119Sn) B3PW91 (ppm) �174.1 �220.1
d(119Sn) B3LYP (ppm) �185.5 �231.3


a The column with 1/OH(4) indicates the coordination of one water molecule an
b Tbp, trigonal bipyramidal; Oh, octahedral; Hept, heptacoordinated.
c Bite angle O(carboxylic)–Sn–O(3).
d Bond angle estimated from 2J(1H, 119Sn) through the Lockhart equation.34


Figure 9. Dimer models D1 and D10 (left) and D2 and D20 (right). Top: optimized structures, 3D view. Bottom: structural
formulas. For clarity, methyl groups on tin are not shown. In both cases the two tin atoms are non-equivalent due to a
coordinating water molecule on only one site
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monomeric species, based on these results we cannot
exclude the occurrence of coordination modes as in D10


and D2. In fact, also for the dimer, it is likely that the
coordination of a water molecule and the additional
coordination from the OH(4) group is a dynamic process
on the NMR time scale. What we observe from the NMR
experiment is only the average result, both for the
chemical shift as well as for the C—Sn—C angle obtained
from the proton–tin coupling constant. We note that the
distances Sn—OH(4) obtained for the model dimers are
in the range 2.48–2.67 Å, thus indicating the possibility of
a strong interaction between tin and OH(4). Finally,
concerning the observed NOESY correlation between

for dimer models


Calc. Exp.


D2 D20


OH(4) 1/OH(4)
Oh Hept


142 165 141� 5d


84.6 85.6
�253.9 �416.4 �215
�265.7 �436.8


d the OH(4) group at the same time upon tin.
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the methyl groups and H(5), we note that, from the
optimized structures of the model dimers, the distance
between the CH3 protons of one unit and the H(5) of the
other unit in the dimer are ca. 2.50 Å; this easily explains
the presence of cross-peaks in the NOESY spectra arising
from the dimer.


In contrast, pentacoordinated tin as in D1 can be
excluded because tin could easily bind one further
molecule of solvent (like in D10) while the heptacoordi-
nated tin as in D20 can be ruled out because of significant
deviations of the calculated data from the experimental
results (Table 5).


The comparison between the B3PW91 and B3LYP
functionals, here and in the case of the monomeric
structure, shows that the chemical shift values of tin
obtained with the latter functional are systematically
shifted towards lower frequencies with respect to the
former one. The performance is, however, similarly good
in both cases.

CONCLUSIONS


In this work we have reported on the structural
characterization in solution of a new complex between
dimethyltin(IV) and D-ribonic acid. We have found that in
water and DMSO there is an equilibrium between a
monomeric and a dimeric form. This has been clearly
deduced from the presence of two signals in the 119Sn
NMR spectrum of the complex. The analyses of the line
widths, of some 13C resonances and of their temperature
and field dependence have given some indications
concerning the conformational structure of both the
monomer and the dimer species. For the dimer the
coordinating solvent is competing with the hydroxyl
group on C4 in coordinating to the sixth position of a
octahedral geometry around tin, while for the monomer it
is only the solvent which is involved in a dynamical
coordination of tin.


DFT calculations of the geometry and NMR properties
of tin support the proposed structures of the monomer and
dimer in solution. Moreover, the comparison of the
calculated and experimental chemical shifts has been very
useful in the assignment of the resonances observed in the
119Sn spectrum. We also stress the importance of
considering exchange processes of solvent molecules in
the coordination sphere of tin in order to properly
understand the actual coordination of tin(IV) and the
experimental NMR results obtained in coordinating
solvents.
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ABSTRACT: Three recent publications on multi-parameter correlations of solvent effects on solvolytic reactivity are
re-examined, by considering ‘similarity’ and/or ‘analogy’. Systematic errors due to compensation effects and to
comparisons between dissimilar processes are found. Models for solvent nucleophilicity involving dissimilar
spectroscopic processes (e.g. b or B parameters) give insensitive measures of low nucleophilicity. From qualitative
considerations based on structural similarities, it is predicted that the sensitivities to changes to solvent polarity for
solvolyses of chloroalkanes should be in the order: 1-adamantyl (3)> 2-methyl-2-adamantyl (1)> t-butyl (2). The
predictions are confirmed quantitatively by simple linear free-energy relationships and similarity models, involving
correlations with YCl (based on solvolyses of 1-chloroadamantane) or ET(30) (based on solvatochromism). Multi-
parameter correlations, indicating that solvolyses of 1 show a low sensitivity to both solvent polarity and electro-
philicity, and also a negative sensitivity to solvent nucleophilicity, are shown to be unreliable. Large errors are also
evident in recent KOMPH2 calculations. Conclusions are supported by comparing several multi-parameter treatments
of solvolyses of 4-methoxyneophyl tosylate, for which there is a reliable set of kinetic data and a generally accepted
mechanism. Copyright # 2006 John Wiley & Sons, Ltd.


KEYWORDS: solvolysis; kinetics; tertiary halides; similarity models; multi-parameter correlations


INTRODUCTION


Reasoning based on analogies is frequently applied to
qualitative considerations of organic reaction mechan-
isms, and the reasoning can also be extended quantitat-
ively to reaction kinetics using ‘similarity models’1,2 and
linear free energy relationships (LFER), alternatively
referred to as ‘quantitative analogy models’.1b The
concept of similarity models has evolved slowly over
decades,3a beginning with applications of the Brønsted
and Hammett equations;3b although usually expressed as
relationships between rate constants and equilibrium
ionization constants, closer ‘similarity’ can be claimed
because changes in equilibrium constants reflect mainly
changes in rates of ionization (because rates of the reverse
reactions are very similar).4 Consequently, typical
Brønsted and Hammett plots could be regarded as
similarities between two rate processes, rather than
between a rate process and an equilibrium process.


Another early example of similarity is the correlation
for various solvents of X-H IR stretching frequencies


(proportional to energies) for a wide range of solutes (e.g.
HCl, MeOH, PhNH2) with the N-H stretching frequencies
of pyrrole in the same solvent.2c,5 In an influential review
chapter, the importance of similarity in LFER was re-
emphasised,1a and the Brønsted coefficient was later
referred to as a ‘similarity coefficient’;6 this terminology
was adopted in a recent text for all LFER of the general
formula, DG¼ a DGsþ c, where DGs refers to a standard
process, DG (or log k) refers to a process under
investigation and a is the similarity coefficient.7


Initially, only a small number of similarity models were
investigated (e.g. ionization constants of benzoic acids
gave empirical parameters for aromatic substituent effects
(s3b), and solvolyses of t-butyl chloride gave a parameter
referred to as solvent ionizing power (Y8). Subsequently,
additional model processes were used to define other
important parameters [(e.g. s�,9sþ,10 Z,11 and
ET(30)


12,13], and a proliferation of parameters was
gathering momentum. As a wide range of parameters is
now available for correlations, appropriate choices can be
based on analogy or similarity. Some of the problems
associated with the proliferation of ‘fundamental’
parameters then become opportunities because a wider
range of similarity models become available (a closer
similarity model is then more likely).
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Reflecting the great diversity of organic reactions,
equations were also introduced capable of showing blends
of behaviour (e.g. r, blending between s and sþ,14 or Q,
blending between SN2 and SN1 solvolyses15). Multi-
parameter equations correlating solvent effects were also
investigated,16–18a and a fundamental debate later ensued
on whether LFERs were local empirical rules (i.e.
similarity models) or fundamental laws of chemistry.1a,19


Further details of the extensive background and many
aspects omitted in the above brief introduction are given
elsewhere.1,2,7,19a


Multiple linear regression is a very versatile procedure,
especially for interpreting solvent effects,16–18a and its
popularity has increased owing to the ready availability of
statistical packages for PCs. Ideally, interpretations based
on linear regression using relatively simple comparisons
should not conflict with interpretations based on multiple
linear regressions: for example recent multi-parameter
correlations for the competing reaction channels for
solvolyses of benzoyl chloride and substituted derivative-
s,20a,b are in satisfactory agreement with previous work
using single-parameter similarity models;20c,d,e the corre-
lations were sufficiently precise to reveal mechanistic
changes, and there is independent support from substituent
effects and variations in product selectivities.20e,f


Until recently, there also appeared to be broad
agreement that the rates of solvolyses of tertiary
haloalkanes depended mainly on ‘solvent polarity’, and
that the response to solvent nucleophilicity was small but
significant for t-butyl chloride.21 However, two recent
studies using multiple linear regressions have claimed a
negative dependence of rates on solvent nucleophili-
city,22,23 implying a need for revision of accepted
mechanisms. It was also argued that ‘uses of simple
solvolytic correlations may be invalid even for similar
types of substrates for example tertiary haloalkanes’.23


Another recent paper,24a re-emphasises earlier claims24b


that solvolyses of haloalkanes show variations in
responses to solvent electrophilicity rather than nucleo-
philicity.


Our aim is to investigate the causes of the diverse
interpretations.21–24 Continuing the role of solvolytic
reactions as a testing ground for new developments in
physical organic chemistry, we draw more general
conclusions about the reliability of predictions of rate
constants based either on simple similarity models or on
multiple linear regressions. Analysis of the magnitudes of
errors will play an important role.


RESULTS AND DISCUSSION


Kinetic data were either assembled directly or calculated
from published data, as described in the footnotes to
tables. All statistical calculations were performed using
Microsoft Excel. Some of the calculations reported by
other research groups23,24a were repeated, and the results


agreed (except for a different definition of the correlation
coefficient in Ref. 24a).


Estimates of errors


The correlations which led to the above quotation23 are
based on the KATequation (1),19c,21d in which logarithms
of rate constants (k) are related to the following solvent
properties: solvent dipolarity and polarizability (p�),
hydrogen-bond donor acidity or electrophilicity (a),
hydrogen-bond acceptor basicity or nucleophilicity (b)
and the Hildebrand solubility parameter (dH). Multiple
linear regression (e.g. using Excel) gives optimised values
of the coefficients s, a, b, and h, as well as for the intercept
log k0 term, which refer to solvolyses in cyclohexane
(p�¼a¼b¼ 0.00), if dH


2 is excluded. As values of k0 are
not usually known reliably (or not known at all), log k0
becomes a fifth freely adjustable parameter.


log k ¼ log k0 þ sp � þaaþ bbþ hd2H (1)


In addition to typically quoted statistical results, Excel
shows the upper and lower limits for the values of
optimised variables (slopes/coefficients and intercepts)
for a 95% confidence level; these are typically about two
to three times greater than the standard errors.25 Even
then, errors are underestimated, because it is assumed that
there are no errors in the independent/explanatory
variables. Additional uncertainties may arise if rate data
at one temperature are correlated with solvent parameters
determined at a different temperature. In practice, the
value of a particular solvent parameter will not be known
exactly and uncertainties could be large: for example two
values of b for water are 0.1823 to 0.50.26 Comparing
independent data for six protic solvents (water, MeOH,
EtOH, n-PrOH, i-PrOH, and n-BuOH), average absolute
deviations are: p� (0.02), a (0.06), and b (0.09).23,26


Relatively large uncertainties (10–20%) in absolute
values of KAT parameters have been quoted,27 and
sources of the uncertainties are discussed elsewhere.28


Responses of solvolyses to solvent polarity


Results from Eqn. (1) for a range of protic and aprotic
solvents for 2-methyl-2-chloroadamantane (1), and
t-butyl chloride (2) are summarised in Table 1. Values
for coefficients are quoted with the precision stated in the
original papers,21d,23 but we have added the standard
errors for solvolyses of 1.


Considering the standard errors, the values for the
parameters in Table 1 are quoted to an optimistic
precision, for example the predicted value of log k0 for
solvolyses of 1 in cyclohexane is quoted as �5.409, and
the possible range of�6.33 to�4.49 (at 95% confidence)
should be accessible experimentally; attempts were made
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to determine the value, but it was reported to be
‘extremely slow at temperatures up to 100 8C’.23 Even
allowing for large uncertainties, there appear to be
significant differences between the values of the s, a and b
parameters for 1 and 2 (Table 1). Solvolyses of 2 appear to
be more sensitive to p�, a and b than 1, and solvolyses of
1 have a negative sensitivity to b. Surprisingly, it is
predicted that the rate constant for solvolysis of 1 in
cyclohexane (at 60 8C) is 109-fold greater than that for 2
(at 25 8C), whereas in ethanol at 50 8C, the rate ratio 1/2 is
only 20-fold.23,30


The greater sensitivity of 2 (compared with 1) to
solvent polarity based on p�and a (Table 1) is the opposite
of that expected from our published data,29 based on a
modified Grunwald–Winstein (GW) equation (2) in
which logarithms of rate constants (k) relative to
solvolyses in 80% ethanol/water (k0) are related to an
adjustable parameter (m), a residual term (c, often close to
0.00), and YCl (referred to as the solvent ionizing power,
that is ‘polarity’), defined by m¼ 1 for solvolyses of
1-chloroadamantane (3) at 25 8C (Table 2).21a,32In protic
solvents, the order of m values (a measure of the
sensitivity to solvent polarity) is 3> 1> 2, as might be
expected qualitatively from structural similarities.


log ðk=k0Þ ¼ mYCl þ c (2)


Of the many possible scales of solvent polarity,37 we
also investigated correlations involving ET(30), based on
changes in the solvent effects of a betaine dye.12,13,18b,33


Although, as a non-kinetic process there is not a close
similarity to solvolysis, ET(30) is a leading indicator of
solvent polarity and has the advantage that aprotic
solvents could be included. Data for solvolyses of 1–3
in protic solvents at 25 8C are correlated using Eqn. (3)
(Table 2), to allow direct comparisons with m values
(Eqn. (2); only short temperature extrapolations were
required for solvolyses of 1. As expected, correlations


Table 1. KAT correlations (Eqn 1) for solvolyses of 2-chloro-
2-methyladamantane (1), and 2-chloro-2-methylpropane/
t-butyl chloride (2) in protic and aprotic solvents


Parameter


2-Me-2-AdCl (1)a t-BuCl (2)b


Value Standard error Value Standard error


log k0 �5.409 0.42 �14.60 0.29
s (p�) 2.219c,d 0.35 5.10 0.37
a (a) 2.505c,d 0.12 4.17 0.11
b (b) �1.823c,d 0.24 0.73 0.21
100h 0.48 0.07
r 0.996 0.997


a Based on kinetic data for 10 protic and 5 aprotic solvents at 60 8C (Ref. 23).
b Based on kinetic data for 11 protic and 10 aprotic solvents at 25 8C (Ref.
21d).
c Recalculating the data point for water at 60 8C, using our value (footnote d)
of k¼ ca. 0.7 s�1 at 25 8C (extrapolation based on Eqn (2), Refs. 21a and
29), and assuming DH 6¼ ¼ 23 kcal/mol (Refs. 21a and 30), gives k¼ ca.
47 s�1 (in contrast to the published calculated value of 0.57 s�1); the revised
correlation is then log k¼�7.3 (�1.1)þ 4.2 (�0.9) p�þ 3.0 (�0.3) a�1.4
(�0.7) b (r¼ 0.975), that is a greater response to p� and a; if the b term is
omitted, log k¼�9.3 (�0.7)þ 5.5 (�0.8) p�þ 3.4 (�0.3) a (r¼ 0.965).
dComparing published rate data (Ref. 23) for solvolyses of 2-chloro-2-
methyladamantane (1) in aqueous ethanol (k� 104/s�1) at 25 8C with data
from two independent groups (Refs. 29 and 31) indicates overestimates in
highly ethanolic media and underestimates in more aqueous media: 80%
[104k¼ 1.45 (Ref. 23), 0.64 (Ref. 31)]; 70% [3.63 (Ref. 23), 2.45 (Ref. 31)];
50% [29.5 (Ref. 23), 34.0 (Ref. 31)]; 40% [51 (Ref. 23), 118 (Ref. 29)];
extrapolation of the older data (Refs. 29 and 31), which is assumed to be
more reliable, versusYCl (Eqn (2) gives k¼ ca. 0.7 (�0.3) s�1 for water, ca.
15-fold faster than the published value of 4.73� 10�2 s�1, obtained by
similar extrapolations versusY (Ref. 23).


Table 2. Slopes of correlations of rate constants for solvo-
lyses of 1–4 in protic solvents using one term Eqns (2) and (3)
for solvent polarity


Substrate


YCl (Eqn 2)a ET(30) (Eqn 3)b


m r m30 r


1 0.90� 0.02c 0.998 0.42� 0.05d 0.956
(0.32� 0.05)e 0.915


2 0.75� 0.01f 0.997 0.35� 0.04g 0.956
3 1.00h 0.65� 0.07i 0.975
4 j 0.20� 0.03k 0.944


a YCl values from Refs. 21a and 32.
bET(30) values from Refs. 18b and 33.
c For 80, 70, 50 and 40% v/v ethanol/water, 97% w/w trifluoroethanol
(TFE)/water and 97% hexafluoroisopropanol (HFIP)/water at 25 8C (Refs.
29 and 31), with no significant deviations shown by the latter two less
nucleophilic solvents.
d For nine protic solvents at 25 8C, c¼�26.7� 2.7, s.d.¼ 0.74; solvents:
TFE (log k¼�1.4), 97% HFIP (0.24), ethane-1,2-diol (�3.84), extrapo-
lated data for MeOH (�4.51), EtOH (�5.60), n-PrOH (�5.22), i-PrOH
(�5.72), and n-BuOH (�5.01) (Ref. 23), and revised data for water (Table 1,
footnote d), but omitting data for acetic acid because the activation
parameters are very unusual.
e Using the original data at 60 8C (Ref. 23) for 10 protic solvents
(c¼�20.0� 2.8); adding data for 5 aprotic solvents to the 10 protic
solvents at 60 8C (Ref. 23) gave m30¼ 0.25� 0.05, c¼�15.6� 1.7,
s.d.¼ 0.82, r¼ 0.906.
f For a range of aqueous acetone, ethanol and methanol mixtures (10–80% v/
v) at 25 8C (Ref. 21a); a two-parameter equation for a wider range of
solvents and allowing for changes in solvent nucleophilicity gives
m¼ 0.86� 0.02, r¼ 0.993 (Ref. 21e).
g For 11 protic solvents at 25 8C, c¼�24.8� 2.0, s.d.¼ 0.70 (kinetic data
from Ref. 21d); adding 10 aprotic solvents at 25 8C (Ref. 21d) gave
m30¼ 0.34� 0.02, c¼�23.8� 0.8, s.d.¼ 0.59, r¼ 0.980; a plot for these
and additional data is given in Ref. 33.
h By definition.
i For six solvents (water, MeOH, EtOH, TFE, HFIP and AcOH) at 25 8C
(Ref. 21a) (c¼�36.0� 4.3, s.d.¼ 0.84).
jA correlation with YOTs is required (Refs. 34a and 34b).
k For six protic solvents at 75 8C, c¼�13.4� 2.0, s.d.¼ 0.39 (kinetic data
from Refs. 34a and 35a); extrapolations collated in Ref. 36 (revising data for
AcOH to log k¼�2.77 and omitting data for formic acid); including nine
aprotic solvents at 75 8C (data from Ref. 35a) gave m30¼ 0.20� 0.01,
c¼ 13.5� 0.6, s.d.¼ 0.41, r¼ 0.977, n¼ 15.
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based on Eqn (3) are not as precise as those based on Eqn
(2), but the m30 values for 1 are the same or higher than
those for 2, strongly supporting the above conclusion
based on Eqn (2).


log k ¼ mð30Þ ETð30Þ þ c (3)


To avoid debates21–24 about mechanisms of solvo-
lyses of chloroalkanes 1–3, data for solvolyses of 4-
methoxyneophyl tosylate (4) have been included in Table
2.34,35 The agreed34,35 solvolysis mechanism for 4
involves ionization and rearrangement with anchimeric
assistance by the 4-methoxyphenyl group through a
transition state in which positive charge is highly
delocalised (so m30 is very low, Table 2).


Unlike bridgehead substrates such as 3, the avail-
ability of methyl groups in 1 and 2 could lead to
elimination, and this may complicate the correlations.
Also the experimental kinetic data for solvolyses of 1
and 2 in aprotic solvents are not as reliable as those for
protic solvents; results may be affected by: (i) the
presence of traces of polar impurities such as water;
(ii) greater temperature extrapolations;38 (iii) assumed
activation energies; also correlations with gas-phase
data have been used to predict ‘observed’ rates for some
of the slower solvolyses (e.g. solvolyses of 2 in THF
and EtOAc—Ref. 39a). Despite these uncertainties,
inclusion of data for both protic and aprotic solvents for
solvolyses of 1, 2 and 4 show no significant changes in
slopes or intercepts (Table 2, footnotes e, g and k),
but the correlations for 1 are less ‘robust’ (with larger
errors) than for 2 and 4 (e.g. see the various calculated
values of the intercept c).


However, one reason that the correlations for 1 using
Eqn (3) (Table 2) are not greatly affected by inclusion of
the five aprotic solvents is because the span of ET(30)
values is small (4.1 kcal/mol), compared with the
range of protic solvents (14.7 kcal/mol).18b,33 Data for
the 2-bromo-derivative of 1 in a wider range of aprotic
solvents do show a change in slope from aprotic to protic
solvents, consistent with a mechanistic change.22


Unexpectedly, the response to changes in solvent polarity
is greater in the aprotic solvents, but the kinetic data are
questionable because they were calculated from exceed-
ingly low extents of reaction.22


Unreliable kinetic data also appear to have contributed
to the unexpected results for solvolyses of 1.23 A large
error in a rate constant for a polar solvent such as water
exerts leverage in the correlation, and when the published
correlation at 60 8C using Eqn (1) is repeated with our
revised estimate for water (Table 1, footnote d), the
sensitivity to p� and a increases about 50% (see Table 1,
footnote c). Data for acetic acid showed unexpectedly
high values (especially for an aliquot procedure), and very
unusual activation parameters.23


The reliability of Eqn (1) was investigated further
by truncation to Eqn (4) (the bb term is small). Data


for solvolyses of 2 and 3 in protic media at 25 8C, have
previously been correlated with p� and a (Eqn (4),39b and
comparisons with solvolyses of 1 and with ET(30) in the
same solvents can now be made (Table 3).


log k ¼ log k0 þ sp� þ aa ð4Þ


Correlations for solvolyses of 1, using Eqn (4) and
either our 25 8C data set or the original data at 60 8C, give
higher coefficients for responses to polarity (s and a) than
those obtained using Eqn (1), but the standard errors are
relatively large. It appears that the anomalously low
response to solvent polarity, predicted by Eqn (1), is
related to the unexpected negative coefficient (b) to b
(Eqn 1). The opportunity for unreliable results is
emphasised by a correlation of the sum of (p�þa) with
b which has a negative slope (�1.4) and a respectable
correlation coefficient (r¼ 0.966) for 6 of the 7 solvent
data set (Table 3, excluding formic acid); for the 15
solvent data set (Table 1)23 including aprotic solvents,
r¼ 0.64. Consequently, if the correct response to b is that
it is negligible, a false response to b could be computed,
and a false negative response will lead simultaneously to
an anomalously low response to solvent ‘polarity’
(p�þa).


The above argument would be valid for any combination
of p� and a, and the sum of the two is simply an illustration
of the possibility of unreliable results from optimisations.
Another example is the prediction40a that solvolyses
of methyl tosylate show a negative response to anion-
solvating tendency (acity, i.e. electrophilicity); the antith-
esis, a more positive response to solvent cation-solvating
tendency (basity, i.e. nucleophilicity), makes much more


Table 3. Correlations using Eqn (4) for solvolyses of 1–4 in
protic solvents at 25 8Ca


Substrate s a r n


1b 4.97� 1.04 4.31� 0.54 0.976 9
(1 3.27� 0.32 3.97� 0.17 0.997 9)c


2d,e 8.38� 1.57 2.86� 0.63 0.967 7f


3d,g 9.67� 2.58 4.95� 1.04 0.957 7f


4h 2.74� 0.72 2.37� 0.29 0.979 7f


ET(30)
i 14.9� 2.3 8.28� 1.17 0.978 9j


a Errors shown are standard errors.
b Kinetic data from Table 2, footnote d; log ko¼�11.4� 0.8.
c For the same nine solvents but at 60 8C, and with the original data reported
in Ref. 23; log ko¼�8.64� 0.24.
d Data from Ref. 39b.
e Log ko¼�9.2� 1.3.
f The same solvents are studied for all three correlations with n¼ 7, see
footnote h.
g Log ko¼�12.1� 2.2.
h Log ko¼�9.3� 0.6; data from Refs. 34a and 35a, solvent (log k): water
(�3.45), MeOH (�5.29), EtOH (�5.75), TFE (�3.49), HFIP (�2.59),
AcOH (�5.27), formic acid (�3.08).
i Intercept 36.6� 1.7.
j For the same nine protic solvents as for 1.
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chemical sense (e.g. compare entries 1, 2, 5, and 11 in
Table VI of Ref. 40a); several other anomalous predictions
have been calculated.40b A variation on Eqn (1) has been
developed (codename KOMPH2, discussed later),24a in
which solvatochromic parameters are avoided; this shows
an analogous negative response to hydrogen-bond
donation (i.e. electrophilicity) in correlations with the
solvent nucleophilicity parameter NOTs, based on solvo-
lyses ofmethyl tosylate. Also, several ‘correlations without
causality’ were recognised by the negative coefficients in
the term for solvent basicity,24a a preferable alternative to
proposals22,23 of unusual mechanisms.


Separation of electrostatic
and electrophilic effects


There is a long-standing debate about whether rates of
solvolyses of 3 show a greater response to hydrogen-bond
donation (solvent electrophilicity) than solvolyses of
2,21a,24 and this was given prominence in the title of a
recent paper.24a It is suggested24 that a greater response
to electrophilic effects for 3 has been incorrectly21a


attributed to a greater response to solvent nucleophilicity
for 2 (strongly electrophilic solvents are weak nucleo-
philes,21d and this led to the incorrect assignments noted
above). Importantly, more recent work21b–21jhas strength-
ened the evidence21a,29that data for 2 can be explained by
changes in solvent nucleophilicity, in combination with
a term for solvent polarity. Comparisons of chloroal-
kanes with dimethylsulfonium salts, for which the
response to solvent polarity is very low, are particularly
significant.21c


Now, we examine critically the evidence for a recent
alternative interpretation.24a We will discuss how the
above results (Tables 1–3) allow further insights into the
problems which arise when attempting to separate
the electrostatic and electrophilic contributions to
observed rates of solvolyses.


Single scales of solvent polarity [(e.g. Y, YX, or
ET(30)] may be regarded as combinations of p� and a


(Eqn (4);26,39b,41YX values are based on adamantyl-X
substrates, where X is the leaving group.32 As there are
only seven data points and three adjustable parameters,
the standard errors are so large that the values of the
coefficients s and a could be the same for Y and YCl; for
example values of a¼ 2.86 for Yand 4.95 for YCl (Table 3)
are the same within 95% confidence (ca. 2–3� standard
error), and the large uncertainty in the value of a (2.86) for
Y is further supported by the value of 4.17 obtained from
Eqn (1), Table 1. A suitably cautious interpretation of
trends in a for various YX scales was given,39b recognising
that KAT correlations involving only protic solvents are
far less reliable.21d


A less cautious interpretation of similarly limited data
was recently published using KOMPH2.24a For illus-
tration, we have recalculated some of the results after
truncating KOMPH2 to avoid the incorrect b term noted
above;24a in Eqn (5), the natural log of the rate constant is
related to the three solvent parameters, bulk dielectric
constant/relative permittivity (er), a measure of hydrogen-
bond donation (a0), and cohesive energy density (CED),
by optimising x1, x2, x3, and c.


ln k ¼ x1 ½ð"r � 1Þ=ð2"r � 1Þ� þ x2 a
0 þ x3 CEDþ c


(5)


The results (Table 4) again show large standard errors,
in part because of the small number of input data when the
four adjustable parameters were optimised. Despite the
large uncertainties, it was concluded24a that solvolyses of
1-chloroadamantane (3) showed a significantly greater
dependence on a0 than solvolyses of t-butyl chloride (2).
The same trend was observed for corresponding dimethyl
sulfonium salts (Table 4),24a with solvolyses of 1-Ad
SMeþ2 showing a small positive response to changes in
solvent electrophilicity (a0), and solvolyses of t-BuSMeþ2
showing a small negative response; the negative sign of
the coefficient in a0 was judged to be ‘remarkable’.24a


The mechanistic (or any other) explanation for the
difference in sign of response to a0 for the two sulfonium
salts was recognised as ‘not obvious’.24a It is not


Table 4. Correlations of rate constants for solvolyses of 1-adamantyl and t-butyl substrates using truncated KOMPH2 (Eqn 5)


Parameter (substrate) 1-AdCl (3)a t-BuCl (2)b 1-AdSþMe2
c,d t-BuSþMe2


c,e


x1 (er term) 57.1� 29.2 44.9� 20.4 0.9� 4.4 �1.3� 4.3
x2 (a


0 term) 72.0� 13.9 44.0� 9.7 5.0� 1.8f �11.0� 1.8f


x3 (CED term) 12.6� 4.3 11.7� 3.0 0.2� 0.6 0.4� 0.6
c �47.6� 12.7 �36.0� 8.8 �0.6� 2.0 5.2� 1.9
r 0.970 0.970 0.837 0.961
n 7 7 8 8


a Results and data (YCl at 25 8C) correspond to Eqn 12 of Ref. 24a, with standard errors added.
b Results and data (Y at 25 8C) correspond to Eqn (4) of Ref. 24a, with a revised data point for water and standard errors added.
c Input data (ln k� 106) from Ref. 24a; correlations including a small b term are in Eqns 14 and 17 of Ref. 24a.
d At 70.4 8C; kinetic data from Ref. 21c.
e At 50 8C; kinetic data from Refs. 21c and 42.
f Almost identical slopes are obtained if the rate data are correlated simply with the a0 term (Eqns 15 and 18) of Ref. 24a.
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reasonable for two very similar solvolyses to show
opposite responses to changes in solvent electrophilicity.
A more plausible interpretation is that the responses to
solvent electrophilicity for t-BuSMeþ2 and 1-Ad SMeþ2
are the same within statistical uncertainties, and are close
to zero. This alternative viewpoint implies that the true
errors in the coefficients (not simply the standard errors
quoted) are so large that the correlations using Eqn (5)
(Table 4) are unreliable.


Also, the surprising prediction based on the intercept
that t-BuSMeþ2 would react at 50 8C ‘about 100’-times
faster than 1-Ad SMeþ2 at 70 8C in the gas phasewas noted
to be incorrect.24a The ‘explanation’24a may be unnecess-
ary because the errors are very large. Nevertheless, it was
proposed that the intercept referred to high dielectric
media, implying that there would be a non-linear
correlation if data points for low dielectric media and
the gas phase are added to the same plot. If correlations
were indeed non-linear, further advantages of Hammett
and GW correlations become apparent because the
reference points (H for substituents and 80% ethanol/
water for solvents) are usually close to the middle of the
range of data under investigation. Correlations may then
be more reliable because they assess directly a small
perturbation from the centrally located reference sub-
stituent or solvent.


It is assumed24a that the electrostatic and electrophilic
effects have been separated completely (i.e. without
cross-contamination), despite clear acceptance24a of the
evidence (noted above) that false, negative coefficients
for b0 can be obtained from KOMPH2 correlations. In
KOMPH2 (Eqn (5) the p� term is replaced by a function
of er, a bulk solvent property relevant to the separation
of ions (i.e. dissociation). The description of Y values
as ‘ionizing power’ is carefully chosen to distinguish it
from ‘dissociating power’ because formation of contact
ion pairs (or related transition states) is the rate-
determining step in many solvolytic reactions of alkyl
substrates.35 Macroscopic solvent properties such as er
have long been regarded as inappropriate for the
microscopic events leading to solvolysis transition
states.43


Parameters for solvent nucleophilicity (N)


Early studies of solvolyses in solvents of very low N (e.g.
TFA,44 sulphuric acid,45a and fluorosulfonic acid45b)
showed enhanced structural effects due to weaker cation-
solvation, which led to increased electron demand from
the organic residue. Later, quantitative scales were
developed (Table 5), and extensive kinetic data were
obtained conveniently in alcohols of low N (e.g. 2,2,2-
trifluoroethanol (TFE), hexafluoroisopropanol (HFIP)
and others47). Research up to 1996 has been reviewed,48


including: (i) examples of successful correlations
combining Y and N; (ii) other parameters for cation-


solvation by electron-pair donation (e.g. donor number
and basity).


Various relatively stable carbocations such as
4-methoxybenzyl react rapidly with HFIP (at 20 8C,
k¼ 3� 102 s�1) and more rapidly with TFE (at 20 8C,
k¼ 4� 106 s�1).46d These and other data46d provide
relatively direct measures of N,46c and support other N
scales (Table 5) showing that TFE is significantly more
nucleophilic than HFIP. The identical b values of zero for
TFE and HFIP show that b is not a reliable guide to N.


Also, b0 values for HFIP and formic acid are zero,
whereas NOTs and NT values show that HFIP is much less
nucleophilic than formic acid. Although some of the
weakly nucleophilic solvents are so acidic that the
substrate may be protonated,49b the observation of stable
cations in very weakly nucleophilic media shows that
significantly less nucleophilic media are available.49b


Values of b and b0 of zero refer to media of ‘zero’
nucleophilicity (cyclohexane and the gas phase, respect-
ively). As b and b0 values for HFIP are also zero (Table 5),
these scales lack sensitivity in regions of low N.


When b or b0 values for aprotic and protic solvents are
compared, even more surprising results are apparent; for
example DMSO, DMF and acetone have higher b0 values
than ethanol;24a nitromethane has a higher b value than


Table 5. Comparison of parameters for solvent nucleophi-
licity (N) and hydrogen-bond donation (basicity, b) for 2,2,2-
trifluoroethanol (TFE) and hexafluoroisopropanol (HFIP)


Parameter


Value for various solvents


97% HFIP TFE 97% TFE EtOH


NOTs
a �4.27 �3.0 �2.79 0.00


NT
b �5.26 �3.93 �3.3 0.37


N1
c (�1.2)d þ1.23 1.8 7.44


b or b1
e 0.0 0.0 0.77


b0f 0.00 0.0203 0.1203
b2


g 0.03 0.18 0.44
Bh (0.85)i (1.3)i 2.81


a Based on pseudo first-order rate constants for SN2 solvolyses of methyl
tosylate at 50 8C, corrected for solvent ionizing power (Ref. 46a).
b Based on pseudo first-order rate constants for SN2 solvolyses of
S-methyldibenzthiophenium triflate at 25.1 8C (Ref. 46b).
c Based on pseudo first order rate constants for reactions of benzhydrylium
cations with solvent at 20 8C (Ref. 46c).
d Based on a correlation withNT (Ref. 46c), but other kinetic data for cations
confirm large rate differences between TFE and HFIP (see Table 6 of Ref.
46d).
e The original b values of solvents (Ref. 39) may be referred to as b1; they
are based on UV data for suitable pairs of indicators (e.g. nitroaromatic
alcohols and ethers).
f Based on free energies of transfer of potassium ions, with two correction
terms (Ref. 24a).
g Basicity of monomers; a solute property determined in dilute solution from
equilibria involving reference hydrogen-bond donors (Ref. 46e).
h Based on changes in MeOD IR stretching frequencies (Ref. 22); values for
protic solvents cannot be determined directly because of exchange, and then
values may be obtained from changes in PhOH stretching frequencies in
dilute solutions (Ref. 46f), so they are not properties of the bulk solvent;
unexpectedly, values for methanol and acetone are almost identical.
i Extrapolated from a correlation of B with NOTs (Ref. 22).
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water;23b and b0 are determined from model processes
which do not involve formation of covalent bonds (see
footnotes to Table 5), and they do not appear to be reliable
similarity models for nucleophilicity.


The original b parameter is a property of the solvent,
and may be referred to as b1. A solute property (b2,
obtained from monomeric species) does show differences
between HFIP and TFE (Table 5). Improvements in
experimental methods have also led to revised b1 values,
which also show lower values for HFIP than TFE.50 The
results alleviate some of the above criticisms of the
original b values, whilst highlighting uncertainties in
the solvent parameters which are not included in the
calculations of standard errors (Tables 1–4).


Although the main sources of data for the B parameter
are based on changes in H-O and D-O stretching
frequencies from IR (Table 5, footnote h), data for
TFE and HFIP are derived from a correlation with NOTs


(Table 5), so there is a connection to nucleophilicity.
However, various correlations still reveal examples of
negative dependences on B,22,36 even for solvolyses of 4.
According to the accepted mechanism (Scheme 1), ion
pair return from the first intermediate, a rearranged ion-
pair (5) would give a very reactive tertiary tosylate (6), so
the observed rate of solvolysis of 4 is determined by the
rate of ionisation.35 Consequently, any solvation effect
which aids ionisation, including nucleophilic solvation of
partially positive carbon atoms (if any), will enhance the
rate of solvolysis.


If the negative dependence on B were explained by
nucleophilic solvation of a cationic intermediate, prior to
the rate-determining step,22,23 significant ‘return’ from
the cationic intermediate is implied. Generalising,
equations22 predicting a negative dependence on nucleo-
philicity for solvolyses of 4 are not credible. In other cases
a negative dependence on B is more plausible, for
example for reactions between benzoic acid and
diazodiphenylmethane, the proposed explanation was
nucleophilic solvation of the acid prior to the rate-
determining step.46f


Evidence that solvolyses of 1–3 do not involve
appreciable ion pair return has been discussed pre-


viously.21a,29 In addition to an explanation involving ion
pair return,23 the negative dependence on b for solvolyses
of 1was also explained as follows: ‘solvents with stronger
hydrogen bond basicity would slow the reaction because
the solvent could compete with the chloride for
stabilisation of the carbocation’.23 This explanation
may be relevant to solvolyses in aprotic media, but
hydrogen bond donation to chloride would be expected to
be dominant in protic media. Although, mechanistic
explanations of a negative dependence on b for solvolyses
of 1–3 may be unconvincing, mechanistic evidence alone
does not require a zero or positive dependence on b.


Consequently, solvolyses of 4 are of particular
significance because the mechanism in generally
accepted (Scheme 1). Also, the kinetic data set for 4
are from two reliable sources,34a,35a and include seven
protic and nine aprotic solvents at 75 8C, so it is one of the
best available for comparing various multi-parameter
correlations. Results using KAT (Eqn (1) are given in Eqn
(6) (s.d.¼ 0.29, r¼ 0.991, n¼ 15, formic acid excluded),
and using KOMPH2 are given in Eqn (7) (s.d.¼ 0.43,
r¼ 0.983, n¼ 16); although they have opposite signs, the
coefficients for b or b0 are not significantly different from
zero, in accord with the accepted reaction mechanism
(Scheme 1),35 Therefore, the published correlations22,36


using B in combination with other parameter such as
refractive index, are anomalous.


log k4 ¼ 4:14ð�0:38Þp� þ 2:72 ð�0:15Þa
þ 0:93 ð�0:41Þb� 8:63 ð�0:38Þ (6)


log k4 ¼ 13:0 ð�2:9Þ½ð"r � 1Þ=ð2"r � 1Þ�
þ 10:3 ð�1:6Þa0 � 0:9 ð�2:9Þb0


þ 1:6 ð�0:8ÞCED� 11:3 ð�1:2Þ (7)


General implications


The most well-established single-parameter relationships
for substituent or solvent effects (e.g. Hammett or
Grunwald–Winstein equations) involve quantitative com-
parisons of relative effects39b—small deviations from a
centrally located reference points (e.g. substituent H, or
solvent 80% ethanol-water) for similar processes.
Multiple parameter correlations play an important role
in refining single parameter correlations: for example
from detailed studies of many solvolytic reactions, it is
possible to devise reliable multi-parameter equations to
correlate solvolytic reactivity (Eqn (8), in which a term
for ionising power (YX) can be combined with terms for
solvent nucleophilicity (NT, Table 5) and aromatic ring
solvation (I)—for example for solvolyses of 4.34b In
Eqn (8), the main effect is usually due to the YX term, and
the other terms refine the calculation. As Eqn (8) is


Scheme 1. Mechanism of solvolysis of 4-methoxyneophyl
tosylate (4)35
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designed specifically for solvolytic reactions, it may not
be reliable when applied to other reaction types. Even
when applied to solvolyses, caution is required:
for example rates of solvolyses of 4 correlate ‘well’
with YOTs and NT,


34b but the dependence on NT is negative
(i.e. incorrect or spurious).


logðk=k0Þ ¼ mYX þ lNT þ hI þ c (8)


Equation (8) is a refinement of Eqn (2), both correlating
solvent effects relative to 80% ethanol/water, and it is
designed to provide accurate correlations empirically.
Other equations (such as Eqns (1 and 5) have the more
ambitious aim of relating solvent effects to a distant
reference point (e.g. the gas phase or a non polar solvent),
so the responses to each parameter should be absolute
rather than relative.21d An improved understanding of
the underlying phenomena (including the nature of
the transition state39b) is the main aim of such multi-
parameter correlations:19c for example the relatively
robust KAT correlation for solvolyses of 2, showing
a significant sensitivity to b (Table 1).21d Absolute
responses of 3 to amay be greater than for 2 (Table 3),39b


but responses relative to 80% ethanol may not be (see
Discussion of electrophilic effects in Ref. 51).


However, based on the detailed information available
about solvolytic reactions (e.g. Tables 1–5), which reveal
some large errors, we infer that considerable caution is
needed in the interpretation of multi-parameter equations.
A useful test of reliability is a comparison of the predicted
rate constant for the reference state (the ‘hidden’
parameter) with the experimental result or with the
prediction from another model.21g It is recognised21i that
extensive sets of accurate data (preferably at 25 8C) are
required; for example from a range of experimental
techniques (e.g. NMR), and temperatures extrapolations
(e.g. to obtain data in high polarity media such as water);
also data for ‘new’ solvents (e.g. tertiary fluorinated
alcohols47) could be obtained. Unfortunately, increasing
the range of data, also increases the chances of
mechanistic changes.


A recent criticism of the multi-parameter LFER
approach re-emphasised the ‘defect’ of strong co-
linearity between parameters measuring electrophilicity
and nucleophilicity.21j As an alternative way to improve
mechanistic understanding, monohydrates of chloroalk-
anes were investigated using density functional theory
(DFT) [(B3LYP/6-31G(d)] and the polarizable conti-
nuum solvation model.21j ‘Fair’ agreement with exper-
imental data was obtained for MeCl, t-BuCl, and 1-
AdCl, and nucleophilic solvent assistance was found for
hydrolyses of t-BuCl. Quantum-mechanical treatment of
additional solvent molecules would improve this
approach (e.g. as second water molecule to deprotonate
partially the water nucleophile). A recent DFT calcu-
lation for solvolysis of acetyl chloride included up to
six methanol molecules.52


CONCLUSIONS


Organic chemist’s concepts of analogy or ‘similarity’ are
useful in establishing and interpreting results of linear
free energy relationships. Great caution is required if
results of multi-parameter correlations contradict rather
than refine the results of single parameter correlations
and/or other mechanistic evidence, especially if dissim-
ilar processes are involved. Several recent mechanistic
explanations of results from multi-parameter equations
for solvent effects22–24a are unreliable because both
random and systematic errors have been underestimated.
We reiterate cautionary comments21d about relying on
‘excellent’ correlation coefficients (e.g. for solvolyses of
t-butyl bromide in protic solvents, Eqn M in Ref. 21d
shows r¼ 1.000, and an incorrect negative dependence
on b).


If, the response to one parameter is small compared
with the inaccuracies due to inadequacies of the model of
solvation and/or errors in the other parameters (e.g. a
small response to b or N, compared with polarity,
polarizability, and electrophilicity parameters for solvo-
lyses of tertiary substrates), the ‘improvement’ in the
correlation by adding a b term could be spurious and may
be due to any combination of the other terms, not just
simple co-linearity (e.g. �b correlating with a); the
unexpected results for solvolyses of 123 are due in part to a
correlation of �b with (p�þa) for some protic solvents.
Similarly, examples of various weakly nucleophilically
assisted solvolyses were reviewed recently; the claims22


of a negative dependence on B (even for solvolyses of 4)
and the associated new ion-pair mechanism for solvolyses
are unreliable.


Whilst solvatochromic parameters are useful, none
of the correlations using them (Eqns (1), (3), and (4),
Tables 1–3) to correlate solvolysis rates of chloalkanes
are as precise as those based on the closer similarity
models (Eqns (2 and 8); solvent nucleophilicity is not
well modelled by spectroscopic measurements (e.g.
b is insensitive to solvents of low N, Table 5). KOMPH2
(Eqn (5), Table 4)24a avoids solvatochromic parameters,
but reliability is sacrificed because bulk rather than
microscopic solvent properties are incorporated. Also, for
the specific case24a discussed above, the number of
experimental data is small compared with the number of
freely-adjustable coefficients. Another alternative, com-
bining solvatochromic parameters with bulk solvent
properties [(e.g. ET(30) with functions of dielectric
constant and/or refractive index)]21g requires cautious
further evaluation.
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ABSTRACT: Cyclohexene isomers with an epoxide ring (oxabicycloheptenes) are reportedly formed in atmospheric
photochemical oxidation of aromatics. They may also be formed in higher temperature oxidation and oxygen-
catalyzed pyrolysis of aromatics. Thermochemical properties, �H �


f(298), S
�
298 and Cp(T) (10K�T� 5000K) of five


target oxabicycloheptenes were calculated using density functional methods. Structures for 7-oxabicyclo[4.1.0]hept-
2-ene, 7-oxabicyclo[4.1.0]hept-3-ene, 7-oxabicyclo[3.1.1]hept-1-ene, 7-oxabicyclo[3.1.1]hept-2-ene and 7-
oxabicyclo[2.2.1]hept-2-ene were calculated at the B3LYP/6–31g(d,p) level of theory. Enthalpies of formation
were determined at the B3LYP/6–31G(d,p) calculation level using isodesmic and homodesmic working reactions with
the �H �


rxn and known enthalpies of reference reactants in each of four different work reactions. Enthalpy values for
the following bicyclic ether structures were also calculated for comparison of the calculation method with literature:
6-oxabicyclo[3.1.0]hexane, 7-oxabicyclo[4.1.0]heptane, 8-oxabicyclo[5.1.0]octane, 7-oxabicyclo[2.2.1]heptane,
endo-2-methyl-7-oxabicyclo[2.2.1]heptane, exo-2-methyl-7-oxabicyclo[2.2.1]heptane and 7-oxabicyclo[4.1.0]hept-
2,4-ene. Entropy (298K) and heat capacity [Cp(T)] values along with Benson group additivity parameters for each
ring system are reported. Copyright # 2005 John Wiley & Sons, Ltd.


KEYWORDS: enthalpy of formation; entropy; heat capacity; oxabicycloheptenes; oxabicyclohexanes; oxabicycloheptanes


INTRODUCTION


Cyclic oxygenated hydrocarbons are important inter-
mediates in chemical processes such as combustion,
photochemical oxidation and biological degradation of
hydrocarbons. Many biological molecules, including su-
gars, starches and nucleic acid segments, include cyclic
ethers in addition to alcohol moieties. The initial break-
down products of cellulose and similar natural materials
in pyrolysis and combustion are cyclic and bicyclic
oxygenated hydrocarbons.1 Reactions of alkyl radicals
with molecular oxygen in combustion processes form
peroxy species, which are reported to react further form-
ing cyclic ethers2 and hydroperoxides. Thermodynamic
properties of these species are important parameters for
use in modeling the formation and destruction reaction
paths of these chemicals.


In this work, we utilized density functional molecular
orbital calculations and homodesmic or isodesmic reac-
tions to calculate the enthalpies of formation, entropies
and heat capacities of five oxabicycloheptenes.


CALCULATIONS


Quantum mechanical calculations were carried out using
the Gaussian 98 computational chemistry computer
code.3 The structural parameters were optimized at the
B3LYP/6–31g(d,p) level of theory.4 The harmonic vibra-
tion frequencies and zero-point vibrational energies were
computed at the same level. B3LYP/6–31g(d,p) was
chosen because it has been shown to provide accurate
thermochemical parameters in a number of studies on
oxygenated hydrocarbons.5–10 B3LYP is also commonly
used and it is reported to yield accurate geometry and
reasonable energies11,12 (enthalpies of formation) on
oxygenated and monochlorooxy hydrocarbons.13–16 The
studies have shown that it is accurate when used with
homodesmic or isodesmic working reactions, where the
bonding environments are similar on both sides of
the working reactions. A homodesmic reaction is a
hypothetical reaction where the number and type of
bonds (according to the state of hybridization) are
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conserved on both sides of the reaction. An isodesmic
reaction is one in which the number of bonds of each type
are conserved on each side of the work reaction.
The structures of five target molecules and an abbre-


viated nomenclature are presented in Scheme 1.
Enthalpies of formation [�H �


f(298)] were estimated
using calculated energies, plus zero point vibration
energy (ZPVE), plus thermal contributions (to 298K)
corresponding to the enthalpy of each species17 in the
work reaction. �H �


rxn was then calculated. We used the
calculated �H �


rxn in the formula


�Hrxnð298Þ ¼ �Hf products � �Hf reactants


where the two products and one reactant are the three
reference molecules, to find �H �


f(298) of the target
reactant. We used the evaluated literature thermodynamic
properties for the three reference species.
The structures of the reference species used to find


�H �
f(298) for all the five target molecules and an abbre-


viated nomenclature are presented in Scheme 2.
As an example, the following equation was used to


estimate �H �
f(298) for 7-oxabicyclo[4.1.0]hept-2-ene.


Since enthalpies of formation of the three reference
compounds are well established in the literature and
�H �


rxn is calculated, the enthalpy of formation of the


target 7-oxabicyclo[4.1.0]hept-2-ene is obtained from
Hess’s law:


�H�
rxn;298 ¼ ½ð�193:0276825Þ þ ð�234:5125757Þ


� ð�308:4935455Þ � ð�119:0481883Þ� � 627:51


¼ �22:63þ ð�1:03Þ�
�H�


f298ð7-oxabicyclo½4:1:0�hept-2-eneÞ þ 25:02


�H�
fð298Þð7-oxabicyclo½4:1:0�hept-2-eneÞ


¼ 0:43kcal mol�1


The methods of isodesmic or homodesmic work reac-
tions rely on the similarity of bonding environment in the
reactants and products that leads to cancellation of
systematic errors in the density functional calculations.
The zero point energies were scaled by 0.9806, as
recommended by Scott and Radom18 for B3LYP/6–
31G(d,p) and thermal correction to 298.15K.
Calculations were performed on each species in four


work reactions for each oxabicycloheptene in this study.
The consistency obtained across the different work


reactions demonstrates precision and suggests reasonable
accuracy. An analysis for estimation of error in the work
reaction method was also developed.


Bc01o4e2 þ ccc ! cycoc þ yc6e


ð7-oxabicyclo½4:1:0�hept-2-eneÞ þ ðpropaneÞ ! ðpropylene oxideÞ þ ðcyclohexeneÞ
Target unknown �25.02 � 22.6 � 1.03 �H�


fð298Þ kcal mol�1


Scheme 1. Target bicyclic ethers and their structures and
abbreviated nomenclature. 7-oxabicyclo[4.1.0]hept-2-en-
e¼bc01o4e2; 7-oxabicyclo[4.1.0]hept-3-ene¼bc01o4e3;
7-oxabicyclo[3.1.1]hept-1-ene¼bc11o3e1; 7-oxabicyclo
[3.1.1]hept-2-ene¼bc11o3e2; 7-oxabicyclo[2.2.1]hept-2-
ene¼ bc1o22e2 Scheme 2. Structures of reference compounds and abbre-


viated nomenclature. yc3h6o¼oxetane; ycoc¼ ethylene
oxide; cycoc¼ propylene oxide; yc4h8o¼ tetrahydrofuran;
yccc¼ cyclopropane; ycccc¼ cyclobutane; yc5e¼ cyclo-
pentene; yc6e¼ cyclohexene; y¼ cyclic
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RESULTS AND DISCUSSION


Geometry and vibrational frequencies


The optimized geometries at the B3LYP/6–31G(d,p)
level for the five oxabicycloheptenes are illustrated in
Tables 1–5. Harmonic vibrational frequencies and mo-
ments of inertia for the two cyclohexene oxirane isomers,
two cyclohexene oxetane isomers and one cyclohexene
oxolane isomer are given in Tables 6 and 7, respectively.
Harmonic vibrational frequencies calculated at the
B3LYP/6–31G(d,p) level of theory were scaled by
0.9806. Moments of inertia were optimized at the
B3LYP/6–31G(d,p) level of theory. Bc11o3e1 (7-oxabi-
cyclo [3.1.1] hept-1-ene) has an sp2 carbon in both the
oxetane and the cyclic hexene rings. This results in very
high ring strain and increases the enthalpy of the mole-
cule by 40 kcalmol�1 relative to other isomers in this
study. The four-membered oxetane ring is effectively
perpendicular to the five carbons of the cyclohexene
ring.


Thermochemical properties


Total energies for the oxabicycloheptenes and all stan-
dard species in isodesmic reactions were calculated at the


B3LYP/6–31G(d,p) level (Table 8). ZPVEs and thermal
corrections are also listed in Table 8. Scott and Radom
reported r.m.s. errors of 0.1 kcalmol�1 for ZPVE, after
scaling [0.9806 for B3LYP/6–31G(d,p) in their study on
39 molecules incorporating 1066 known vibrations].
They also reported r.m.s. errors of ca 0.01 kcalmol�1


for thermal correction from 0 to 298K for this level of
DFT18 calculation.
The enthalpies of formation [�H �


f(298)] were estimated
using total energies and calculated �H �


rxn,298 for the
listed reactions; the data for the reference species for
the work reactions are given in Table 9. The reaction
enthalpies and �H �


f(298)s of the two cyclohexene oxirane
isomers, two cyclohexene oxetane isomers and one
cyclohexene oxolane isomer obtained from the use of
the reaction schemes are given in Table 10. As noted
above, four working reactions were used to determine the
enthalpy of each bicyclic epoxide.
We performed additional computations using two re-


action series to calculate the enthalpy of oxirane and
compare the calculated value with data from the
literature. These reactions are given below and show
agreement with the recommended literature value of
�12.58 kcalmol�1 for �H �


f(298).


ycoc þ ccc ! yccc þ coc
(oxirane) (propane) (cyclopropane) (dimethyl ether)


Table 1. Optimized Geometry of Bc01o4e2a


Definitionb Value (Å) Definitionc Value ( �) Definitiond Value ( �)


R(1,2) 1.337 A(2,1,6) 121.06 D(6,1,2,3) �0.80
R(1,6) 1.487 A(2,1,8) 120.88 D(6,1,2,9) 178.06
R(1,8) 1.087 A(6,1,8) 118.05 D(8,1,2,3) �179.72
R(2,3) 1.510 A(1,2,3) 122.94 D(8,1,2,9) �0.86
R(2,9) 1.088 A(1,2,9) 119.74 D(2,1,6,5) 14.05
R(3,4) 1.543 A(3,2,9) 117.31 D(2,1,6,7) 81.87
R(3,10) 1.096 A(2,3,4) 113.22 D(2,1,6,15) �138.57
R(3,11) 1.101 A(2,3,10) 109.80 D(8,1,6,5) �167.00
R(4,5) 1.525 A(2,3,11) 108.62 D(8,1,6,7) �99.18
R(4,12) 1.095 A(4,3,10) 109.46 D(8,1,6,15) 40.37
R(4,13) 1.095 A(4,3,11) 110.12 D(1,2,3,4) �26.82
R(5,6) 1.472 A(10,3,11) 105.32 D(1,2,3,10) �149.49
R(5,7) 1.438 A(3,4,5) 113.13 D(1,2,3,11) 95.83
R(5,14) 1.091 A(3,4,12) 109.40 D(9,2,3,4) 154.29
R(6,7) 1.448 A(3,4,13) 109.81 D(9,2,3,10) 31.62
R(6,15) 1.091 A(5,4,12) 107.17 D(9,2,3,11) �83.06


aGeometry optimized at the B3LYP/6–31g(d,p) density functional calculation level.
b Bond length or the distance between two atoms of given number.
c Bond angle or the angle among three atoms of given number.
d Dihedral angle among the four atoms of given number.
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Table 2. Optimized geometry of Bc01o4e3a


Definitionb Value (Å) Definitionc Value ( �) Definitiond Value ( �)


R(1,2) 1.334 A(2,1,6) 124.38 D(6,1,2,3) �0.01
R(1,6) 1.506 A(2,1,8) 119.33 D(6,1,2,9) 179.61
R(1,8) 1.088 A(6,1,8) 116.28 D(8,1,2,3) �179.62
R(2,3) 1.506 A(1,2,3) 124.39 D(8,1,2,9) 0.00
R(2,9) 1.088 A(1,2,9) 119.33 D(2,1,6,5) 9.44
R(3,4) 1.513 A(3,2,9) 116.28 D(2,1,6,14) 132.18
R(3,10) 1.099 A(2,3,4) 113.84 D(2,1,6,15) �112.22
R(3,11) 1.101 A(2,3,10) 110.10 D(8,1,6,5) �170.94
R(4,5) 1.473 A(2,3,11) 109.69 D(8,1,6,14) �48.20
R(4,7) 1.436 A(4,3,10) 109.00 D(8,1,6,15) 67.41
R(4,12) 1.092 A(4,3,11) 108.41 D(1,2,3,4) �9.41
R(5,6) 1.513 A(10,3,11) 105.44 D(1,2,3,10) �132.15
R(5,7) 1.436 A(3,4,5) 121.09 D(1,2,3,11) 112.26
R(5,13) 1.092 A(3,4,7) 116.31 D(9,2,3,4) 170.96
R(6,14) 1.099 A(3,4,12) 115.41 D(9,2,3,10) 48.22
R(6,15) 1.101 A(5,4,12) 118.44 D(9,2,3,11) �67.38


aGeometry optimized at the B3LYP/6–31g(d,p) density functional calculation level.
b Bond length or the distance between two atoms of given number.
c Bond angle or the angle among three atoms of given number.
d Dihedral angle among the four atoms of given number.


Table 3. Optimized geometry of Bc11o3e1a


Definitionb Value (Å) Definitionc Value ( �) Definitiond Value ( �)


R(1,2) 1.359 A(2,1,6) 82.61 D(6,1,2,3) 99.39
R(1,6) 1.516 A(2,1,8) 129.44 D(6,1,2,7) �21.50
R(1,8) 1.083 A(6,1,8) 131.47 D(8,1,2,3) �39.89
R(2,3) 1.483 A(1,2,3) 123.74 D(8,1,2,7) �160.78
R(2,7) 1.417 A(1,2,7) 97.80 D(2,1,6,5) �81.57
R(3,4) 1.611 A(3,2,7) 110.34 D(2,1,6,7) 20.58
R(3,9) 1.094 A(2,3,4) 99.07 D(2,1,6,15) 141.70
R(3,10) 1.093 A(2,3,9) 115.29 D(8,1,6,5) 56.18
R(4,5) 1.568 A(2,3,10) 111.82 D(8,1,6,7) 158.33
R(4,11) 1.091 A(4,3,9) 109.68 D(8,1,6,15) �80.55
R(4,12) 1.094 A(4,3,10) 111.60 D(1,2,3,4) �63.79
R(5,6) 1.577 A(9,3,10) 109.07 D(1,2,3,9) 179.29
R(5,13) 1.096 A(3,4,5) 115.95 D(1,2,3,10) 53.95
R(5,14) 1.096 A(3,4,11) 107.02 D(7,2,3,4) 51.14
R(6,7) 1.464 A(3,4,12) 108.33 D(7,2,3,9) �65.77
R(6,15) 1.097 A(5,4,11) 108.22 D(7,2,3,10) 168.88


aGeometry optimized at the B3LYP/6–31g(d,p) density functional calculation level.
b Bond length or the distance between two atoms of given number.
c Bond angle or the angle among three atoms of given number.
d Dihedral angle among the four atoms of given number.
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Table 4. Optimized geometry of Bc11o3e2a


Definitionb Value (Å) Definitionc Value ( �) Definitiond Value ( �)


R(1,2) 1.336 A(2,1,6) 118.61 D(6,1,2,3) �0.01
R(1,6) 1.517 A(2,1,8) 122.33 D(6,1,2,9) 179.53
R(1,8) 1.087 A(6,1,8) 119.05 D(8,1,2,3) 179.09
R(2,3) 1.517 A(1,2,3) 115.96 D(8,1,2,9) �1.37
R(2,9) 1.086 A(1,2,9) 123.12 D(2,1,6,5) �1.81
R(3,4) 1.548 A(3,2,9) 120.91 D(2,1,6,14) 118.69
R(3,7) 1.468 A(2,3,4) 109.43 D(2,1,6,15) �123.61
R(3,10) 1.093 A(2,3,7) 108.39 D(8,1,6,5) 179.06
R(4,5) 1.545 A(2,3,10) 114.70 D(8,1,6,14) �60.44
R(4,11) 1.092 A(4,3,7) 88.77 D(8,1,6,15) 57.26
R(4,12) 1.093 A(4,3,10) 120.07 D(1,2,3,4) 50.47
R(5,6) 1.538 A(7,3,10) 112.25 D(1,2,3,7) �44.89
R(5,7) 1.462 A(3,4,5) 81.52 D(1,2,3,10) �171.19
R(5,13) 1.095 A(3,4,11) 112.25 D(9,2,3,4) �129.09
R(6,14) 1.098 A(3,4,12) 118.37 D(9,2,3,7) 135.56
R(6,15) 1.099 A(5,4,11) 111.26 D(9,2,3,10) 9.26


aGeometry optimized at the B3LYP/6–31g(d,p) density functional calculation level.
b Bond length or the distance between two atoms of given number.
c Bond angle or the angle among three atoms of given number.
d Dihedral angle among the four atoms of given number.


Table 5. Optimized geometry of Bc1o22e2a


Definitionb Value (Å) Definitionc Value ( �) Definitiond Value ( �)


R(1,2) 1.3373 A(2,1,6) 121.0583 D(6,1,2,3) �0.8038
R(1,6) 1.4874 A(2,1,8) 120.8828 D(6,1,2,9) 178.0592
R(1,8) 1.0873 A(6,1,8) 118.0503 D(8,1,2,3) �179.7183
R(2,3) 1.5102 A(1,2,3) 122.9426 D(8,1,2,9) �0.8554
R(2,9) 1.0883 A(1,2,9) 119.7376 D(2,1,6,5) 14.0537
R(3,4) 1.5428 A(3,2,9) 117.3106 D(2,1,6,7) 81.8716
R(3,10) 1.096 A(2,3,4) 113.2184 D(2,1,6,15) �138.5702
R(3,11) 1.1007 A(2,3,10) 109.8014 D(8,1,6,5) �167.0019
R(4,5) 1.5253 A(2,3,11) 108.6189 D(8,1,6,7) �99.1839
R(4,12) 1.0952 A(4,3,10) 109.4602 D(8,1,6,15) 40.3743
R(4,13) 1.0953 A(4,3,11) 110.1176 D(1,2,3,4) �26.8202
R(5,6) 1.472 A(10,3,11) 105.3218 D(1,2,3,10) �149.4868
R(5,7) 1.4377 A(3,4,5) 113.1305 D(1,2,3,11) 95.8264
R(5,14) 1.0909 A(3,4,12) 109.3972 D(9,2,3,4) 154.2909
R(6,7) 1.448 A(3,4,13) 109.8065 D(9,2,3,10) 31.6244
R(6,15) 1.0911 A(5,4,12) 107.1688 D(9,2,3,11) �83.0624


aGeometry optimized at the B3LYP/6–31g(d,p) density functional calculation level.
b Bond length or the distance between two atoms of given number.
c Bond angle or the angle among three atoms of given number.
d Dihedral angle among the four atoms of given number.
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with �H �
f(298) (oxirane)¼�12.76 kcalmol�1.


ycoc þ cccc ! ycccc þ coc
(oxirane) (butane) (cyclobutane) (dimethyl ether)


with �H �
f(298) (oxirane)¼�11.54 kcalmol�1.


The average of the values from the working reactions
(Table 10) are recommended for �H �


f(298) of the target
oxabicycloheptenes. The enthalpy values of all the
bicyclic ethers with one double bond in the rings where
no sp2 carbon in bonded to the oxygen, are all between
4.8 and �4.1 kcalmol�1. The one ring system with the
double bond coupled (bonded) to the oxygen of ether link
(bridge carbon in 7-oxybicyclo[3.1.1]hept-1-ene) shows
exceptionally high ring strain with an enthalpy value of
42.7 kcalmol�1, some 38–46 kcalmol�1 higher than for
other cyclic of the ethers in this grouping. This high strain


Table 6. Vibrational frequencies(cm�1)a


Sym¼ 1 OI¼ 2
117, 248, 396, 480, 502, 539, 715, 758, 793, 827


873, 944, 972, 975, 996, 1049, 1062, 1090, 1146, 1199


1216, 1275, 1290, 1355, 1359, 1402, 1430, 1473, 1488, 1498


bc01o4e2 1721, 3009, 3054, 3071, 3099, 3113, 3124, 3160, 3185


Sym¼ 2 OI¼ 1


127, 320, 361, 388, 535, 583, 672, 774, 801, 889


908, 924, 955, 973, 1004, 1044, 1053, 1090, 1148, 1212


1237, 1253, 1298, 1369, 1386, 1393, 1437, 1478, 1479, 1494


bc01o4e3 1747, 3009, 3010, 3038, 3038, 3102, 3114, 3155, 3177,


Sym¼ 1 OI¼ 2


137, 322, 389, 498, 603, 673, 721, 762, 806, 836


855, 885, 915, 948, 972, 1036, 1044, 1113, 1181, 1198


1201, 1218, 1269, 1292, 1313, 1337, 1352, 1491, 1508, 1520


bc11o3e1 1595, 3046, 3057, 3069, 3081, 3091, 3120, 3141, 3230,
Sym¼ 1 OI¼ 3


277, 348, 442, 498, 566, 680, 725, 827, 857, 874


912, 934, 956, 966, 971, 1010, 1068, 1105, 1110, 1172


1180, 1233, 1258, 1318, 1331, 1348, 1375, 1406, 1477, 1500


bc11o3e2 1706, 3023, 3055, 3077, 3086, 3105, 3145, 3171, 3198,
Sym¼ 2 OI¼ 1


249, 383, 481, 593, 709, 714, 795, 835, 841, 852


889, 918, 931, 939, 954, 993, 1051, 1053, 1116, 1145


1207, 1231, 1249, 1281, 1295, 1330, 1351, 1353, 1495, 1517


bc1o22e2 1654, 3073, 3083, 3119, 3134, 3140, 3144, 3221, 3245


a Frequencies were calculated at the B3LYP/6–31G(d,p) level of theory scaled by 0.9806.


Table 7. Moments of inertia (amu bohr2)a


Species Ia Ib Ic


bc01o4e2 411.99406 575.37153 873.56261
bc01o4e3 443.39154 535.00892 836.07078
bc11o3e1 431.54707 503.22726 649.54535
bc11o3e2 421.85614 515.55804 664.6773
bc1o22e2 432.76274 513.03371 583.59073


aOptimized at the B3LYP/6–31G(d,p) level of theory.


Table 8. Total energies at 298Ka


Speciesb B3LYP/6–31c ZPVEd H298–H0
e


cc �79.76078128 46.11145664 2.80873476
ccc �119.0481883 63.82145099 3.43310721
cccc �158.3354666 81.4465288 4.20055194
yc3h6o �193.0227512 53.57548615 3.18900582
coc �154.9493517 49.17398556 3.2944275
ycoc �153.7315125 35.3547628 2.56965345
cycoc �193.0276825 52.69801658 3.35341344
yc4h8o �232.339739 71.94265955 3.70293651
yccc �117.8199515 50.13452553 2.70519561
ycccc �157.1101309 68.06973284 2.82693255
bc01o4e2 �308.4935455 78.53291139 4.21937724
bc01o4e3 �308.5003722 78.49660655 4.1854917
bc11o3e1 �308.4257759 78.2806235 4.06814733
bc11o3e2 �308.4862285 78.93780268 3.8529114
bc1o22e2 �308.5009114 79.31684984 3.75501984
yc6e �234.5125757 90.14615349 4.04681199
yc5e �195.2185527 71.9518896 3.50903592


aAll calculations based on B3LYP/6–31g(d,p)-optimized structures.
b cc¼Ethane, ccc¼ propane, cccc¼ butane, coc¼ dimethyl ether.
c Total energies calculated at the B3LYP/6–31g(d,p) level at 298K in
hartrees; 1 hartree¼ 627.51 kcalmol�1.
d Zero point vibrational energy scaled by 0.9806.
e Thermal correction.
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is also reflected in the enthalpy component of the
bc11o3e1 ring group below. The dihedral angles in
Table 3 illustrate the near perpendicular nature of the
two ring components at this ether–carbon double bond
juncture.
The error limits are the standard deviations obtained


in taking the standard deviation from the work reac-
tion method (see below), the average values from the
working reactions plus the sum of uncertainties from 1)
the three standard species, 2) the ZPVE calculations and
3) the thermal energies. The literature recommended un-
certainties of the standard species are included in Table 9
and error limit analysis from the work reaction calcula-
tion method is discussed below.
We calculated enthalpy values for seven oxabicyclo


ring systems where there are known or estimated litera-
ture enthalpy values for comparison in order to test or
validate our B3LYP/6–31G(d,p) work reaction method
for these large bicyclic ether ring systems. These added
bicyclic ether ring systems are illustrated in Scheme 3
and listed in Table 11.
The agreement illustrated in Table 11 is judged very


good for comparison with values where difficult experi-
ments for the enthalpy data are required. The average
deviation is 1.48 kcalmol�1, including one largest devia-
tion at 3.2 kcalmol�1.
The accuracy of the �H �


f(298) obtained from the use of
computational chemistry is controlled by several factors:


(1) the choice of the working chemical reactions used to
cancel calculation errors; (2) the level of sophistication
(methodþ basis set) applied to calculate the electronic
energy; (3) the uncertainty of the ZPVEs and thermal
corrections; (4) the accuracy and error tolerance of the
�H �


f(298) of the three reference compounds.
We also performed an error analysis on several known,


but smaller ether, monocyclic ring systems to develop an
estimate standard deviation of the �Hrxn(298) work reac-
tion calculation method. These data are given in Table 12
and show an average deviation of 0.78 kcalmol�1 at 1
standard deviation.


Table 10. Reaction enthalpies at 298K and calculated enthalpies of formationa,b


Compound Work B3LYP/6–31G(d,p)
reactions


�H �
rxn �H �


f298 �H �
f298 avg Error


limit


7-Oxabicyclo[4.1.0]hept-2-ene
bc01o4e2 þ cc ! ycoc þ yc6e 6.43 0.21
bc01o4e2 þ ccc ! cycoc þ yc6e 0.93 0.43
bc01o4e2 þ ccc ! yc3h6o þ yc6e 4.02 0.73
bc01o4e2 þ ccc ! yc4h8o þ yc5e �10.39 �0.52 0.21 � 1.3


7-Oxabicyclo[4.1.0]hept-3-ene
bc01o4e3 þ cc ! ycoc þ yc6e 10.71 �4.08
bc01o4e3 þ ccc ! cycoc þ yc6e 5.21 �3.85
bc01o4e3 þ ccc ! yc3h6o þ yc6e 8.30 �3.55
bc01o4e3 þ ccc ! yc4h8o þ yc5e �6.11 �4.80 �4.07 � 1.3


7-Oxabicyclo[3.1.1]hept-1-ene
bc11o3e1 þ cc ! ycoc þ yc6e �36.10 42.73
bc11o3e1 þ ccc ! cycoc þ yc6e �41.60 42.96
bc11o3e1 þ ccc ! yc3h6o þ yc6e �38.51 43.25
bc11o3e1 þ ccc ! yc4h8o þ yc5e �52.92 42.01 42.74 � 1.3


7-Oxabicyclo[3.1.1]hept-2-ene
bc11o3e2 þ cc ! ycoc þ yc6e 1.83 4.80
bc11o3e2 þ ccc ! cycoc þ yc6e �3.67 5.03
bc11o3e2 þ ccc ! yc3h6o þ yc6e �0.57 5.32
bc11o3e2 þ ccc ! yc4h8o þ yc5e �14.98 4.07 4.81 � 1.3


7-Oxabicyclo[2.2.1]hept-2-ene
bc1o22e2 þ cc ! ycoc þ yc6e 11.05 �4.42
bc1o22e2 þ ccc ! cycoc þ yc6e 5.55 �4.19
bc1o22e2 þ ccc ! yc3h6o þ yc6e 8.64 �3.89
bc1o22e2 þ ccc ! yc4h8o þ yc5e �5.77 �5.14 �4.41 � 1.3


a Reaction enthalpies include thermal correction and zero-point energy.
b Units in kcalmol�1. Error is the sum of error in uncertainty for each species in work reaction (see uncertainty in Table 9) plus average absolute work reaction
error (0.78 from Table 12).


Table 9. Enthalpies of formation for reference species


Species �H �
f298 Uncertainty Source


(kcal mol�1) (kcal mol�1) (Ref. No.)


cc �20.24 � 0.12 19
ccc �25.02 � 0.12 20
cccc �30.37 � 0.16 21
yc3h6o �19.24 � 0.14 20
coc �43.99 � 0.12 22
ycoc �12.58 � 0.15 23
cycoc �22.63 � 0.15 24
yc4h8o �44.03 � 0.17 25
yccc 12.74 � 0.14 20
ycccc 6.79 � 0.14 20
yc5e 8.1 � 0.33 20
yc6e �1.03 � 0.23 26
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Entropy and heat capacity data


Entropy and heat capacity contributions as a function
of temperature were determined from the calculated
structures, moments of inertia, vibration frequencies
and the known mass of each molecule. The calculations
uses standard equations from statistical mechanics for
the contributions of translation, external rotation and
vibrations. Contributions to S �


298 and Cp(T) from trans-
lation, vibrations and external rotation were calculated
using the SMCPS program.31 This program utilizes
the rigid rotor–harmonic oscillator approximation from
the frequencies along with moments of inertia from the
optimized B3LYP/6–31G(d,p) structures. Contributions
from electronic degeneracy and unpaired electron spin
are not needed for these stable molecules. Corrections
for symmetry [–Rln(symmetry)] and optical isomers
[Rln(OI)] are also included (Table 13).
Entropy data are needed in addition to enthalpy values


in order to calculate Gibbs energy and equilibrium con-
stants. Heat capacity data as a function of temperature are
needed to calculate entropy (S �


298) and enthalpy as func-
tions of temperature for the Gibbs energy and equilibrium
values (T). Entropy and heat capacity [Cp(T)] calculation
results from the B3LYP/6–31g(d,p) determined geome-
tries and harmonic frequencies are summarized in
Table 13. There are no internal rotors in these molecules,
hence there needs to be no correction for assumed torsion
frequencies.


Group values for use in the group
additivity method for estimation of
thermochemical properties


Group additivity32 is a straightforward and reason-
ably accurate calculation method to estimate thermody-
namic properties of hydrocarbons and oxygenated


Scheme 3. Bicyclic ethers calculated for comparison
with literature values for method validation and their
abbreviated nomenclature (�equivalent abbreviated name).
6-Oxabicyclo[3.1.0]hexane�bc01o3; 7-oxabicyclo [4.1.0]
heptane�bc01o4; 8-oxabicyclo[5.1.0]octane�bc01o5; 7-
oxabicyclo[2.2.1]heptane�bc1o22; endo-2-methyl-7-oxabi-
cyclo[2.2.1] heptane� endo-2-Me-bc1o22; exo- 2-methyl-7-
oxabicyclo[2.2.1] heptane� exo-2-Me-bc1o22; 7-oxabicyclo
[4.1.0]hept-2,4-ene�bc01o4e24


Table 11. Comparison of additional calculated enthalpies of formation at 298K with literature


Compound Species �H �
f298 Literature (Ref.)a �H �


f298Calc
b | � |f


6-Oxabicyclo[3.1.0]hexane bc01o3 �23.2� 1.7 (27) �22.41 0.8
7-Oxabicyclo[4.1.0]heptane bc01o4 �30.00� 0.26 (27) �30.91 0.9
8-Oxabicyclo[5.1.0]octane bc01o5 �36.40� 0.74 (27) �33.16 3.2
7-Oxabicyclo[2.2.1]heptane bc1o22 �43.40� 0.48 (28,29)c �41.10 2.3
endo-2-Methyl-7- endo-2-Me-bc1o22 �48.63� 0.51 (28,29)d �46.50 2.1
oxabicyclo[2.2.1]heptane
exo-2-Methyl-7-oxabicyclo[2.2.1]heptane exo-2-Me-bc1o22 �49.48� 0.53 (28,29)d �49.29 0.19
7-Oxabicyclo[4.1.0]hept-2,4-ene bc01o4e24 20.7 (30)e 19.87 0.9


a Literature value of the species (kcalmol�1) and reference in parenthesis.
b B3LYP/6–31g(d,p) plus working reactions in kcalmol�1.
c Calculated from �H �


f298(liq) and the estimated �H(vap). �H(vap) was estimated from the �H(vap) of cyclopentenyl methyl ether in the temperature range
274–3K with the mean temperature 298.
d Calculated �H �


f298(liq) and the estimated �H(vap). �H(vap) was estimated by adding the difference of the �H(vap) of cycloheptanone29 at mean
temperature 298K and cyclohexanone29 at mean temperature 298K to the �H(vap) of cyclopentenyl methyl ether29 at 298K.
e Reported as in an aqueous phase at 0.1M.
f Difference calculated versus literature, absolute value.
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hydrocarbons;33 it is particularly useful for application to
larger molecules and in codes or databases for estimated
thermochemical properties in reaction mechanism gen-
eration. In this work, we estimated five bicyclic oxy-
hydrocarbon ring groups by using the thermodynamic
property data developed in this study, plus the alkyl-
hydrocarbon and oxy-hydrocarbon groups in the litera-
ture. The five bicyclic oxy-hydrocarbon groups are listed
in Table 14, along with standard hydrocarbon and
oxy-hydrocarbon groups used.


As an example, group parameters for �H �
f(298), S


�
298


and Cp(T)s of 7-oxabicyclo [4.1.0]hept-2-ene (Bc01o4e2)
were calculated on the basis of Table 15.
The group additivity method provides an accurate


method to estimate thermochemical properties for cyclic
molecules with the frame(s) as those in this study, but
with a wide range of varied substituents.
The group values for Bc01o4e3, Bc11o3e1, Bc11o3e2


and Bc1o22e2 were estimated in the same manner. The
group values are given in Table 14.


Table 12. Estimation of error from the work reaction component of the calculation method (Units: kcalmol�1 at 298K)a


Reaction series �H �
rxn calculated �H �


rxn Literature | � |b


ycoc þ ccc ! coc þ yccc 6.52 6.35 0.17
ycoc þ cccc ! coc þ ycccc 4.70 5.75 1.05
yc3h6o þ cc ! ycoc þ ccc 2.40 1.88 0.52
yc3h6o þ ccc ! ycoc þ cccc 2.49 1.31 1.18
yc4h8o þ cc ! yc3h6o þ ccc 18.56 20.01 1.45
yc4h8o þ ccc ! yc3h6o þ cccc 18.64 19.44 0.80
yc4h8o þ cc ! ycoc þ cccc 21.05 21.32 0.27


1 SD � 0.996 Absolute average deviation 0.78c


a Reaction enthalpies include thermal correction and zero point energy determined at the B3LYP/6–31G(d,p) level of calculation.
b Difference literature – calculated, absolute value.
c The absolute average deviation is selected for reporting the error from the work reaction component. This includes error from the work reaction, the zero point
vibration energies and the thermal energies; as all molecules, target and standards, are calculated at 298K which includes the ZPVE and thermal energy in the
calculation.


Table 13. Ideal gas-phase thermodynamic property vs temperature for the oxabicyclic heptanesa


Species symmetry bc01o4e2 (1)c [2] bc01o4e3 (2) [1] bc11o3e1 (1) [2] bc11o3e2 (1) [3] bc1o22e2 (2) [1]
(�) [OI]b (K)


Cp(T) S �(T)d Cp(T) S �(T)d Cp(T) S �(T)d Cp(T) S �(T)d Cp(T) S �(T)d


10.00 7.95 40.78 7.95 38.02 7.95 40.43 7.95 41.27 7.95 37.60
25.00 8.05 48.08 8.01 45.32 7.99 47.70 7.95 48.55 7.95 44.88
50.00 8.86 53.90 8.69 51.06 8.58 53.40 8.00 54.07 8.03 50.41
100.00 10.73 60.60 10.52 57.61 10.18 59.82 9.17 59.98 9.09 56.24
150.00 13.19 65.40 13.10 62.34 12.45 64.35 11.56 63.02 11.11 60.27
200.00 16.39 69.62 16.32 66.54 15.66 68.35 14.87 67.87 14.23 63.87
250.00 20.26 73.69 20.18 70.59 19.70 72.27 18.96 71.53 18.37 67.48
298.00 24.37 77.59 24.26 74.48 24.02 76.09 23.32 75.23 22.86 71.09
300.00 24.55 77.77 24.43 74.65 24.20 76.27 23.51 75.39 23.06 71.24
400.00 33.15 86.03 33.01 82.87 33.15 84.48 32.60 83.43 32.41 79.19
500.00 40.69 94.27 40.55 91.08 40.88 92.75 40.44 91.68 40.41 87.32
600.00 46.89 102.27 46.78 99.06 47.16 100.79 46.81 99.55 46.84 95.29
800.00 56.18 117.15 56.12 113.90 56.44 115.73 56.21 114.41 56.23 110.16
1000.00 62.70 130.42 62.69 127.19 62.92 129.08 62.75 127.72 62.73 123.46
1500.00 72.40 157.97 72.43 154.73 72.52 156.78 72.43 155.27 72.37 151.00
2000.00 77.24 179.56 77.27 176.33 77.31 178.31 77.26 176.87 77.20 172.58
2500.00 79.89 197.12 79.91 193.91 79.94 195.89 79.90 194.45 79.85 190.14
3000.00 81.46 211.87 81.48 208.65 81.49 210.63 81.47 209.19 81.43 204.87
3500.00 82.46 224.52 82.47 221.31 82.48 223.26 82.46 221.84 82.43 217.53
4000.00 83.13 235.59 83.14 232.38 83.15 233.82 83.13 232.92 83.11 228.59
4500.00 83.60 245.42 83.61 242.22 83.61 244.20 83.60 242.75 83.58 238.43
5000.00 83.94 254.28 83.95 251.06 83.95 253.05 83.94 251.59 83.92 247.26


a Thermodynamic properties are referred to the standard state of an ideal gas at 1 atm.
d S �


298 and Cp(T) in calmol�1.
c Symmetry number is taken into account [–Rln(symmetry number, �)].
b OI, No. of optical isomers – symmetry correctionþRln(OI).
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CONCLUSION


Thermodynamic properties of oxabicycloheptenes were
calculated using the density functional method in com-
putational chemistry with several reaction schemes for
cancellation of errors. Standard enthalpies of formation,
�H �


f(298)s, were calculated using isodesmic reaction
schemes based on the B3LYP/6–31G(d,p) calculation
level with several reaction schemes for cancellation of
errors. Entropies, S �


298, and heat capacities, Cp(T)s
(10K� T� 5000K), were obtained from B3LYP/6–
31G(d,p)-optimized geometries and frequencies. Benson
group additivity parameters for the different bicyclic ring


structures were calculated for use in estimating larger
(branched) molecules with the respective base structure.
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Table 14. Group valuesa


Groupb �H �
f298 S �


298 Cp(T)


300K 400K 500K 600K 800K 1000K 1500K


Non-cyclic groups (known)
CD/C/Hc 8.59 7.97 4.16 5.03 5.81 6.50 7.65 8.45 9.62
C/C/CD/H/Od �6.00 �11.10 4.47 6.82 8.45 9.17 10.24 10.80 11.02
O/C2c �23.20 8.68 3.40 3.70 3.70 3.80 4.40 4.60 4.80
C/C2/H/Oc �7.20 �11.00 4.80 6.64 8.10 8.73 9.81 10.40 11.51
C/C2/H2c �4.93 9.42 5.50 6.95 8.25 9.35 11.07 12.34 14.20
C/C/CD/H2c �4.76 9.80 5.12 6.86 8.32 9.49 11.22 12.48 14.36
C/CD/C/H/Od �6.00 �11.10 4.47 6.82 8.45 9.17 10.24 10.80 11.02
O/C/CDd �29.70 5.44 4.04 4.73 4.99 5.04 4.97 4.81 4.49
CD/C/Oe 8.20 �12.32 3.59 4.56 5.04 5.30 5.84 6.07 6.16
Bicyclic groups
(developed in this study)
Bc01o4e2 29.12 54.51 �7.06 �7.88 �7.75 �6.65 �5.86 �4.82 �2.73
Bc01o4e3 25.87 53.64 �7.13 �7.75 �7.61 �6.46 �5.64 �4.57 �3.35
Bc11o3e1 76.27 56.12 �8.18 �8.75 �8.23 �7.04 �5.62 �4.37 �1.53
Bc11o3e2 33.72 51.31 �8.1 �8.43 �8.00 �6.73 �5.83 �4.77 �2.70
Bc1o22e2 23.47 51.21 �8.60 �8.89 �8.31 �7.00 �6.09 �5.05 �2.11


a�H �
f298 in kcalmol�1; S �


298 and Cp(T) in calmol�1 K�1.
b Groups are intrinsic and do not include symmetry or optical isomer corrections.
c Benson32 also used by Holmes and Lossing,33 Turecek and Havelas34 and Cohen35.
d Chen and Bozzelli36.
e Turecek and Havelas;34 also used by Zhu et al.16


Table 15. Groups and their values, example use of group additivity for properties of Bc01o4e2a


No. Group �H �
f298 S �


298 Cp(T)


300K 400K 500K 600K 800K 1000K 1500K


1 2 CD/C/H 17.18d 15.94d 8.32d 10.06d 11.62d 13.00d 15.3d 16.9d 19.24d


2 C/C/CD/H/O �6.00 �11.10 4.47 6.82 8.45 9.17 10.24 10.80 11.02
3 O/C2 �23.20 8.68 3.40 3.70 3.70 3.80 4.40 4.60 4.80
4 C/C2/H/O �7.20 �11.00 4.80 6.64 8.10 8.73 9.81 10.40 11.51
5 C/C2/H2 �4.93 9.42 5.50 6.95 8.25 9.35 11.07 12.34 14.20
6 C/C/CD/H2 �4.76 9.80 5.12 6.86 8.32 9.49 11.22 12.48 14.36
Sum (groups abovea) �28.91 21.74 31.61 41.03 48.44 53.54 62.04 67.52 75.13
Bc01o4e2 moleculeb 0.21 76.25 24.55 33.15 40.66 46.89 56.18 62.70 72.40
Bc01o4e2 ring groupc 29.12 54.51 �7.06 �7.88 �7.75 �6.65 �5.86 �4.82 �2.73


aCp or �H �
f298 equals sum of the corresponding groups, S �


298 equals sum of the corresponding groups – Rln(�);–R ln(symmetry); R¼ 1.987 calmol�1 K�1.
bCp, S


�
298 and �H �


f298 of the cyclic compounds from the B3LYP/6–31g(d,p) calculations on the bicyclic molecule.
c Bicyclic ring group calculated by difference.
d Numbers shown¼ 2� group value.
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3Dipartimento di Ingegneria Civile ed Ambientale, Università di Perugia, Via G. Duranti, 06125 Perugia, Italy
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ABSTRACT: A mechanistic study, principally based on product analysis, relative to the TiO2-photosensitized
oxidation of indane and some of its hetero-analogues, in deaerated CH3CN and in the presence of Ag2SO4, was
performed. In particular: (i) 1-acetamidoindan (principal product), indene, 1-indanol and 1-indanone were obtained
from indan; (ii) 5-methoxyindan gave 6-methoxyindene (principal product) and 5-methoxy-1-indanone; (iii) 2,3-
dihydrobenzofuran, 2,3-dihydroindole and 2,3-dihydrobenzothiophene produced benzofuran, indole and benzothio-
phen (the last one accompanied by minor amounts of 2,3-dihydrobenzothiophene-1-oxide), respectively. Considering
the previous studies on photo-oxidation of analogous substrates as benzylic derivatives (arenes, alcohols and ethers)
and from reaction product profiles, an electron-transfer mechanism (from the substrate to the photogenerated hole) is
suggested, where the radical cation intermediate should deprotonate to a benzylic radical. The carbocation obtained
from the oxidation of this radical should competitively evolve to alkene, alcohol and acetamide. H2


18O labelling
photo-oxidation experiments suggest that the ketone, when present, should derive from the substrate, through the
alcohol as intermediate. Copyright # 2006 John Wiley & Sons, Ltd.
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INTRODUCTION


The TiO2 (as powder) sensitised photo-oxidation reaction
in CH3CN can be a useful tool, not only to obtain some
mechanistic information about the first (kinetically
significant) steps of the photodegradation of organic
compounds as pollutants in water,1 but also to perform a
variety of substrate transformations.2 In any case, it is
known that the hole, (TiO2)hþ, captures an electron from
the organic substrate while the photogenerated electron is
transferred to a suitable acceptor (usually oxygen).2a


Regarding the second aim (functional group modifi-
cation), oxygenated products (carbonyl compounds,
carboxylic acids, sulphoxides, etc.) are generally obtained
in aerated medium;2a moreover, the reaction becomes
more efficient when Ag2SO4 (Agþ is the sacrificial
electron acceptor) is present in this medium.2b


It must be observed that, if this silver salt is used in
deaerated medium starting from benzylic derivatives,
the process usually maintains its efficiency and less
conventional oxidation products are obtained such as


dimers,2c acetamido derivatives2d and ring functionalized
products.2d


This oxidative process also has the following synthetic
advantages: the semiconductor is inexpensive, non-toxic,
chemically stable and can be reused after filtration or
centrifugation. Moreover, a large number of organic
compounds can be oxidised due to the high reduction
potential of (TiO2)hþ (2.4V vs. SCE).3


On the basis of the mechanistic information collected
for the photo-oxidation of benzylic derivatives, in this
paper we report on a mechanistic study, principally based
on product analysis, relative to the TiO2-photosensitized
oxidation of indane and its hetero-analogues (all with
benzylic structure) in deaerated CH3CN and in the
presence of Ag2SO4 (Scheme 1).


RESULTS AND DISCUSSION


The yield and distribution of the products obtained from
the photo-oxidation of compounds 1–5 are reported in the
Table 1.


In particular, in deaerated medium, 1 gives 1-
acetamidoindan, indene, 1-indanol and 1-indanone (entries
1 and 2). Taking into account the previously mechanistic
hypotheses regarding the TiO2-photosensitized oxidation
of some classes of benzyl derivatives in this medium,2d


the steps in Scheme 2 are suggested; in particular, the
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cation radical, formed from the substrate through electron
abstraction by the photogenerated hole, loses a proton
(a process promoted by oxygenated basic sites of TiO2


2e)
from the a-carbon (benzylic site) to give the free radical
10.


This intermediate is then oxidised to the corresponding
carbocation; a second hole should be responsible for
this reaction, as observed in the photoelectrochemical
oxidation of benzylic alcohols in deaerated CH3CN
(two electrons, that is two holes, per molecule are
involved).4


The fate of the carbocation (Scheme 3) can be
suggested considering both the product analysis from 1
and the corresponding profiles of product percent versus
reaction time (Fig. 1).


The principal reaction product (Table 1) is the
acetamido derivative. The absence of a maximum in
the reaction profile (Fig. 1) gives further information: in
particular, the acetamido derivative is a reaction product
that becomes the principal one after nearly 2 h. This


compound should derive from the nucleophilic attack of
the solvent on the carbocation through a known pathway
(path a in Scheme 3).2d


A small amount of indene is also present. The reaction
profile of this product shows a maximum in the Figure
and indene does not react after an hour when submitted to
the same reaction conditions at the same starting
concentrations as indane. These results suggest that this
cycloalkene is an intermediate obtained through a side
equilibrium from the deprotonation of the cation (path b).


The profile of indanol, another minor reaction product
(Table 1), shows a maximum (Fig. 1); this alcohol, when
submitted to the same reaction conditions as indan and at
the same initial concentration, gives, as expected,5 the
corresponding carbonyl product (1-indanone). Therefore,
indanol is a detectable intermediate that derives from
the reaction of the carbocation with H2O


6 (path c in
Scheme 3), which, in any case, is present in trace amounts
on the TiO2 surface.


7


Indanone is obtained from indanol through the same
mechanism previously studied for benzylic alcohols in
deaerated CH3CN.


4,5 This reaction should be faster than
the photo-oxidation of indane as the alcohol is more
efficiently adsorbed at the TiO2 surface; in fact, the
adsorption constant of indanol (K¼ 380� 100M�1),
determined through a Langmuir-type adsorption iso-
therm,8 is higher than that of indane, not evaluable by this
method (K< 100M�1).


It can be observed from the profile that the amide
predominates over the ketone only after 2 h; during
this time the molar amount of adsorbed water


Scheme 1.


Table 1. Product yields in the TiO2-sensitised photo-oxidation of indane and some of its hetero-analoger in deaerated CH3CN
and in the presence of Ag2SO4.


Entry Substrate X Y t, h Unreacted substrate, %


Product yield, %a


6 7 8 9


1 1 CH2 H 1.0 66 4 5 2 3
2 3.0 42 8 22 3 6
3 2.0b 70 11
4 2.0c 56 26
5 2 CH2 OCH3 1.0 52 11 19
6 3 O H 3.0 44 37
7 4 NH H 2.0 71 10
8 5 S H 1.0 69 13d


9 2.0 40 27e


aWith respect to the starting material.
b In aerated medium without Ag2SO4.
c In aerated medium.
d 2,3-dihydrobenzothiophene-1-oxide, 5%, is also present.
e 2,3-dihydrobenzothiophene-1-oxide, 13%, is also present.
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(a better nucleofile than CH3CN) is probably sufficient
to compete with the solvent for the capture of the
cation (that is, path c is able to compete with path a in
Scheme 3).


A final observation about the profile is that, if the time
is longer than 3 h, the amount of alcohol diminishes, the
ketone concentration remains practically constant and the
amide percent increases. These findings are inline with
the reversibility of the alcohol formation that, while the
reaction is going on, favours the irreversible process to
acetamide.


To acquire further mechanistic information, we have
also carried out the reaction starting from 1 in aerated
medium; the carbonyl compound (1-indanone, entry 3) is
the only product, which is expected based on the results
previously obtained from similar cyclic benzylic hydro-
carbons.9 In this medium and in the presence of Agþ, as
electron acceptor, the same product is obtained, but more
efficiently (entry 4).


According to the previously suggested mechanistic
hypotheses on the photo-oxidation of alkylaromatic
compounds in aerated medium,2a,b the exclusive for-
mation of the ketone represents an evidence in favour of
the intermediate 10. In fact, the radical 10 (X¼CH2,


Y¼H) formed as in Scheme 2, in aerated medium reacts
very rapidly with oxygen10 instead of undergoing
oxidation to cation; the corresponding peroxy radical
then evolves to indanone (Scheme 4).


In line with an electron transfer to the hole as a
kinetically significant step (Scheme 2), the reaction from
5-methoxyindan (2) is more efficient than that from 1
(compare entries 1 and 5), according to the lower
oxidation potential of 2 (Ep¼ 1.40V vs. SCE)
with respect to that of 1 (Ep¼ 1.97V). In contrast to
the reaction from 1, only two products are obtained
from 2, 5-methoxy-1-indanone and 6-methoxyindene.
6-Methoxyindene is the principal product as it is more
stable than indene (in the case of 2, the equilibrium b in
Scheme 3 from the carbocation is shifted toward the
cycloalkene). A possible explanation for the absence of
the 5-methoxy-substituted alcohol (never detected from
0.25 to 3 h) should be that: (i) the alcohol should be
oxidized more quickly than 1-indanol to the correspond-
ing indanone (compare the previously measured relative
reactivity of 4-methoxybenzyl and benzyl alcohol,
krel¼ 245) and (ii) the alcohol amount formed should
be less than that from 1, because of competition with
alkene.


Scheme 3.


Scheme 2.
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To confirm path c in Scheme 3, that considers
the alcohol as an intermediate even if it was never
detected, a labelling experiment was carried out in the
presence of H2


18O. In particular, we observed that 18O
(after correction considering the 18O of the labelled
water) is completely (100� 7%) incorporated by
5-methoxyindanone.


The absence of the acetamido derivative from 2 could
be ascribed to the fact that the carbocation in Scheme 3
is more efficiently adsorbed at the semiconductor
surface (because of the more effective electronic
interaction between the p aromatic system of the
substrate, due to the presence of the electron donor
OCH3 group in the ring11) than the unsubstituted one;
therefore, the first intermediate should preferentially
interact with the adsorbed water rather than with
CH3CN (path c to indanone is favoured with respect to
path a to acetamide).


It must be observed that in the 2þ. structure, two types
of non-equivalent benzylic hydrogens are present (at 1-
and 3-C) but, in this reaction, the only one removed from
the cation radical is that in the para-position (at 1-C) with
respect to the methoxy group (only 6-methoxyindene
and 5-methoxy-1-indanone are present as products,
Scheme 5).


Accordingly the positive charge density in the indan
radical cation should be higher at 1-C than at 3-C, as
previously reported for 4- and 3-methoxytoluene.12


Finally, the only product obtained from 2,3-dihy-
drobenzofuran (3) and 2,3-dihydroindole (4) is benzo-
furan and indole, respectively (entries 6 and 7). Inline
with the suggested mechanism in Scheme 3, path b
should be much more favoured than a and c in both
cases because it yields a bicyclic hetero-aromatic
compound that is more stable than the alkenes obtained
from 1 and 2. Also, the aromatization product
(benzothiophene) is obtained from 2,3-dihydroben-
zothiophene (5) but it is accompanied by a minor
amount of the corresponding sulphoxide. The product
molar ratio from the reaction of 5 is nearly independent
of the reaction time (entries 8 and 9). Two parallel
reactions, benzylic deprotonation and sulphoxidation2e


from the radical cation (both induced by the basic
centres of TiO2), should compete (Scheme 6) because a
high positive charge density should be localized at the
sulphur atom.13


Figure 1. The reaction profile (product percent vs. reaction time) of the TiO2 sensitised photo-oxidation of indane in deaerated
CH3CN and in the presence of Ag2SO4.


Scheme 4.
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It must be observed that this reaction can represent a
suitable method to aromatize some hetero-cyclic com-
pounds by dehydrogenation in mild experimental
conditions (Eq. 1).


ð1Þ


CONCLUSION


From the product distribution and reaction product
profiles, the reaction mechanism of TiO2 sensitized
photo-oxidation of indane and its hetero-analogues in
deaerated CH3CN has been proposed. This has been
possible as: (i) besides the carbonyl compound (typical of
the reaction in the presence of oxygen) peculiar reaction
products (acetamido derivative, alcohol and alkene) are
formed; (ii) some mechanistic informations had been
previously obtained in the study of the photo-oxidation of
analogous compounds as benzylic derivatives in the same
medium.


EXPERIMENTAL


1H-NMR spectra were run on a Bruker AC 200
(200MHz) spectrometer, from solutions in CDCl3 with
TMS as internal standard. GC-MS analyses were
performed on a Hewlett Packard 6890A gas-chromatograph


(HP-Innovax capillary column, 15m) coupled with a
MSD-HP 5973 mass selective detector (70 eV).
GC analyses were carried out on a HP 5890 gas-
chromatograph (HP-Innovax capillary column, 15m).


Materials


TiO2 (anatase, Aldrich, 99.9%, dried at 110 8C), CH3CN
(HPLC grade, water content 0.02% from Karl–Fischer
coulometry), Ag2SO4, indan, 5-methoxyindan, 2,3-
dihydrobenzofuran, 2,3-dihydrobenzothiophene, 2,3-
dihydroindole, 1-indanone, 5-methoxy -1-indanone,
1-indanol, indene, benzofuran, benzothiophene and
indole were commercial samples.


Photochemical oxidation


A solution of the substrate (1.0� 10�2M) in N2- or
O2-purged CH3CN (20ml, HPLC grade), in the presence
of 130mg of TiO2 and of 0.30mmol of Ag2SO4, was
externally irradiated using a Helios Italquartz 500W high
pressure mercury lamp (through Pyrex filter), under
stirring at room temperature; the oxidation was also
performed in O2-purged CH3CN without Ag2SO4. The
TiO2 powder was then filtered through double paper and
repeatedly washed with CH3CN and diethyl ether; the
reaction mixture was poured into NaCl saturated water
and extracted with ether. The quantitative analysis of the
crude material (substrateþ product) was performed by
1H-NMR and by GC with suitable internal standard; the
material recovery was generally �80%. The reaction
profile from indan (in deaerated medium and in the


Scheme 5.


Scheme 6.
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presence of Ag2SO4) was obtained by GC analysis of
reaction samples at different times, after above workup.


Photochemical oxidation of 2 in
the presence of H2


18O


The photo-oxidation of 2, sensitised by TiO2, was also
carried out in CH3CN/H2


18O (99.5/0.5 v/v). The reaction
mixture was analysed by GC-MS. The percent of
incorporated 18O in 5-methoxy-1-indanone was deter-
mined by the relative abundances of the peaks at m/z 162
and 164 [Mþ]. The percentage of incorporated 18O
(corrected considering the 18O content of the labelled
water) was 100� 7%.


Reaction Products


The products were identified directly from the crude and,
if necessary, after column chromatography on silica
gel by comparison of 1H-NMR and GC-MS data with
those of commercial samples or literature data (for 1-
acetamidoindan,14 6-metossiindene15 and 2,3-dihydro-
benzothiophene-1-oxide16)


Cyclic voltammetry


Ep values were obtained from an AMEL 552 potentiostat
controlled by a programmable AMEL 568 function
generator (at 100mV s�1, 1mm diameter platinum disc
anode) in CH3CN/LiClO4 (0.1M).


Adsorption equilibrium constants


Equilibrium constants (K) of indanol and indane onto
TiO2 (Degussa P-25, particle concentration 20 g dm


�3) in
CH3CN (HPLC grade) were evaluated using different
initial substrate concentrations (Co) at room temperature
(temperature was not controlled because it is reported9


that K value is not significantly influenced in the range
22–40 8C). The equilibrium concentrations values (C)
were obtained (by HPLC) after overnight equilibration of
the shaken suspensions and filtration (through Millipore


filters) as reported17. Each K value corresponds to the
average of two determinations.
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ABSTRACT: The gas-phase basicities (GBs) of 12 nicotinoids were calculated for the two potential sites of
protonation, the sp2 pyridine and the sp3 amino nitrogen atoms, at the B3LYP/6–311þG(3df,2p)//B3LYP/6–31G(d,p)
level and estimated from substituent effects on the GBs of 2-substituted pyrrolidines and N-methylpyrrolidines. It was
found that, in contrast to the Nsp3 protonation in water, nicotinoids with a secondary amino nitrogen (substituted
nornicotines, anabasine, anatabine) are protonated on the pyridine nitrogen. Nicotinoids with a tertiary amino nitrogen
(substituted nicotines, N-methylanabasine, N-methylanatabine) are protonated on either the pyridine or the amino
nitrogen, depending on the electronic effects of the substituents and the strength of an intramolecular CH � � �Nsp3
hydrogen bond. Copyright # 2005 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/.
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INTRODUCTION


The site of protonation of nicotine, which bears two basic
nitrogen atoms, the pyridine and the pyrrolidine nitro-
gens, depends on their relative intrinsic strengths and
possibly on the solvent.1 In water, the first pKa (8.0)2


corresponds to the protonation of the pyrrolidine nitrogen
(Nsp3), whereas the pKa of the pyridine nitrogen (Nsp2)
can be estimated as ca 5.7 from the pKa of pyridine
(5.20)3 and the substituent effect of the 3-(N-methylpyr-
rolidine-2-yl) group.1,3–5 Therefore, in the solvent water,
the protonation on the pyrrolidine nitrogen is preferred by
ca 13.3 kJmol�1 on the Gibbs energy scale (Scheme 1).
In the gas phase, Fourier transform ion cyclotron reso-
nance (FT-ICR) measurements and density functional
theory (DFT) calculations of the Gibbs energy of the
deprotonation reaction, defining the gas-phase basicity
(GB) of each nitrogen site, showed1 that the basic
strengths of each site become very close (Scheme 2).
In the case of nornicotine, the influence of solvation on


the preferred protonation site is even more dramatic: the
site of protonation is changed from the sp3 nitrogen in
water to the sp2 nitrogen in the gas phase (Scheme 3).1


The problem of the site of protonation of nicotine-
related molecules (nicotinoids) is important not only in
physical organic chemistry but also in pharmaceutical
chemistry, since it is known that it is the monoprotonated
form of nicotine that is biologically active.6 The binding
of nicotine to nicotinic acetylcholine receptors occurs
through a cation–� interaction between the protonated
nitrogen of nicotine and aromatic residues of the recep-
tors and/or a hydrogen bond between the pyrrolidine
Nþ—H and a backbone carbonyl in the region of the
binding site.7–10


In our laboratories, an earlier study was devoted to
the site(s) of protonation of nicotine (1) and nornicotine
(2) in the gas phase, i.e. to the intrinsic base strength
of each nitrogen atom.1 In the present work, we extend
our investigations to the 12 new nicotinoids 3–14.
Through the theoretical calculation of the intrinsic base
strength of each nitrogen atom of these dibasic com-
pounds, we aim to identify the influence of various
structural effects on the selectivity of the protonation
site. We select compounds 3–14 in order to study (i)
various electronic effects (field-inductive, resonance,
polarisability) of substituents in ortho and meta positions
of the pyridine rings of nornicotine (3–6) and nicotine
(7–10), (ii) the extension of a five-membered pyrrolidine
ring to a six-membered piperidine ring (11, 12) and
(iii) the introduction of a double bond in a piperidine
ring (13, 14).
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For these nicotinoids, we calculate the GB values of
each nitrogen atom at the B3LYP/6–311þG(3df,2p)//
B3LYP/6–31G(d,p) level of theory. The difference in GB
values, GB(Nsp2)�GB(Nsp3), allows the calculation of
the equilibrium constant K (at a given temperature) of the
proton exchange reaction (Scheme 4) and, consequently,


of the percentage of each protonated form. It can be seen
in Scheme 4 that a difference of 10 kJmol�1 will give one
major form, whereas smaller differences will lead to
mixtures of forms protonated on the pyridine nitrogen
(written Nsp2 Hþ) or on the amino nitrogen (Nsp3 Hþ).


GEOMETRIES OF THE UNPROTONATED AND
PROTONATED NICOTINOIDS


The determination of theoretical GBs required a preli-
minary investigation of the conformation of unprotonated
(neutral), Nsp2 protonated and Nsp3 protonated forms of
the studied nicotinoids. While several ab initio and DFT
computational studies of nicotine (1) and nornicotine (2)
conformation have recently been made,1,11,12 we are not
aware of any conformational studies on the nicotinoids
3–14. In this work, 36 new neutral and protonated species
were considered at the B3LYP/6–31G(d,p) level of the-
ory, using the Gaussian 9813 suite of programs.
The specification of nicotinoid conformation requires


the definition of three stereochemical features:


1. The position of the N10 substituents (H or Me) relative
to the pyridine (Py) ring. Four conformers are possi-
ble, as illustrated in Fig. 1 for the example of a
pyrrolidine ring with an envelope form.


2. The relative orientation of the two rings, described by
the dihedral angle C2C3C20H20. The pyridine and the
pyrrolidine (piperidine, tetrahydropyridine) rings are
always found roughly perpendicular to one an-
other1,11,12 (see below, Table 3) and two syn and
anti rotamers have been identified1,11,12 from the
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respective positions of hydrogen atoms H2 and H20, as
illustrated in Fig. 2 for the example of the (eq, eq)
conformer of nicotine.


3. The conformation of the pyrrolidine, piperidine or
tetrahydropyridine rings. In the case of pyrrolidine,
the ring can adopt (i) an envelope conformation with
the N10 atom out of plane, (ii) a twist conformation or
(iii) a conformation between the envelope and twisted
forms, which can be specified by two coordinates,14


the ring wagging angle � and the ring twisting angle
�. These angles are defined in Fig. 3.


In the case of neutral nicotine, all computational
studies1,11,12 and a recent gas electron diffraction experi-
ment12 led to the conclusion that the most stable con-
former is (eq, eq, syn) (see Fig. 2). The B3LYP/6–
31G(d,p) calculations of this work showed that (i) the
(eq, eq, syn) conformer is more stable than the (eq, eq,
anti) by 2.0 kJmol�1, (ii) the C2C3C20H20 dihedral angle
is 18 � (pyridine and pyrrolidine rings are roughly per-
pendicular) and (iii) �¼ 16 � and �¼ 1 �, i.e. the pyrro-
lidine ring adopts an envelope conformation with the N10
atom out of plane. The same kind of geometry was found
for the other neutral nicotinoids. In all cases, we found
that (i) the (eq, eq, syn) rotamers have a lower energy than
the (eq, eq, anti) between 1.3 and 2.4 kJmol�1, (ii) the
two rings are roughly perpendicular, the dihedral angles
C2C3C20H20 being between 11 and 24 � and (iii) the
dihedral angles � (15–16 �) and � (0–3 �) show that the
pyrrolidine rings adopt the envelope form. In the case of
neutral anabasine 11 and N-methylanabasine (12), the
six-membered ring exists in a chair conformation. In
the case of neutral anatabine (13) and N-methylanatabine
(14), the nitrogen atoms are above the plane C30C40
C50C60 defined by the double bonds and the C20 atoms


are under this plane (Fig. 4). Tables 1–3 present the
results of our B3LYP/6–31G(d,p) optimisations of
geometries. Table 1 compares the relative energies of
the (eq, eq, syn) and (eq, eq, anti) conformers, Table 2 the
dihedral angles C2C3C20H20 measuring the approximate
perpendicularity between the rings and Table 3 the
dihedral angles � and � specifying the conformation of
the pyrrolidine ring.
When nicotinoids are protonated on the amino (Nsp3)


nitrogen atom, the results in Table 3 show that the
pyrrolidine ring adopts a nearly twisted conformation
(except 7 and 10) while Table 2 shows that the two rings
remain approximately perpendicular to one another.
Table 1 shows that the (eq, eq, syn) conformer remains
generally the most stable one but that, in most cases, the
energy difference becomes very weak and is even of
the opposite sign for N-methylanabasine (13) and anata-
bine (14).
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Figure 1. Possible conformers of (nor)nicotine arising from the (pseudo)-axial and equatorial positions of the methyl
(hydrogen) group and of the pyridine (Py) ring. Correspondence between the abbreviations of the (nor)nicotine conformers
used in this work and in Ref. 11


N


H2'Me


1'
2'


3'4'


5'
N


H2


1
2


3
4


5 6


N


H2'Me


1'


NH2


Syn Anti


Figure 2. Syn and anti rotamers for the (eq, eq) conformer
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Figure 3. Definition of the ring wagging and twisting
coordinates. Points X1 and X2 are the middles of the bonds
C30C40 and C20C50, respectively. The dihedral angle
X2C40X1N10 (which is equal to X2 C30X1N10) defines the
wagging coordinate �. The dihedral angle X2X1C40C50
(which is equal to X2X1C30C20) defines the twisting coordi-
nate �. �¼0 and �¼0 if the ring is planar; �¼0 and � 6¼0
when the ring is twisted; � 6¼0 and �¼0 when the ring
adopts the envelope form
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Figure 4. Conformation of the tetrahydropyridine rings of
anatabine (13) and N-methylanatabine (14)


106 M. KONÉ ET AL.
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In contrast to the neutral and Nsp3 protonated nicoti-
noids, the Nsp2 (pyridine) protonated forms are more
stable in the (eq, eq, anti) conformation. The relative
energies of the (eq, eq, anti) conformers are in the range


þ2.0 to þ6.3 kJmol�1 (Table 1). Brodbelt et al.,15 in the
case of the nicotine analogue 3-(N,N-dimethylamino-
methyl)pyridine and Graton et al.,1 in the case of nico-
tine (1) and nornicotine (2), have explained this


Table 1. Conformational energy differences (kJmol�1) between syn and anti forms of neutral, Nsp2 protonated and Nsp3


protonated nicotinoids [B3LYP/6–31G(d,p) calculations]


No. Nicotinoid Neutral syn/antia Nsp2 protonated anti/syna Nsp3 protonated syn/antia


3 6-Methylnornicotine 2.3 6.2 8.7
2 Nornicotine 2.4 6.0 2.9
4 5-Ethynylnornicotine 1.9 4.7 0.2
5 5-Bromonornicotine 2.4 5.1 0.2
6 5-Nitronornicotine 1.3 6.3 0.1
7 6-tert-Butylnicotine 1.8 4.4 2.1
8 6-Methylnicotine 1.9 4.5 8.7
1 Nicotine 2.0 4.6 0.1
9 5-Ethynylnicotine 1.6 4.7 0.7
10 5-Bromonicotine 2.1 4.0 0.4
11 Anabasine 2.2 4.1 0.2
12 N-Methylanabasine 2.0 2.8 �0.3
13 Anatabine 2.2 3.4 �0.1
14 N-Methylanatabine 2.0 2.0 0.03


a Low-energy/high-energy conformer.


Table 2. Dihedral angle C2C3C20H20 ( �) between the two rings of the most stable conformer of neutral and protonated forms
of nicotinoids [B3LYP/6–31G(d,p) calculations]


No. Nicotinoid Neutral (eq, eq, syn) Nsp3 protonated (eq, eq, syn) Nsp2 protonated (eq, eq, anti)


3 6-Methylnornicotine 20.2 �10.4 �130.1
2 Nornicotine 20.9 �9.8 �129.9
4 5-Ethynylnornicotine 22.0 �8.2 �130.8
5 5-Bromonornicotine 22.0 �7.6 �130.7
6 5-Nitronornicotine 23.7 �4.9 �128.7
7 6-tert-Butylnicotine 17.8 �8.6 �139.2
8 6-Methylnicotine 17.6 �6.0 �140.6
1 Nicotine 18.3 �8.0 �138.7
9 5-Ethynylnicotine 19.0 �6.1 �141.9
10 5-Bromonicotine 19.3 �5.7 �140.5
11 Anabasine 18.6 �13.9 �152.7
12 N-Methylanabasine 15.1 �29.4 �158.8
13 Anatabine 17.2 �8.6 �157.2
14 N-Methylanatabine 11.3 �2.7 �163.9


Table 3. Wagging angle � and twisting angle � ( �) of the pyrrolidine ring of the most stable conformer of neutral and
protonated nicotinoids [B3LYP/6–31G(d,p) calculations]


No. Nicotinoid Neutral Nsp3 protonated Nsp2 protonated
(eq, eq, syn) (eq, eq, syn) (eq, eq, anti)


� � � � � �


3 6-Methylnornicotine 16.2 1.3 1.9 21.2 6.6 17.6
2 Nornicotine 16.2 2.0 2.3 21.1 6.3 17.8
4 5-Ethynylnornicotine 16.1 1.5 3.1 20.9 6.6 17.7
5 5-Bromonornicotine 16.2 0.2 1.7 21.3 6.5 17.6
6 5-Nitronornicotine 15.4 0.6 1.2 21.4 6.3 17.7
7 6-tert-Butylnicotine 15.5 1.1 14.9 0.8 8.4 15.3
8 6-Methylnicotine 15.5 1.1 6.7 18.7 8.7 15.8
1 Nicotine 15.5 1.1 5.2 20.2 8.6 15.8
9 5-Ethynylnicotine 15.3 2.7 5.6 19.4 9.2 15.3
10 5-Bromonicotine 15.4 1.2 15.0 2.1 8.9 15.5
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conformational change on Nsp2 (pyridine) protonation by
the formation of a C—H � � �N(sp3) intramolecular hydro-
gen bond (Fig. 5), which is significantly shorter (and
hence stronger) in the (eq, eq, anti) than in the (eq, eq,
syn) conformer.
The same explanation can be applied to the (eq, eq,


anti) preference of the 12 new nicotinoids studied in this
work, since we found the same kind of C2—H � � �N
intramolecular hydrogen bond in all these compounds.
The length d(N � � �H) and the angle � (C2H2N10) of the
hydrogen bond are shown in Table 4. It is interesting that
the shortest (strongest) hydrogen bond is found for 5-
nitronornicotine (6) (2.350 Å; 1 Å¼ 0.1 nm), which
shows the greatest syn preference (6.3 kJmol�1), while
the longest (weakest) one is for N-methylanatabine (14)
(2.592 Å) with the least syn preference (2.0 kJmol�1).
Indeed, a significant correlation [Eqn (1)] is observed
between the relative energy of the (eq, eq, anti) con-
former (Table 1) and the hydrogen bond length (Table 4):


�Eðanti=synÞ ¼ 43:6� 16:1dðN � � �HÞ ð1Þ


n¼ 14, correlation coefficient r¼ 0.934


This correlation (in units of kJmol�1 and Å) supports the
analysis of the nicotinoid conformational change syn!
anti in terms of the formation of an intramolecular
hydrogen bond.
Optimized geometries of the 36 structures investigated


are available from the authors upon request.


GB CALCULATIONS


The gas-phase basicity (GB) of a base B is defined as the
Gibbs energy change for the BHþ (g)!B(g)þHþ(g)
deprotonation reaction. The GB values were calculated at
298.15K and 1 bar by the following equations:


�G ¼ �H � T�S ð2Þ


�H ¼ �Eelec þ�ZPVE þ�EvibðTÞ þ 5=2RT ð3Þ


�S ¼ SðHþÞ þ SðBÞ � SðBHþÞ ð4Þ


where �Eelec represents the difference between the
electronic energies of the most stable conformation of
the products and the reactants at 0 K, �ZPVE is the
difference in the zero-point vibrational energies of BHþ


and B,�Evib(T) accounts for the change in the population
of vibrational levels at a temperature T, 5/2RT contains
the classical term for translation, rotation and the con-
version factor of energy to enthalpy and�S is the entropy
contribution. For Hþ, a value of S¼ 108.95 JK�1mol�1


at 298K was employed.16


The rotational entropy component is calculated from
the B3LYP/6–31G(d,p) geometries. For the vibrational
contribution to the entropy and enthalpy, the vibrational
frequencies of B and BHþ were evaluated within the
harmonic approximation at the B3LYP/6–31G(d,p) level
and scaled by the empirical factor 0.9804.17 The electro-
nic energies were obtained using a more extended and
flexible basis set than for geometries, i.e. at the B3LYP/
6–311þG(3df,2p)//B3LYP/6–31G(d,p) level. This strat-
egy of calculation takes into account the size and number
of species studied and has already been justified in our
previous work devoted to nicotine and nornicotine.1 More
generally, the good performance of this calculation level
has been well documented in the literature.18–20


The GB values are given in Table 5 for each of the 12
new nicotinoids investigated. Two theoretical values are
calculated, one for each protonation site, the pyridine sp2


and the amino sp3 nitrogen atoms. The difference be-
tween these theoretical values, �GB(theor.), should al-
low identification of the protonation site, as described in
Scheme 4, assuming no calculation errors.
These errors arise from the set of approximations used


for the calculation of geometries and energies or proper-
ties, such as the approximate correlation term introduced
by the density functional model, the truncation of the
basis set or the harmonic approximation21 and the
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100˚
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d(N...H2) =  2.35 Å


Figure 5. In the (eq, eq, anti) conformer of 5-nitronornico-
tine (6) protonated on the pyridine Nsp2 nitrogen, the
positive hydrogen of the C2—H bond points to the lone
pair of the pyrrolidine Nsp3 nitrogen and establishes a C2—
H � � �Nsp3 intramolecular hydrogen bond inside a five-
membered ring


Table 4. Geometry of the intramolecular C—H � � �Nsp3
hydrogen bond in the (eq, eq, anti) conformer of the Nsp2


protonated form of nicotinoids: N � � �H2 bond length, d, and
angle, � (C2H2N01) [B3LYP/6–31G(d,p) calculations]


No. Nicotinoid d (Å) � ( �)


3 6-Methylnornicotine 2.375 99.3
2 Nornicotine 2.363 99.6
4 5-Ethynylnornicotine 2.369 99.3
5 5-Bromonornicotine 2.368 99.3
6 5-Nitronornicotine 2.350 99.9
7 6-tert-Butylnicotine 2.433 97.6
8 6-Methylnicotine 2.418 98.0
1 Nicotine 2.410 98.0
9 5-Ethynylnicotine 2.421 97.7
10 5-Bromonicotine 2.416 97.9
11 Anabasine 2.453 95.4
12 N-Methylanabasine 2.540 94.2
13 Anatabine 2.500 94.2
14 N-Methylanatabine 2.592 92.8
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temperature value used in the calculation (298.15K)
being lower than the experimental FTICR value
(�338K). We need to estimate these calculation errors
on the GB values of nicotinoids. A comparison between
the calculated and measured GB values for model mole-
cules structurally very similar to the studied nicotinoids
should allow the quality of the calculations to be judged.
We calculated the GB values of 19 models (test mole-
cules) bearing one nitrogen protonation site, for which
the experimental GB values have been measured. These
test molecules are the pyridines 2 and 15–22, pyrrolidines
23–26, piperidine 27, 1,2,3,6-tetrahydropyridine (28), N-
methylpyrrolidines 29–32 and N-methylpiperidine (33).
Table 6 compares the experimental GBs1,22 with the
theoretical values calculated at the B3LYP/6–311þ
G(3df,2p)//B3LYP/6–31G(d,p) level.


It is striking that the sign of the difference between
the computed and experimental values depends on the
nature of the protonated nitrogen atom. In the series
of tertiary amines 29–33, the calculated GBs are always
less than the experimental values by 1.2–5.2 kJmol�1


(�3.1 kJmol�1 on average). In contrast, in the series of
secondary amines 23–28 and pyridines 2 and 15–22, the
calculated GBs are overestimated in comparison with the
experimental values by 2.3–6.5 kJmol�1 (þ3.8 kJmol�1


on average) in secondary amines and 2.8–9.9 kJmol�1


(þ6.9 kJmol�1 on average) in pyridines.
The differences GB(theor.)�GB(exp.) result from a


combination of calculation and measurement errors. In so
far as the experimental GBs are believed to be accurate to
within 1–2 kJmol�1 on a relative basis within the series
of nitrogen bases considered here (see Table 1 in Ref. 1)
and since the sign of this difference is systematically and
not randomly distributed, we attribute the largest part of
the differences to systematic errors of calculation.
A significant cancellation of errors can be obtained by


considering isodesmic reactions, such as the proton ex-
change reaction B1H


þþB2!B2H
þþB1 between bases


B1 and B2. The comparison of very similar bases, B1 and
B2, enables maximum advantage to be taken of the


cancellation of errors on both sides of the reaction. The
calculation of the GB values of each nitrogen atom of
the studied nicotinoids by the method of isodesmic proton
exchanges is described in the following section.


ISODESMIC PROTON EXCHANGES


Consider a pair of structurally similar bases, B1 and B2.
Their GB values, GB(theor., B1) and GB(theor., B2), have
been calculated at the same level of theory, with some
errors, and only the experimental GB value of B2,
GB(exp., B2), is known. A corrected theoretical value
of the basicity of B1, GB(theor. corr., B1), can be obtained
by using the isodesmic proton exchange reaction (5):


B1H
þ þ B2 ! B2H


þ þ B1 ð5Þ


since an important cancellation of calculation errors is
expected for the theoretical Gibbs energy of this reaction,
�G(theor., 5), which is given by Eqn (6). For a given
base B2, the corrected gas phase basicity of B1 is given by
Eqn (7).


�Gðtheor:; 5Þ ¼ GBðtheor:;B1Þ � GBðtheor:;B2Þ ð6Þ


GBðtheor: corr:;B1Þ ¼ GBðexp:;B2Þ þ�Gðtheor:; 5Þ
ð7Þ


The method can be applied to each protonation site,
Nsp2 and Nsp3, of a nicotinoid B1, provided that a
structurally similar pyridine and amine, respectively,
are chosen as bases B2. Thus, we obtain the corrected
basicities of each site, GB(theor. corr., B1, Nsp


2) and
GB(theor. corr., B1, Nsp


3). It is recommended to carry
out several isodesmic reactions (5) by varying the base
B2 and to take the mean of the results, GBðtheor:
corr:;B1;Nsp


2Þ or GBðtheor:corr:;B1;Nsp
3Þ. The stan-


dard deviation of the mean gives a quantitative measure
of how well the isodesmic method performs. This
method will be illustrated below on the example of


N
X
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N-methylanatabine (14). We calculated the basicity of the
Nsp2 protonation site of N-methylanatabine using iso-
desmic reaction (8):


As base B2, we chose from Table 6: nornicotine, pyridine
and pyridines meta-substituted by alkyl groups. We did
not use ortho-substituted pyridines and pyridines meta-
substituted by electron-withdrawing groups Br and NO2.
The details of the calculations (in kJmol�1) are shown in
Scheme 5. We find GBðtheor:corr:; N-methylanatabine;
Nsp2Þ¼ 922.9� 1.4 kJmol�1 (where the indicated un-
certainty is the 95% confidence interval calculated from
Student’s t-test for four degrees of freedom).
In order to calculate the basicity of the Nsp3 protona-


tion site, we used isodesmic reaction (9), choosing the
tertiary amines of Table 6 as bases B2:


The details of the calculations (in kJmol�1) are
shown in Scheme 6. We found GBðtheor:corr:;N�
methylanatabine;Nsp3Þ¼ 931.3� 2.3 kJmol�1.
Thus, in N-methylanatabine, the mean theoretical cor-


rected basicity of the Nsp3 nitrogen atom remains at
8.4� 3.7 kJmol�1 above that of the Nsp2 nitrogen atom.
According to Scheme 4, this corresponds to 87–99% of
N-methylanatabine protonated on the Nsp3 atom. In sum-
mary, B3LYP/6–311þG(3df,2p)//B3LYP/6–31G(d,p)
calculations, corrected by our empirical isodesmic
method, lead to the conclusion that the preferred site of
protonation of N-methylanatabine is the amino nitrogen
atom in the gas phase.
The isodesmic method has been applied to all the


nicotinoids studied. For each nicotinoid, we calculated:


� the mean theoretical corrected basicity, GBðtheor:
corr:Þ, for each protonation site, Nsp2 and Nsp3;


� the difference in basicity between the two sites,
�GB ¼ GBðNsp2Þ � GBðNsp3Þ;


� the equilibrium constant K of the proton exchange
reaction Nsp2HþÐNsp3Hþ (see Scheme 4);


� the percentage of nicotinoid protonated on the Nsp3


site, %Nsp3Hþ.


The results of these calculations, as well as the
conclusion about the protonation site(s), are presented
in Table 7.


EMPIRICAL ESTIMATION OF GB VALUES


It is interesting to compare the GBs calculated by
quantum chemistry methods with those estimated em-
pirically by using the Taft–Topsom methodology.23 In
this method, the substituent effect on GB, �GB, is
described by a multilinear structure–energy relationship
[Eqn (10)] in terms of substituent constants, �, and
reaction constants, �, corresponding to three assumed
additive interaction mechanisms between the substituent
and the reaction (protonation) site:


�GB ¼ �F�F þ �R�R þ ���� ð10Þ
These are called field/inductive (F), resonance (R) and
polarisability (�) effects. For example, the basicity of the
Nsp2 nitrogen of 3-substituted pyridines can be esti-
mated4 through the equation


�GBðNsp2Þ ¼ �95:4�F � 68:2�R � 17:6�� ð11Þ


Provided that the substituent constants �F, �R and �� of the
meta-substituent are known. 5-Substituted nornicotines


N


N


H


Me+ +
N


X


N


N
Me


+
N
H


+


X


ð8Þ


N


N
+


H Me
+ B2


N


N
Me


+ B2 H+


ð9Þ


Table 5. Theoretical gas-phase basicity, GB (kJmol�1), of
the sp2 pyridine and sp3 amino nitrogens of nicotinoids and
basicity difference �GB¼GB (Nsp2)�GB (Nsp3) [B3LYP/6–
311þG(3df,2p)//B3LYP/6–31G(d,p) calculations]


No. Nicotinoid Site GB �GB
(theor.) (theor.)


3 6-Methylnornicotine Nsp2 958.1
Nsp3 924.3 33.8


2 Nornicotine Nsp2 939.5
Nsp3 916.0 23.5


4 5-Ethynylnornicotine Nsp2 930.7
Nsp3 912.9 17.8


5 5-Bromonornicotine Nsp2 917.0
Nsp3 903.1 13.9


6 5-Nitronornicotine Nsp2 883.1
Nsp3 882.8 0.3


7 6-tert-Butylnicotine Nsp2 961.7
Nsp3 940.0 21.7


8 6-Methylnicotine Nsp2 952.8
Nsp3 936.0 16.8


1 Nicotine Nsp2 936.0
Nsp3 926.9 9.7


9 5-Ethynylnicotine Nsp2 928.4
Nsp3 923.5 4.9


10 5-Bromonicotine Nsp2 915.3
Nsp3 915.7 �0.4


11 Anabasine Nsp2 934.8
Nsp3 920.8 14.0


12 N-Methylanabasine Nsp2 936.6
Nsp3 935.9 0.7


13 Anatabine Nsp2 930.1
Nsp3 912.4 17.7


14 N-Methylanatabine Nsp2 930.9
Nsp3 928.1 2.8
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2–6 and nicotines 7–10 are meta-substituted pyridines and
the GBs of the Nsp2 protonation site might be estimated
through Eqn (11). Unfortunately, on Nsp2 protonation, an
intramolecular C—H � � �Nsp3 hydrogen bond is created


and this fourth interaction mechanism, enhancing the
pyridine nitrogen basicity, is not taken into account by
the �� Eqn (11). Hence there is no simple way to estimate
GB(Nsp2) of substituted nicotines and nornicotines.


Table 6. Comparison of (B3LYP/6–311þG(3df,2p)//B3LYP/6–31G(d,p)) theoretical and experimental gas-phase basicities, GB
(kJmol�1), of test molecules related to nicotinoids


No. Molecules GB (theor.) GB (exp.) Da


Pyridine series (Nsp2 protonation site)
15 2-tert-Butylpyridine 936.6b 929.8d þ6.8
16 3,5-Dimethylpyridine 933.4c 923.5d þ9.9
17 2-Methylpyridine 923.3c 917.3d þ6.0
18 3-Ethylpyridine 923.6b 915.5d þ8.1
19 3-Methylpyridine 919.2c 911.6d þ7.6
20 Pyridine 905.2c 898.1d þ7.1
21 3-Bromopyridine 884.3b 878.1d þ6.2
22 3-Nitropyridine 844.4b 841.6e þ2.8
2 3-(2-Pyrrolidinyl) (nornicotine) 939.5c 932.4c þ7.3
Secondary amine series (Nsp3 protonation site)
23 Pyrrolidine 920.9c 915.3d þ5.6
24 2-(3-Trifluoromethylphenyl)pyrrolidine 916.1c 912.7c þ3.4
25 2-(3-Fluorophenylpyrrolidine 923.6c 917.1c þ6.5
26 2-Phenylpyrrolidine 936.0c 933.5c þ2.5
27 Piperidine 923.2b 920.6c þ2.6
28 1,2,3,6-Tetrahydropyridine 914.5b 912.2f þ2.3
Tertiary amine series (Nsp3 protonation site)
29 N-Methylpyrrolidine 933.5c 934.7c �1.2
30 N-Methyl-2-(3-Trifluoromethylphenyl)pyrrolidine 922.5c 927.7c �5.2
31 N-Methyl-2-(3-fluorophenyl)pyrrolidine 932.5c 937.6c �5.1
32 N-Methyl-2-phenylpyrrolidine 946.2c 948.5c �2.3
33 N-Methylpiperidine 937.9b 940.1d �2.2


aD¼GB (theor.)�GB (exp.).
b This work.
c Ref. 1.
d Ref. 22.
e From the 3-NO2 substituent effect reported in Ref. 4.
fMeasured in this work according to the procedure given in Ref. 1. Uncertainty (as defined in Ref. 1) is � 0.3 kJmol�1.


GB(theor., B1, Nsp3) B2 GB(theor., B2 , Nsp3) ∆G(9) GB(exp., B2) GB(theor. corr., B1, Nsp3)


928.1 30 922.5 + 5.6 927.7 933.3 


29 933.5 - 5.4 934.7 929.3 


31 932.5 - 4.4 937.6 933.2 


32 946.2 - 18.1 948.5 930.4 


33 937.9 - 9.8 940.1 930.3


931.3 (Mean)


Scheme 6


GB(theor., B1, Nsp2) X GB(theor., B2) ∆G (8) GB(exp., B2) GB(theor. corr., B1, Nsp2)


930.9 H 905.2 + 25.7 898.1 923.8 


3-Me 919.2 + 11.7 911.6 923.3 


3-Et 923.6 + 7.3 915.5 922.8 


3,5-Me2 933.4 - 2.5 923.5 921.0 


3-(2-pyrrolidinyl) 939.7 - 8.8 932.4 923.6


922.9 (Mean)


Scheme 5
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However, the basicity of the nitrogen atom of the
pyrrolidine ring can be obtained by the �� methodology.
In the series of 2-substituted pyrrolidines, the GB varia-
tions result only from the field/inductive and polarisability
effects, since there is no resonance effect in a saturated
ring. By means of known GBs, �F and �� values, we
established in a previous study1 the following equations
for the prediction of the basicity (in kJmol�1) of the
pyrrolidine nitrogen in series of 2-substituted pyrrolidines
and 2-substituted N-methylpyrrolidines, respectively:


GBðNsp3; 2-substituted pyrrolidinesÞ
¼ 915� 206�F � 33�� ð12Þ


GBðNsp3; 2-substituted N-methylpyrrolidinesÞ
¼ 935� 197�F � 29�� ð13Þ


The application of these equations to the prediction of
GB(Nsp3) of substituted nicotines and nornicotines re-
quires the knowledge of the �F and �� constants for the
substituted pyridyl groups that are present in the struc-
ture of nicotinoids 1–10. We calculated these constants
using the methods developed by Topsom24 and Exner
et al.25 (�F) and Hehre et al.26 and Carsky et al.27 (��).
Table 8 gives values of �F and �� for substituents


relevant to the series of substituted nicotines and norni-
cotines. Their use in Eqns (12) and (13) furnishes the
empirical GB(Nsp3) of nicotinoids 3–10 (Table 9). A
comparison between empirical and theoretical basicities
is shown in Table 9. The agreement between the two
methods is satisfactory since the mean absolute deviation
is only 1.3 kJmol�1.


CONCLUSIONS


For an isolated molecule, the site of protonation of
nicotinoids bearing a secondary amine function (NH) is
generally the sp2 nitrogen of the pyridine ring. Such is the
case of nornicotine (2), substituted nornicotines 3–6,


Table 7. Results of the proton isodesmic exchange method: corrected theoretical GBs for each protonation site, GB(Nsp2) and
GB(Nsp3), basicity differences, �GB ¼ GB(Nsp2)�GB(Nsp3), equilibrium constant of the proton exchange, K, percentage of
form protonated on the amino nitrogen, % Nsp3 Hþ, and conclusion about the protonation site (GBs in kJmol�1)


B1 B2 GB(Nsp2) GB(Nsp3) �GB K % Nsp3Hþ Site(s)


6-Methylnornicotine 2, 15, 17, 20 951.4� 0.8
23–28 920.5� 1.9 30.9� 2.7 10�6–10�5 0 Nsp2


Nornicotine 16, 18, 19, 20 931.3� 1.9
23–28 912.2� 1.9 19.2� 3.8 10�4–2� 10�3 0 Nsp2


5-Ethynylnornicotine 2, 18–22 924.2� 2.0
23–28 909.1� 1.9 15.1� 3.9 5� 10�4–10�3 0–1 Nsp2


5-Bromonornicotine 2, 20–28 911.2� 3.3
23–28 899.3� 1.9 11.9� 5.1 10�3–6� 10�2 0–6 Nsp2


5-Nitronornicotine 2, 20–22 877.1� 3.3
23–28 879.0� 1.9 �1.7� 5.1 3� 10� 1–16 20–94 Nsp2, Nsp3


6-tert-Butylnicotine 15, 17, 20 955.1� 1.4
29–33 943.2� 2.3 11.9� 3.7 2� 10�3–4� 10�2 0–4 Nsp2


6-Methylnicotine 15, 17, 20 946.2� 1.4
29–33 939.2� 2.3 7.0� 3.7 1� 10� 2–27� 10� 2 1–21 Nsp2


Nicotine 16, 18, 19, 20 928.4� 1.9
29–33 930.1� 2.3 �1.7� 4.2 4� 10� 1–11 26–91 Nsp2, Nsp3


5-Ethynylnicotine 18–22 922.0� 2.6
29–33 926.7� 2.3 �4.7� 4.9 9� 10� 1–43 48–98 Nsp2, Nsp3


5-Bromonicotine 20–22 909.3� 5.6
29–33 918.9� 2.3 �9.0� 7.9 15� 10� 1–9� 102 61–100 Nsp3


Anabasine 2, 16, 18–20 926.8� 1.4
23–28 917.0� 1.9 9.9� 3.3 5� 10�3–7� 10�2 0–7 Nsp2


N-Methylanabasine 2, 16, 18–20 928.6� 1.4
29–33 939.1� 2.3 �10.5� 3.7 15–3� 102 94–100 Nsp3


Anatabine 2, 16, 18–20 922.1� 1.4
23–28 908.6� 1.9 13.6� 3.3 10�3–2� 10�2 0–2 Nsp2


N-Methylanatabine 2, 16, 18–20 922.9� 1.4
29–33 931.3� 2.3 �8.4� 3.7 7–132 87–99 Nsp3


Table 8. Values of field/inductive (�F) and polarisability (��)
substituent constants of substituted pyridyl groups


Substituent R �F ��


N
R


35


6


6-t-Bu þ0.120 �0.95
6-Me þ0.119 �0.91
H þ0.143 �0.88


5-C–––CH þ0.183 �0.95
5-Br þ0.225 �0.93
5-NO2 þ0.318 �0.95


112 M. KONÉ ET AL.
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anabasine (11) and anatabine (13). In 5-substituted nor-
nicotines, only the 5-NO2 substituent is able to reverse
(partly) the protonation site in favour of the amino
nitrogen atom, because its extreme electron-withdrawing
effect strongly decreases the basicity of the pyridine
nitrogen. Therefore, the conclusion about the site of
protonation put forth in a previous study on nornicotine
is strengthened for this class of nicotinoids.
The site of protonation of nicotinoids bearing an N-Me


tertiary amine function may be either the sp2 nitrogen of
the pyridine ring or the sp3 amino nitrogen. If one
considers protonated nicotine 1Hþ as a mixture of the
Nsp3 and Nsp2 monoprotonated forms in equilibrium, this
proton exchange equilibrium can be shifted:


� towards the Nsp2 monoprotonated form by means of a
polarisable alkyl substituent in the 6-position of the
pyridine ring (nicotinoids 7 and 8).


� towards the Nsp3 monoprotonated form by means of
electron-withdrawing substituents (C–––CH, Br) in the
5-position of the pyridine ring (9, 10) or by increasing
the size (and hence the polarisability) of the ring
bearing the amino nitrogen [N-methylanabasine (12)].


In addition to these electronic substituent or ring-size
effects, another effect operates in N-methylanatabine
(14), the intramolecular CH � � �Nsp3 hydrogen bond. By
comparing the experimental GBs of pyrrolidine (23)
(915.3 kJmol�1) and 2,5,6-tetrahydropyridine (28)
(912.2 kJmol�1), it appears that the enhancing basicity
effect of ring extension (þ5.3 kJmol�1 on going from
pyrrolidine to piperidine) is offset by the double bond
introduction (�8.4 kJmol�1 on going from piperidine to
2,5,6-tetrahydropyridine) and 2,5,6-tetrahydropyridine is
less basic by 3.1 kJmol�1 than pyrrolidine. However, the
percentage of the Nsp3 protonated form increases on
going from nicotine 1 to N-methylanatabine (14). This
is the consequence of a weaker hydrogen-bond stabilisa-
tion of the Nsp2 protonated form in 14, because the


intramolecular CH � � �Nsp3 hydrogen bond is the weakest
one in this nicotinoid [d(N � � �H)¼ 2.592 Å in 14 instead
of 2.410 Å in 1].
Since nicotinoids bind to their nicotinic acetylcholine


receptors (nAChRs) partly through their protonated Nsp3


nitrogen atom10 inside a receptor site with a strong
aromatic, and hence hydrophobic, character,9 our find-
ings might be useful in rationalizing the site of protona-
tion of nicotinoids. Pharmaceutical chemists should
question whether the site of protonation of nicotinoids
(previously considered to be always the Nsp3 amino
nitrogen atom) might not be changed when nicotinoids
are transferred from water to the hydrophobic pocket of
their receptor. In that case, the structural effects favouring
the Nsp2 protonation should decrease the binding to
nAChRs (all other binding factors being kept constant).
That the site of protonation of nornicotine is the sp2


pyridine nitrogen, whereas a significant percentage of
nicotine is protonated on the sp3 amino nitrogen, might
be one of the many factors that explain why nicotine
binds much better to nAChRs than nornicotine.28


Supplementary material


Separate�H and�S contributions to�G are available in
Wiley-Interscience.
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(Institut du Développement et des Ressources en Infor-
matique Scientifique) and the CINES (Centre Informa-
tique National de l’Enseignement Supérieur) for grants of
computer time and the government of Ivory Coast for a
grant to M.K. They also thank Dr P. Nauš (Charles
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INTRODUCTION


The stereochemical characteristics of [1,3] carbon sigma-
tropic shifts have become better and better understood over
the past several decades, thanks to more successful
experimental deconvolutions of reaction stereochemical
complexities, better calculations of potential energy
surfaces, and more powerful treatments of non-statistical
dynamic effects.1 Yet one early study of degenerate
isomerizations involving a set of eight deuterium-labeled Z-
ethylidene-2-methylcyclobutanes has remains unclarified.2


The present contribution summarizes the published
experimental data that led to conflicting views of reaction
mechanism for this system, comments on some data
reduction issues, and reconsiders likely determinants of
reaction stereochemistry and mechanism.

RESULTS


Incomplete but still illuminating stereochemical infor-
mation on the isomerizations shown by a methylenecy-
clobutane system, Z-ethylidene-2-methylcyclobutane,
was reported in 1972–1973.2 A kinetic study of structural
isomerizations interconverting E- and Z-ethylidene-2-
methylcyclobutane and cis- and trans-1-methylene-2,
4-dimethylcyclobutane revealed a substantial preference,
about 10:1, for methyl groups at C2 to rotate away from
C3 as the C2—C3 bond was cleaved to initiate a [1,3]
carbon migration. Z-Ethylidene-2-methylcyclobutane la-
beled with deuterium at Ca equilibrated with the 2-d
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labeled isotopomer much faster than it rearranged
structurally, thus suggesting that it could serve as a
useful system for detailed studies of the stereochemical
aspects of degenerate isomerizations. Further, the rate of
this deuterium scrambling was found to be larger than the
rate of racemization of a non-racemic sample. Since
antarafacial [1,3] carbon shifts transpose a deuterium
label between Ca and C2 without changing absolute
stereochemistry at C2, while suprafacial shifts occur with
a reversal of R and S stereochemistry at C2, this
comparison of rate constants indicated a non-trivial
participation of [1,3] antarafacial carbon shifts.


The most detailed data were secured through synthe-
sizing a racemic d4-labeled version of this hydrocarbon
(1) and following the gas-phase thermal equilibrations
among the isomers 1, 2, 3, and 4 at 3328C (Scheme 1).
Following thermal reactions the mixture of isomers 1–4
was purified by preparative GC and analyzed using 1H-
NMR spectroscopy at 100MHz. The kinetic situation
outlined in Scheme 1 features 12 rate constants but only
three independent variables: all four horizontal arrows for
the reactions shown are defined by rate constant ka, all
four vertical arrows by kb, and all four diagonal arrows by
kc. The values for these rate constants reported in 1973
were ka¼ 1.36, kb¼ 0.40, and kc¼ 0.86, all� 10�5 s�1.2


The interconversions of the eight-isomer system (1–4,
and their enantiomers) are defined by seven independent
rate constants, for one-center stereomutations at C2 or at
C3 (k2e, k3e), for two-center stereomutations at C2 and C3
simultaneously (k23e), and four distinct [1,3] carbon shift
reactions, resulting in suprafacial, inversion or antar-
afacial, retention or suprafacial, retention or antarafa-
cial, inversion outcomes (ksi, kar, ksr, kai).


The relationships expressing the three experimentally
accessible parameters of Scheme 1 in terms of six of the
seven stereochemically revealing rate constants, and the
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Scheme 1
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measured values of the rate constants, are as follows:


ka ¼ kar þ ksi ¼ 1:36� 10�5 s�1 (1)


kb ¼ ksr þ kai ¼ 0:40� 10�5 s�1 (2)


kc ¼ k2e þ k3e ¼ 0:86� 10�5 s�1 (3)


Thus the balance between the Woodward–Hoffmann
‘allowed’ and ‘forbidden’ paths for the [1,3] shifts was
found to be 1.36:0.40 or 77:23, and one-center stereo-
mutations (k2eþ k3e) were very much in evidence.
Another instance of a prominent role for stereomutation
at C2 (through k2eþ k23e) was uncovered when non-
racemic 1-methylene-2-methylcyclobutane was heated at
3338C: the rate of racemization was much faster than the
rate of isomerization to ethylidenecyclobutane.2


Two data sets for racemizations of non-racemic Z-
ethylidene-2-methylcyclobutanes were secured. Non-
racemic samples of Z-ethylidene-2-methylcyclobutane
((�)�1� d0) and of (�)�1 (of substantially higher
optical activity) were prepared through selective destruc-
tions of racemic 1� d0 and of 1 using an optically active
hydroborating reagent, and the kinetics of racemization at
3328C were determined polarimetrically. For the d0
system, ka¼ (4.93� 1.13)� 10�5 s�1; for (�)�1,
ka¼ (4.12� 0.46)� 10�5 s�1. Thus an additional
parameter relating an observable with stereochemically
informative rate constants was obtained, one dependent
on suprafacial [1,3] shifts and on epimerizations at
C2.


ka


2
¼ ksi þ ksr þ k2e þ k23e ¼ 2:06� 10�5 s�1 (4)


Unfortunately, experimental limitations of several sorts
made it impossible to draw definitive conclusions. The ka,
kb, and kc rate constants, derived from data secured by
planimeter integrations of C3 proton absorptions, were
comparable with each other, but they could not be
compared reliably with rate constants for deuterium-
scrambling obtained with other samples at other times and
based on analyses using different methods.3 These
deficiencies could be readily overcome with the more

Copyright # 2006 John Wiley & Sons, Ltd.

powerful analytical techniques available today, but a
fundamental insufficiency would still remain. The exper-
imental design framing the investigation could not provide
a full reading of reaction stereochemistry and mechanism:
four experimentally observed kinetic parameters, however
accurately and precisely determined, can never give
unique values for seven individual rate constants. The
77:23 balance between ‘allowed’ and ‘forbidden’ paths
for [1,3] shifts and the fact that thermal stereomutations
are of kinetic significance were plain, but the conjecture2


that there might be substantial participation of ant-
arafacial [1,3] shifts proved to be more provocative than
convincing.


In 1976 this kinetic work was vigorously challenged:
the responding publication reacted strongly to the
possibility that there could be an antarafacial [1,3]
carbon sigmatropic shift, and provided two detailed
mechanistic rationales for [1,3] shifts with up to 100%
suprafacial stereochemistry.4 It prompted the review
literature to vent a sigh of relief: the later work was
recognized for showing that the unlikely antarafacial shift
was not in fact significant, or at least that the experimental
data was consistent with little.5 And there the matter has
rested, unresolved and unpursued through any fresh
experimental efforts, since 1976.


It now seems time to comment on the reinterpretation4


of the kinetic data published in 1972–19732 and on the
mechanistic models proposed.4 Revisiting this work
provides an instructive appreciation of how such
isomerizations were conceptualized and modeled 30
years ago, and has prompted a fresh mechanistic
perspective on the thermal isomerizations of methylene-
cyclobutanes.

DATA REDUCTIONS


Kinetic data are invariably reduced to rate constants
through some fitting procedure, and different procedures
may well give different values for the same rate constants.
The distinctions may be modest or of real importance.


The data used to calculate rate constants ka, kb, and kc of
Scheme 1 were reevaluated using Runge–Kutta integ-
rations, and some rate constants differing by a factor of
50% from those previously reported were obtained.4 The
new values were ka¼ 1.6, kb¼ 0.6, and kc¼ 0.6,
all� 10�5 s�1, rather than the original values ka¼ 1.36,
kb¼ 0.40, and kc¼ 0.86, all� 10�5 s�1.


One might have imagined that a superior data-
reduction methodology had been employed, that the
new rate constants derived were more faithful to the
experimental data, and accordingly that the completely
altered interpretation of reaction stereochemistry which
was advanced merited acceptance.


Runge–Kutta methods for numerical integrations are
powerful tools for treating systems of differential
equations, especially when exact integrated solutions
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are not easily available. They can approximate the values
obtained analytically with wonderful reliability, but they
can never provide better values.


In the present case, the kinetic situation of Scheme 1 is
defined by the set of differential equations given in Eqns
(5)–(8), where k¼ (kaþ kbþ kc).


�dð1Þ
dt


¼ kð1Þ � kað2Þ � kbð3Þ � kcð4Þ (5)


�dð2Þ
dt


¼ �kað1Þ þ kð2Þ � kcð3Þ � kbð4Þ (6)


�dð3Þ
dt


¼ �kbð1Þ � kcð2Þ þ kð3Þ � kað4Þ (7)


�dð4Þ
dt


¼ �kcð1Þ � kbð2Þ � kað3Þ þ kð4Þ (8)


An exact integrated solution of this set of equations is
easily obtained; the linear algebra programs provided in
Maple software6 were employed, but other methods
would lead to the same results. The integrated rate
expressions for isomers 1, 2, 3, and 4 and the
experimentally determined initial concentrations
(1¼ 91.6%; 4¼ 8.4%)2 are as given in Eqns (9)–(12).


1ðtÞ ¼ 25:0þ 25:0 � expð�2ðka þ kbÞtÞ
þ 20:8 � expð�2ðka þ kcÞtÞ
þ 20:8 � expð�2ðkb þ kcÞtÞ


(9)


2ðtÞ ¼ 25:0� 25:0 � expð�2ðka þ kbÞtÞ
� 20:8 � expð�2ðka þ kcÞtÞ
þ 20:8 � expð�2ðkb þ kcÞtÞ


(10)


3ðtÞ ¼ 25:0� 25:0 � expð�2ðka þ kbÞtÞ
þ 20:8 � expð�2ðka þ kcÞtÞ
� 20:8 � expð�2ðkb þ kcÞtÞ


(11)


4ðtÞ ¼ 25:0þ 25:0 � expð�2ðka þ kbÞtÞ
� 20:8 � expð�2ðka þ kcÞtÞ
� 20:8 � expð�2ðkb þ kcÞtÞ


(12)


With these explicit functions, the best values for the
parameters may be found quickly with the computational
assistance of the ‘Solver’ tool within the widely available
Microsoft Excel program, by minimizing the root mean
square (rms) deviation for calculated versus observed
concentrations for all 24 data points obtained through the
six kinetic runs.2 The parameters found through this
approach were (kaþ kb)¼ 1.755E-5, (kaþ kc)¼ 2.221E-
5, and (kbþ kc)¼ 1.256E-5, and hence ka¼ 1.36,
kb¼ 0.40, and kc¼ 0.86, all� 10�5 s�1. The calculated
rms deviation was 1.7%.


If the initial concentrations are postulated to be
1¼ 90% and 4¼ 10%,4 the coefficients of the integrated
rate expressions (Eqns (9)–(12)) will be slightly different:

Copyright # 2006 John Wiley & Sons, Ltd.

the third and fourth coefficients in the integrated
expressions for 1(t), 2(t), 3(t), and 4(t) change from
20.8, 20.8 to 20.0, 20.0, with the same pattern of plus and
minus signs. Calculations of the best parameters using
the exact integrated solutions of Eqns (5)–(8) for 1(t),
2(t), 3(t), and 4(t) and the ‘Solver’ program lead
to (kaþ kb)¼ 1.761E-5, (kaþ kc)¼ 2.097E-5, and
(kbþ kc)¼ 1.162E-5. Thus the rate constants change to
ka¼ 1.35, kb¼ 0.41, and kc¼ 0.75, all� 10�5 s�1.
Adjusting the initial concentrations leads to a small
reduction of the rms deviation, to 1.6%, while only one of
the three rate constants (kc) changes significantly,
diminishing by 13%. The parameters kb and kc remain
quite unequal.


When the set of rate constants ka¼ 1.6, kb¼ 0.6, and
kc¼ 0.6 (all� 10�5 s�1) and the initial concentrations
1¼ 90% and 4¼ 10% are used to calculate the 24 theory-
based concentrations, the rms deviation increases to
2.4%. The 2.4/1.7 increase in the rms deviation is not
trivial. Runge–Kutta methods were used to calculate
theoretical functions based on the assigned rate constants
ka¼ 1.6, kb¼ 0.6, and kc¼ 0.6 (all� 10�5 s�1) and the
initial concentrations 1¼ 90% and 4¼ 10%.4 These
constants were ‘found to give a reasonable fit to the data,’
but they were not determined through a search for the
optimum values for the kinetic parameters, through
iterative Runge–Kutta calculations or any other approach.
It was emphasized ‘that the new values of ka, kb, and kc are
not unique. They are no better than the original values, but
they do allow an interpretation of the reaction that appeals
to precedence and steric reasonableness.’4 That suitability
may have been decisive.


One knows full well that fourth-order (and other)
Runge–Kutta methods are frequently used because
computer programs implementing them are readily
available, but such programs often have severe limitations,
especially when they provide no interface to some
optimization method. Finding the best set of rate con-
stants with such programs can be a difficult and tedious
task.7


Ironically, Fleming’s data reduction approach dep-
ended on Runge numerical integration techniques and a
Monte Carlo optimization strategy to find the three kinetic
parameters which would minimize the rms deviation.3 He
did not have access to the conveniently available software
tools for data reduction taken for granted today, but his
values for ka, kb, and kc still appear to give the best fit to
the experimental data.

DISCUSSION


The two detailed models for the thermal reactions
accessible to (2R)�1 were outlined.4 Each featured a
36:64 branching between a concertedWoodward–Hoffmann
‘allowed’ suprafacial, inversion [1,3] carbon shift and the
generation of a diradical intermediate.
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In the first model, the diradical intermediate gave
products in a stereorandom fashion. Thus 64/8 pro-
portional contributions to products consistent with all
four possible [1,3] shifts, all three modes of stereomuta-
tion, and reversion to (2R)�1 were predicted through this
model. According to the model, ksi/ 44, and kar, kai, ksr,
k2e, k3e, and k23e are all equal and /8. The (ksiþ ksr):
(karþ kai) ratio, 52:16, indicated that 24% of all [1,3]
shifts occurred antarafacially, a larger proportion than the
minimum of 16% suggested earlier.2 If the proportionality
were set by taking ka¼ (karþ ksi)¼ 1.36� 10�5 s�1


(experimental) to be equal to the predictions of the
model, then the other rate constants would be kb¼ 0.42,
kc¼ 0.42, and ka/2¼ 1.78 (all� 10�5 s�1).


In the second model, the diradical is formed through a
‘bevel’ rotation in one defined sense, increasing the C3—
C4—C1—C2 dihedral angle as the C2—C3 bond breaks;
the methyl group at C2 moves outward, diminishing the
CH3—C2—C1—Ca dihedral angle. The diradical in this
model loses stereochemistry at C3, and thus the 64
proportional contributions to products are divided among
only four options. One leads back to (2R)�1, and the three
new isomers are formed so that ksi/ (36þ 16), ksr/ 16,
and k3e/ 16. The rate constants k2e, k23e, kar, and kai are
all defined to be zero. Taking ksi¼ ka¼ 1.36� 10�5 s�1,
the other kinetic parameters are predicted to be kb¼ 0.42,
kc¼ 0.42, and ka/2¼ 1.78 (all� 10�5 s�1).


Of particular note is the dual utilization in both models
of the ksi symbol to represent both a Woodward–
Hoffmann ‘allowed’ reaction, one with a definite
transition structure, and again to label another contri-
bution to the same product formed through a stereoran-
dom diradical intermediate.4 Both uses of ksi are perfectly
valid, though confusions can easily arise. The distress felt
by some when the possibility of an antarafacial [1,3] shift
component was raised in 1972–1973 may have stemmed
in part from assuming that a kar product had to be formed
through a geometrically awkward ‘allowed’ and con-
certed [1,3] ar shift. When used to denote product
stereochemistry, relative to the stereochemistry of starting
material, the rate constant symbols ksi, kar, ksr, and kai
imply nothing about mechanism or transition structure,
nor should any be assumed. This point is obvious today;
many instances of rigorously documented antarafacial

Scheme
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[1,3] carbon shifts are known. Mechanistically significant
conformationally flexible short-lived diradical intermedi-
ates make such [1,3] carbon shifts possible.


Any blend of the two models offered in 19764 would
leave all predicted relative values of the accessible kinetic
parameters the same, with kb¼ kc, contrary to the
experimental values. The second model, with k2e and
k23e equal to zero, seems particularly problematic.
Nevertheless, these models serve very well to underscore
the complexity of the kinetic situation and the generally
inadequate experimental and theoretical grounds at that
time for formulating intellectually coherent mechanistic
readings of the stereomutations and [1,3] shifts observed
for methylenecyclobutanes.


It has been reasonably clear from the earliest thoughtful
considerations of thermal isomerizations of methylene-
cyclobutanes that they probably take place through
diradical intermediates.8,9 For methylenecyclobutane, the
parent system, the most detailed published theory has
confirmed this view and found that a conformationally
flexible diradical intermediate is formed through three
consecutive processes.10 The C2—C3 bond stretches,
then clockwise rotation about the C1—C4 bond leads to a
transition structure of C1 symmetry (5) in which very little
rotation about C1—C2 or C3—C4 has taken place. (One
hydrogen in 5 in Scheme 2 has been highlighted, to aid in
visualizing the perspective.) The C2 methylene group is
perpendicular to the plane of the C1——Ca double bond
and C3 is far removed from Ca; the C2—C1—C4—C3
dihedral angle is calculated to be 67.28. The C2—C1—C4
and C1—C4—C3 bond angles are 116 and 112.28.
Finally, rotation about C1—C2 leads to stabilization of
the diradical intermediate as an allyl radical functionality
is generated. The diradical thus generated, a 2-methy-
lenebutan-1,4-diyl, or a homotrimethylenemethane,11 is
about 12–14 kcal/mol more stable than the transition
structure, depending upon the geometrical details at C3.
Rotation about the C3—C4 bond is virtually free.10


Rotation about C1—C4 leading from methylenecy-
clobutane to 5 can take place in both senses: if the change
in the C2—C1—C4—C3 dihedral angle corresponds to a
counter-clockwise rotation, the mirror image of 5, ent-5,
will be formed. The views of 5 and ent-5 at the left
and center of Scheme 2 emphasize the enantiomeric

2
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relationship. The views of 5 and ent-5 at the left and right
of Scheme 2 emphasize the clockwise versus counter-
clockwise rotations about C1—C4.


Progress along the reaction coordinate leading from the
diradical intermediate to a transition structure 5 or ent-5
will involve rotation about C2—C1 to locate the C2-
methylene function perpendicular to the plane of the
C1——Ca double bond before any substantial change in
C2—C1—C4 or C1—C4—C3 bond angles take place.


Now if this basic model connecting methylenecyclo-
butane with 5 and ent-5 and on to the 2-methylenebutan-1,
4-diyl diradical were qualitatively suitable for considering
the thermal reactions of deuterium-labeled Z-ethylidene-
2-methylcyclobutanes, with C2-methyl rotating away from
C3 following clockwise or counter-clockwise rotations
about C1—C4, a given starting material such as (2R)�1
would lead to two families of diradicals, having the C3-
methylene group on different faces of the allylic function. A
diradical could combine with the allyl function at either
end, and with either stereochemistry. The C2—C1 (or
equivalent Ca—C1) rotations in diradical intermediates
would have dominant influences on the relative rates of
epimerizations at C2 and of suprafacial versus antarafacial
[1,3] shifts. The net stereochemical outcomes would be
dictated by the sense of rotation away from planarity of the
original C2 or Ca-ethylidene groups in a diradical, relative
to the position of the C3-methylene group, not on orbital
symmetry considerations. The overall picture would be one
of considerable complexity based on conformational issues
and multiple options for the various components of the
reacting system, but there would be only two basic
transition structures (ignoring the precise labeling details)
involved. These diastereomeric transition structures and
reaction dynamics would mediate all stereomutation and
[1,3] shift processes. The stereochemical outcomes would
depend on the relative senses of rotation about C1—C2 and
of rotation about C1—C4. If both options were utilized,
both suprafacial and antarafacial [1,3] shifts would occur.


This hypothetical picture may well help frame future
experimental attempts to pin down reaction stereochem-
istry through determinations with good precision and
accuracy rate constants for all seven net isomerizations
that may occur when (�)�1, or a similar isotopically
labeled non-racemic methylenecyclobutane, is heated.
Theory-based efforts to test the proposition that two distinct
paths may lead from a Z-ethylidene-2-methylcyclobutane
to diastereomeric transition structures and thence to
substituted 2-methylenebutan-1,4-diyl diradicals may be
envisaged. The extent to which a diradical as first generated

Copyright # 2006 John Wiley & Sons, Ltd.

finds an exit channel and forms a stereomutation product or
a [1,3] shift product before relaxing to a more stable
diradical enjoying a full 12–14 kcal/mol of p-electron
delocalization energy, or forms a new bond at C3 before it
has time for C2 and Ca to become equivalent, could also be
addressed through dynamics calculations.


Both experimentalists and theoreticians still have work
to do before degenerate isomerizations of methylene-
cyclobutanes can be considered well understood. Both
efforts are anticipated to be very challenging and very
rewarding.
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ABSTRACT: The partition at equilibrium, in a two-phase liquid system, of a compound dissociated in one phase, or
both, is expressed in terms of general equations and analyzed. Dissociation in the second phase, even weak, has a non-
negligible influence. The distribution ratio depends strongly on the concentration and can even be reversed in certain
cases. All the partition and dissociation constants in each phase can be obtained from the concentrations at equilibrium
measured under some given conditions. In less favorable cases, an apparent partition constant can still be estimated.
This is illustrated by an experimental study, in the water/dichloromethane system, involving the partition of picric acid
and cetyltrimethylammonium bromide (CTAB) followed by UV-Visible spectroscopy, and of a series of tetraalk-
ylammonium bromides (ethyl, propyl, and butyl) assayed by mass spectroscopy. Copyright # 2006 John Wiley &
Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/
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I. INTRODUCTION


When compounds are soluble in two immiscible solvents,
they become split between the two phases. At equi-
librium, the distribution ratio1 is specific of the system.
The solvents considered are most frequently water and an
organic solvent. The fact that they are non-miscible and
constitute a two-phase system does not imply that they are
totally insoluble in each other, and so the properties of a
solute in each phase of a two-phase system may differ
from its properties in each of the phases alone. In the
simplest case of a non-dissociable molecule, the
distribution ratio is independent of the total concentration
and equal to a constant, characteristic of the solute/two-
phase system. But many molecules dissociate in at least
one of the phases; the distribution ratio then depends on
the total concentration involved.2


Out of equilibrium, deviation from this ratio is the
driving force of mass transfer and of some external
phenomena that may accompany it, like spontaneous
agitation or interfacial turbulence.3 We are interested in
this kind of instability that has an important effect on
transport rates and, therefore, plays an important role in
industrial applications like Phase Transfer Catalysis4 or
extraction processes. The compounds for which we have


studied the partition properties and dissociation constants
are often involved in such applications5 and give rise,
under some experimental conditions to auto-oscillations
of the interfacial tension and of the electrical potential
between the two phases.6 This phenomenon was observed
in water/dichloromethane systems involving cetyltri-
methylammonium bromide (CTAB) alone or associated
to picric acid.7,8 It was also observed when quaternary
ammonium salts, tetraethylammonium bromide (TEAB),
tetrapropylammonium bromide (TPAB), and tetrabuty-
lammonium bromide (TBAB) are associated to sodium
dodecylsulfate.


In some cases, for instance for polyacids, several
dissociations are possible in each phase. Sometimes,
other processes may occur like dimerisation,9 hetero-
conjugation,10, or aggregation.11 The characteristics of
such systems arise essentially from the coupling between
bi-molecular (like association/dissociation) and mono-
molecular processes (like partition of the same species
between the two phases). This is the reason why in this
study we focus on the case where only one dissociation
occurs in one phase or in both. When other processes
occur, they must obviously be taken into account. The
modeling of partition can then become significantly more
complex. In some cases, the system of equations cannot
be solved analytically; one then needs a numerical solver.


The aim of this work is to establish a clear basis for the
comprehension and the determination of the different
constants involved in partition, beyond the simple
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characterization of the hydrophilic/lipophilic balance
expressed by logP or logD12 defined only in regard to
octanol, usually for the sake of comparison and
classification. We only consider the partition equilibrium
between the two liquid phases, and assume that the
volume of the two phases is large enough so that the
quantity of the solute adsorbed at the interface is
negligible. In these conditions, it is not necessary to
take into account the interfacial phenomena although they
obviously play a role in the kinetics of transfer.13 On the
other hand, as the purely ‘chemical’ approach is shown to
be equivalent to the electrochemical one,14 we only
consider the concentrations, not the electrochemical
potentials.


In a first theoretical part, we analyze in detail the
equations related to the case involving one dissociation in
each phase. We determine in particular the conditions
under which an inversion point15 exists: below a certain
global concentration, the partition can be in favor of one
phase whereas it is in favor of the other phase for higher
concentrations. We discuss in parallel the particular case
where dissociation only occurs in the aqueous phase, and
also the case where the concentration of the associated
species is negligible. We will show that it is possible to
determine experimentally, by assaying one or the two
phases, the partition coefficient and the dissociation
constants. However, in some cases only an apparent
partition coefficient can be reached. These different
aspects will be illustrated in a second part by the treatment
of the experimental data obtained by UV-Visible or by
mass spectroscopy for the partition of picric acid, CTAB,
TEAB, TPAB, and TBAB in a water/dichloromethane
system.


II. THEORETICAL CONSIDERATIONS


1. Equations at equilibrium


The partition in a two-phase liquid system of a compound
that dissociates in both phases is assumed to occur
according to the following scheme:


AB1! Aþ1 þ B�1 (1)


AB1! AB2 (2)


AB2! Aþ2 þ B�2 (3)


where Aþ1 and B�1 represent the dissociated form16 in
Phase 1, AB1 and AB2 the associated forms, respectively,
in Phases 1 and 2, Aþ2 and B�2 the dissociated form in
Phase 2. The partition itself (Step 2) is assumed to only
involve the associated form. We will assume in the
following that dissociation is greater in Phase 1. This
phase could be considered as an aqueous one.Wewill also
assume that there is no other source of ions, so that
[Aþ1 ]¼ [B�1 ] and [Aþ2 ]¼ [B�2 ].


If no dissociation occurs in Phase 2, the above scheme
reduces to Steps (1) and (2), that we will call Scheme (1–
2) in the following discussion.


At equilibrium, the concentrations x1¼ [Aþ1 ]eq,
y1¼ [AB1]eq, x2¼ [Aþ2 ]eq, and y2¼ [AB2]eq are linked
by the relations17:


Kd1 ¼ x21
y1


(4)


Kp ¼ y2


y1
(5)


Kd2 ¼ x22
y2


(6)


Kd1, Kd2 being the dissociation constants in Phases 1
and 2, respectively, and Kp the partition coefficient.
Assigning nt to the total number of moles involved, v1 and
v2 to the volumes of Phases 1 and 2, the equation of
conservation of mass is given by:


ðx1 þ y1Þv1 þ ðx2 þ y2Þv2 ¼ nt


or, by using the volume ratio r¼ v2/v1, and the mean
concentration cm¼ nt/(v1þ v2):


x1 þ y1 þ r x2 þ y2ð Þ ¼ cm 1þ rð Þ (7)


The set of relations (4) to (7) provides the expression of
the concentrations of the different species as a function of
the mean concentration cm (see Appendix A):


x1 ¼ d


2


ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2 þ 4ð1þrÞcm


d


r
� m


 !
(8)


y1 ¼ 1


1þ rKp


½ð1þ rÞcm � mx1� (9)


y2 ¼ Kpy1 ¼ Kp


1þ rKp


½ð1þ rÞcm � mx1� (10)


x2 ¼ px1 (11)


where the parameters d ¼ Kd1
1þrKp


and m¼ 1þ rp are only


used to simplify the notation while p ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
Kp


Kd2
Kd1


q
represents the partition constant between the dissociated
species (relation 11).


The total concentrations in each phase are:


w1 ¼ x1 þ y1


¼ 1


1þ rKp


½ð1þ rÞcm � rðp� KpÞx1� (12)


w2 ¼ x2 þ y2


¼ 1


1þ rKp


½Kpð1þ rÞcm þ ðp� KpÞx1� (13)


and the distribution ratio, defined as the ratio of the total
concentration of solute in Phase 2 over its total
concentration in Phase 1, without considering its
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chemical form1, is:


D ¼ w2


w1


¼ Kpð1þ rÞcm þ ðp� KpÞx1
ð1þ rÞcm � rðp� KpÞx1 (14)


The Expressions (8) to (14) can be simplified when the
dissociation takes place in Phase 1 only, following
Scheme (1–2), taking Kd2¼ 0 (and so p¼ 0, m¼ 1, and
x2¼ 0).


2. Characteristics of the distribution ratio


The typical sigmoid shape of the curve D(cm) and the
corresponding curves w1 and w2 are shown on Figure 1
(continuous lines).


The distribution ratio D tends to Kp when cm infinitely
increases, higher concentration favoring association.
Inversely, it tends to p when cm approaches zero and
dissociation becomes almost total.18


In the special case of Scheme (1–2) (Kd2¼ 0, p¼ 0), D
tends to zero when cm decreases, with a slope of 1
(Figure 1A, dotted lines).


Increasing Kd1, the curve is horizontally translated
toward the right and simultaneously its lower limit p is
decreased. Inversely, this limit is increased by increasing
Kd2.


The curve D(cm) crosses the line D¼ 1 when
simultaneously Kp> 1 and p< 1, that is, taking into
account the definition of p, when:


1 < Kp < Kd1=Kd2 (15)


In these conditions, the distribution ratio is reversed by
the effect of concentration.


The corresponding inversion mean concentration c0m is
expressed by (see Appendix B):


c0m ¼
ð1� pÞðKp � pÞKd1


ðKp � 1Þ2 (16)


Partition is in favor of Phase 2 for concentrations above
c0m, and in favor of Phase 1 for concentrations below.
WhenKp approachesKd1/Kd2, the inversion concentration
approaches zero, whereas it increases to infinity for values
of Kp very close to one. Note that, surprisingly, the
inversion concentration does not depend on the volume
ratio r. Also note the strong effect of even a relatively
small value of Kd2 (10


�6mol �L�1) at low concentrations.
In the case of one dissociation only, Scheme (1–2), the


inversion point exists for all values of Kp greater than one,
as the ratio Kd1/Kd2 in the relation (15) tends to infinity
and Expression (16) reduces to:


c0m ¼
KpKd1


ðKp � 1Þ2 (17)


In this case, when Kp� 1, c0m approaches Kd1/Kp.


3. Apparent partition constant


For the sake of simplicity, we assume in this section that
the dissociation in Phase 2 is negligible, following the
Scheme (1–2). However, the conclusions are still
applicable in the general case.


Effective strong partition (rKp�1). If the term Kp


is much greater than one, the parameter d reduces to
d � Kd1/rKp ¼ 1/rKapp, Kapp¼Kp/Kd1 being the apparent
partition constant, and, in the case of Scheme (1–2),


Figure 1. Typical variation of the distribution ratio D (A) and corresponding total concentrations w1 and w2 in the two phases
(B) as a function of the mean concentration cm. Kp¼10; Kd1¼0.1mol � L�1; Kd2¼ 10�6mol � L�1 (continuous line), 0 (dotted
line). The arrows indicate the displacement of the curve and its limits induced by increasing the mentioned constants. (On B,
continuous and dotted lines of w1 are superimposed, the difference between the two curves w2 being very small)
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Expressions (8) to (10) become:


x1 � 1


2 rKapp


ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4rKappð1þ rÞcm


q
� 1


� �
ð80Þ


y1 � 1


rKp


½ð1þ rÞcm � x1� ð90Þ


y2 � 1


r
½ð1þ rÞcm � x1� ð100Þ


As the parameter Kp only appears in the Expression (9
0)


of y1, which is very small, only the apparent partition
constant Kapp can be determined experimentally from
concentrations measurements.


Strong dissociation in phase 1 (Kd1). It is easy to
verify that (80) and (100) are the exact expressions
corresponding to the simplified model:


Aþ1 þ B�1 ! AB2 ð18Þ
where we assume that the dissociated form in Phase 1 is
directly in equilibrium with the associated form in Phase
2, that is, considering that the concentration of AB1 (y1) is
negligible. The apparent partition constant being defined
in this case asKapp ¼ y2


�
x21, Expressions (8


0) and (100) are
found again.


Hence, Expressions (80) and (100) do not only
correspond to strong partition (rKp� 1), but in reality
include all the cases where the concentration of the
associated form in Phase 1 is negligible ( y1� 0).


In the situation where y1 is negligible, the simplified
Expressions (80) and (100) apply and it is only possible to
determine the apparent partition constant Kapp,


19 as we
will see in the treatment of the experimental results
obtained for CTAB and TBAB.


4. Determination of Kd2


Going back to the general case, but remaining in
the hypothesis that dissociation is stronger in Phase 1,
the possibility to determine Kd2, by using the complete
Expressions (8) to (14), is relatively independent of the
conditions analyzed above. It depends most of all on
whether sufficiently precise measurements can be
obtained for the weaker concentrations, for which the
effect of dissociation in Phase 2 is the greatest, as shown
in Figure 1. Hence, as we will see in the experimental
examples, in the case of TPAB, the three constants Kd1,
Kp, and Kd2 could be determined, while in the case of
TBAB, Kd2 could be determined although only Kapp was
actually accessible.


5. Influence of the volume ratio


In the set of Eqns (8) to (13), the volume ratio r (¼ v2/v1)
is the most often associated to Kp or p, and therefore,


appears to be an external means of modulating the
partition. This could be useful to determine parameters
when difficulties arise as evoked above, a smaller value of
r compensating for a high value of Kp, and vice versa.
However, the decrease of the volume ratio leads to a lower
variation of the concentrations in Phase 1, an increase of it
has the same effect on Phase 2. So, in practice, no
significant help can be gained by varying the volume
ratio, as far as the determination of the constants is
concerned. That is why in the following of this work we
have systematically used r¼ 1. However, the volume ratio
remains an important parameter for the extraction
process, or, more generally, for any transfer phenomenon.
Figure 2 shows how the distribution ratio typically
depends on the volume ratio. It also illustrates the
invariance of the inversion concentration. We do not
consider in this work a volume ratio extremely large or
small20 because in these limit cases, contrarily to our
hypothesis, the interface itself should be taken into
account in the model.


III. EXPERIMENTAL EXAMPLES


The partition of the following compounds was studied in
the two-phase system water/dichloromethane, with a
volume ratio r¼ 1. For all compounds, concentration in
the organic phase was measured as a function of the mean
concentration, cm. For picric acid and CTAB, concen-
tration in the aqueous phase was also measured. The
fitting of the experimental data was systematically
performed first by neglecting the dissociation in the
organic phase then by taking it into account. The scale
of the experimental data covering several orders of
magnitude, fitting was carried out on the logarithms of the


Figure 2. Effect of the volume ratio on the distribution
ratio. In the direction of the arrows, r¼ 1/99, 1/9, 1, 9,
and 99 (Kp¼ 10; Kd1¼ 10�1mol � L�1; Kd2¼ 10�8mol � L�1).
The curves r¼1/99 and r¼1/9 are superimposed
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values, in order to correctly take into account the weaker
and the stronger concentrations. Neglecting this precau-
tion, the residuals at high or intermediate concentrations
overwhelm the ones at low concentrations. In particular, it
is not possible to correctly determine constant Kd2, which
effect, particularly at low concentrations, may be totally
ignored if a linear scale of concentration is used. Using
logarithms seemed to us the best solution, however, a
comparable result could be obtained by using weighted
residuals.


The results are gathered in Table 1. The corresponding
values of Kapp and p are also indicated.


1. Picric acid


In the case of picric acid, the dissociation constant
in water is known ( pKa¼ 0.38 at 258C, i.e.,
Kd1¼ 0.42mol �L�1), and the determination of the
partition coefficient Kp can be expected, even in the
case studied in section II-3, where the individual
parameters Kp and Kd1 cannot be individually reached.
Moreover, quantitative analysis can be performed directly
by UV-visible spectrophotometry in both water and
dichloromethane (see experimental part). It was then
possible to assay it, after partition, in the two phases,
which allowed to experimentally show the existence of
the inversion point, that appears for a mean concentration
of 5� 10�3mol �L�1 (Figure 3). The accuracy of the
assay has been evaluated by the difference between
the sum of the values obtained in the two phases and the
initial concentration. The mean difference was less than
�2.8%, showing that the measured concentrations were
very slightly underestimated.


The results of the measurements are plotted on
Figure 3, together with their fitting obtained with and
without dissociation in the organic phase using Eqns (12)
and (13). Kd1 being fixed, only Kp and Kd2 were adjusted.
It is clear that adjustment without dissociation in the
organic phase (i.e., Kd2¼ 0) does not take correctly into
account data obtained for the lower concentrations. By
fitting all the unknown parameters, we have obtained


Kp¼ 80 and Kd2¼ 10�5mol �L�1. When Kd2 was fixed at
zero, a three times higher residual error was obtained
together with a higher Kp (140). This result can be
explained by the fact that the dissociation in one phase
‘helps’ partition in favor of that phase. A close value,
Kp¼ 125, was found by direct fitting of the concentrations
and not of their logarithm, Kd2 being in this case
impossible to determine.21


The value obtained for the dissociation constant in
dichloromethane, Kd2¼ 1.0� 10�5mol �L�1 can be
compared to its value in water, obviously much higher
as expected from their dielectric constants (78.48 and
9.08 for pure water and pure dichloromethane, respect-
ively). The parameter p being close to 0.04 in these
conditions, relation (11), x2¼ px1, indicates that the
species dissociated in dichloromethane represents 4% of
its counterpart in water. This relatively high value can be
surprising for such a small value of Kd2.


Table 1. Partition and dissociation constants in the water/dichloromethane system


Kd1/mol �L�1 Kp Kd2/mol �L�1 Kapp(d)/mol�1 �L p(e) p(f)


Picric acid 0.42(a) 80 1.0� 10�5 1.9� 102 4.4� 10�2 —
CTAB 10�2(b) 5.3� 102 — 5.3� 104 — —
TEAB 0.11 7.2� 10�4 — 6.5� 10�3 — 1.5� 10�4


TPAB 0.8 0.17 3.8� 10�5 0.21 2.8� 10�3 2.1� 10�3


TBAB 1.6(c) 28 3.6� 10�5 17 2.5� 10�2 3.0� 10�2


Bold: Considered as new results of this work.
(a) Fixed value from Handbook of Chemistry and Physics.
(b) Fixed at a minimum value to obtain correct fitting.
(c) Fixed value from Fuoss, ref. 23.
(d) Calculated from our results, Kapp¼Kp/Kd1


(e) Calculated from our results, using the definition p¼ (KpKd2/Kd1)
0.5.


(f) Calculated from the free energies of ions transfer in table 6.1 of ref. 26, using the relation 2 RT ln(p)¼D1
2G


0
trAþþD1


2G
0
trB� (see Appendix C).


Figure 3. Partition of picric acid as a function of cm. (&):
total concentration in water, w1; (*) total concentration in
dichloromethane, w2. Dotted line: without dissociation into
the organic phase, Kd2 fixed to 0, Kp¼ 140 fitted; continuous
line: Kd2¼1.0� 10�5mol � L�1 fitted, Kp¼ 80 fitted. The
adjustment was performed simultaneously on the logarithm
of the concentrations of the two phases; Kd1 was fixed at its
known value (0.42mol � L�1)
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2. CTAB


CTAB cannot be directly assayed by UV-visible
spectroscopy. A method of extraction (see experimental
part) was used to perform the determination of CTAB in
both the water and dichloromethane phases after partition
(Figure 4). The mean difference between the sum of the
values obtained in the two phases and the initial
concentration was around�5.7%. This slight discrepancy
could be explained by imperfect extraction of CTAB by
this method, but it was assumed that this small difference
did not significantly affect our conclusion. In order to
avoid the difficulties due to micellization, the concen-
trations were lower than the critical micellar concen-
tration in water, that is, <8� 10�4mol �L�1. Figure 4


shows that in the concentration domain considered, the
partition of CTAB is in favor of the organic phase. The
inversion point was not reached but can be estimated at
about 2� 10�5mol �L�1.


As the dissociation constant of CTAB in water, Kd1, is
not known, fitting was carried out only with Kp, while a
fixed arbitrary value was attributed to Kd1. The fitting of
these data allowed only the ratio Kp/Kd1 to be determined
(Kapp¼ 5.3� 104mol�1 �L). However, fitting becomes
impossible for values of Kd1 and Kp lower than
10�2mol �L�1and 5.3� 102, respectively (Table 1).
These values can be considered as lower limits for these
unknown parameters. In these conditions, the value of rKp


is much greater than one, which explains why its actual
value cannot be determined (see section II-3).


An attempt to fit the dissociation constant in
dichloromethane, Kd2, led to a very small value (less
than 3� 10�6mol �L�1) which did not result in a
significant decrease of the residual error. It can, therefore,
be concluded that dissociation in the organic phase is
negligible in the domain of concentration considered.
Then, the parameter p cannot be calculated.


3. Quaternary ammonium salts


The series of quaternary ammonium bromides TEAB,
TPAB, and TBAB, was assayed in the organic phase, after
partition, by mass spectroscopy. This method presents the
advantage of direct assay and provides accurate values at
low concentrations (down to 10�6mol �L�1). Moreover,
as the partition of these compounds is clearly less in favor
of dichloromethane (Figure 5A) than for CTAB, the
concentration in the aqueous phase varies very little and
its assay does not give exploitable data.


TEAB: Thanks to the high sensitivity of the method it
was possible to obtain precise values of the concentration


Figure 4. Partition of CTAB as a function of cm. (&): total
concentration in water, w1; (*): total concentration in
dichloromethane, w2. Dotted line: simultaneous fitting of
the logarithm of the concentrations in the two phases;
Kp¼ 5.3�102; Kd1 arbitrarily fixed at 10�2mol � L�1; Kd2


fixed at 0.


Figure 5. A: Log of the total concentrations,w2, in CH2Cl2 after partition of TEAB (&), TPAB (*) and TBAB (~) versus themean
concentration cm. Dotted lines: fitting without dissociation in Phase 2. Continuous lines: fitting with dissociation in both phases
(see values of the constants in Table 1). B: Variation of the logarithm of the apparent partition constant Kapp¼Kp/Kd1 as a
function of the number of carbon atoms of the alkyl groups of the quaternary ammonium.
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in the organic phase, although 10 000 times lower than the
concentrations in the aqueous phase (Figure 5A). In this
example, the study of partition, clearly unfavorable to the
organic phase, allowed the determination of the partition
coefficient Kp itself, but also of the dissociation constant
in the aqueous phase Kd1, Kd2 being fixed to zero. The
partition coefficient, Kp, is very low (7.4� 10�4) and Kd1


is relatively high (0.13mol �L�1).
A value of Kd2¼ 7� 10�5mol �L�1 is reported from


conductance measurements in ethylene chloride.22


However, we found that the attempt to fit Kd2 did not
result in any significant decrease of the residual error.
Moreover, taking Kd2> 10�7mol �L�1 did not allow a
correct fitting of the data. It can, therefore, be concluded
that, in our range of concentrations, the dissociation of
TEAB in dichloromethane does not need to be taken into
account as far as the partition is considered.


TPAB: The partition of TPAB is about 100 times more
in favor of dichloromethane than TEAB (Figure 5A).
Thanks to this more favorable situation, the three
constants Kd1, Kp, and Kd2 were determined without
any ambiguity (Kd1¼ 0.8 mol �L�1; Kp¼ 0.17; Kd2¼
3.8� 10�5mol �L�1). The residual error was 28 times
higher if the dissociation in the organic phase (Kd2) was
not taken into account (fixed to zero). Aberrant values of
the corresponding constants Kp, Kd1, and even of their
ratio, Kapp, are reached in these conditions.


TBAB: The partition in favor of dichloromethane is
again about 100-fold higher than for TPAB and fitting was
only possible by arbitrarily fixing Kd1. As for CTAB, only
the ratio Kp/Kd1 could be determined. However, a correct
fitting of the data could only be obtain for values of
Kd1> 1mol �L�1. This is in agreement with the value
1.6mol �L�1 given by Fuoss and Kraus.23 Fixing Kd1 at
this value, Kp is found equal to 28. The dissociation
constant in CH2Cl2 (Kd2) has been found at
3.4� 10�5mol �L�1, a value very close to that of TPAB.
It was shown that the residual error was 3.3 times higher if
this dissociation was neglected. Like for picric acid and
CTAB, relation (15) being satisfied (1<Kp<Kd1/Kd2),
an inversion concentration exists and belongs to the
experimental domain (about 6� 10�2mol �L�1).


Discussion on the series TEAB, TPAB, and
TBAB. Several values of the dissociation constant in
water Kd1 are reported by the literature, coming from
conductance measurements5a,9,22,24 or dielectric spectro-
scopy5a. These values fluctuate from 0.26 to 0.42
(TEAB), 0.21 to 0.36 (TPAB), and 0.15 to 1.6 (TBAB)
mol �L�1. The values given in Table 1 correspond to our
best fit. However, an acceptable fit can still be obtained by
fixing the above values of Kd1 for TEAB and TPAB. On
the contrary, for TBAB, a good fit cannot be obtained
using the values 0.15–0.21 reported in reference 15(a).
That is why we have taken the value given by Fuoss23


(1.6mol �L�1).


The values of the dissociation constants in
dichloromethane, Kd2, obtained for TPAB and TBAB
(3.8� 10�5 and 3.4� 10�5 mol �L�1, respectively)
are very close to the value 5� 10�5 mol �L�1 (Kass¼
2� 104mol�1 �L), reported for tetra-n-butylammonium
iodide.25


Concerning both the dissociation constants, it is rather
remarkable to obtain comparable values using two-phase
assays on one hand, monophasic electrochemical
measurements on the other hand.


As shown in Table 1, a very good agreement was found
between the values of the partition constants p of
dissociated species, calculated from our results and their
values calculated from the standard Gibbs free energies of
ions transfer from water to dichloromethane26 (see
Appendix C). This good correlation simultaneously
validates our theoretical approach and our measurements.


Moreover, as shown in Figure 5B, the logarithm of the
apparent partition coefficient Kapp increases quasi-
linearly as a function of the number of carbon atoms
in the alkyl chains on the quaternary ammonium. This
variation, due to increasing hydrophobicity is in agree-
ment with the literature.27 The slope of this line,
representing the contribution of one methylene group
(Dlog Kapp/—CH2—) is equal to 0.44. This value is in
agreement with an estimation of logP for TEAB, TPAB,
and TBAB obtained with the software miLogP1.2 (http://
molinspiration.com) giving, logP¼ 0.3, 2.04, and 3.8,
respectively, that is, DlogP/—CH2—¼ 0.44. A slope of
0.43 is also reported for tetraalkylammonium picrates.28


IV. CONCLUSION


A detailed discussion of the equations governing the
partition of a dissociable compound in both phases of a
two-phase liquid system was presented. Dissociation was
supposed to be much greater in one of the phases.


Particular attention was devoted to the aspects providing
a better comprehension of the phenomena induced by the
coupling between partition and dissociation, like the
existence of an inversion point for the distribution ratio,
clearly put forward experimentally in the case of picric
acid. The influence of dissociation in the second phase,
even weak, is demonstrated. We have also analyzed, first
theoretically, then by dealing with experimental examples,
the conditions for the determination of the different
constants characterizing a given two-phase system from
the quantitative assay in one phase or both:


1. It is always possible to determine an apparent partition
coefficient (Kapp), which is the ratio of the partition
coefficient (Kp) over the dissociation constant in the
more dissociative phase (Kd1). In the concentration
domain used to determine it, this constant is sufficient
to characterize the system as far as the distribution at
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equilibrium of the solute between the two phases is
concerned. If constant Kd1 is known, it is then possible
to deduce the value of Kp, as in the case of picric acid
and TBAB.


2. In favorable cases, it is possible to obtain the true
partition constant (Kp) and the dissociation constant in
the more dissociative phase (Kd1). This was the case
for TEAB and TPAB.


3. The determination of the dissociation constant in the
less dissociative phase (Kd2) is relatively independent
of the determination of the two other constants but
needs to correctly take into account the data obtained
at low concentrations. This is why it is necessary to
obtain precise data in this domain, and to process their
logarithm. Ignoring the second dissociation, even for
values of Kd2 of the order of 10�5mol �L�1, leads to
large errors on the other constants, including Kapp.


In any case, the determination of the parameters is only
possible if sufficiently precise method is used to assay the
samples. The mass spectroscopy assay, developed for the
tetraalkylammonium bromide series, provided accurate
data at very low concentrations.


Although the main purpose of this work was not a
detailed discussion of the results on the molecular level,
they appear to be coherent and in agreement with the
literature.


EXPERIMENTAL PART


Chemicals


All compounds used were analytical grade. Crystallized
picric acid (Prolabo), cetyltrimethylammonium bromide
(CTAB) 99þ% (Aldrich), tetraethylammonium bromide
(TEAB) 99þ% (Acros Organics), tetrapropylammonium
bromide(TPAB) 98% (Acros Organics), tetrabutylammo-
nium bromide(TBAB) 99þ% (Acros Organics), dichlor-
omethane (Aldrich, HPLC grade), andmethanol (Aldrich,
HPLC grade) were used as received. All the aqueous
solutions were prepared with ultra pure water filtered at
0.2mm (resistivity> 16MV � cm).


Preparation of the two-phase systems


All the solutions were initially prepared in the aqueous
phase. 10ml were put into contact with the organic phase
(10ml CH2Cl2, r¼ 1.32). The two-phase system was
then placed under moderate stirring for at least 24 h at
room temperature until equilibrium was reached.


Quantitative analysis of picric acid


All the measurements of UV-visible absorbance were
performed with a Hewlett-Packard HP8452A diode array


spectrophotometer. Picric acid was directly assayed by
measuring its absorbance in water at 356 nm
(e¼ 14400� 150mol�1 �L � cm�1) and in dichloro-
methane at 336 nm (e¼ 4200� 55mol�1 �L � cm�1).
For the aqueous phase, all the measurements were
performed in cells with an optical pathway of 1 cm.
Higher concentrations were diluted (up to 100-fold) in
order not to exceed an absorbance of 2. For the organic
phase, the use of cells with an optical pathway of 5 cm
was necessary for concentrations lower than 5� 10�4M.
In this case, 25ml of each phase was used. On the
contrary, for concentrations higher than 2� 10�3M, cells
of 0.1 cm optical pathway were used to avoid dilution and
hence the risks of evaporation of dichloromethane.


Quantitative analysis of CTAB by extraction


After equilibration of the two-phase system under study
(partition of the CTAB alone) the following extraction
method was used. In water in the presence of picric acid,
CTAB forms a totally hydrophobic ion pair with the
picrate ion8. In the two-phase water/dichloromethane
system, this ion pair is entirely dissolved in the organic
phase. If picric acid is used in excess, all the CTAB is
extracted in the organic phase as ion pairs that can be
assayed by UV-visible spectrophotometry at 450 nm
(e450nm¼ 6050� 60mol�1 �L � cm�1), where picric acid,
which is also present, does not absorb.


Quantitative analysis of the quaternary
ammonium salts


TEAB, TPAB, and TBAB were quantified by ESI-LC-
MS. The set-up used was a triple quadripole Q-Trap from
Applied Biosystems equipped with an electro-spray
source. The mass spectrometer was coupled to an HPLC
(Agilent 1100) with an automatic sampler. The acqui-
sition system and the data processing for the set-up used
Analyst 1.4 software.


Analysis was performed in FIA mode (flow injection
analysis) at room temperature. The mobile phase was a
mixture of H2O/MeOH (20:80, v/v), the flow rate was
200ml/min. The volume of the injected samples was 5ml.


Analysis by mass spectrometry was performed in the
MRM mode (multiple reaction monitoring) on the
transitions 130"86, 186"114, and 242"142 represent-
ing the precursor ion and a product ion of TEAþ, TPAþ,
and TBAþ, respectively.


The precursor ion was selected in the first quadripole,
the selected ion was decomposed in the second, and the
product ion analyzed in the third. This mode of
acquisition increased the selectivity and specificity of
the analysis.


The main controls were the temperature of the source
(3008C), the ionization potential (IS: 4800V), the
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difference of potential between the skimmer and the inlet
(DP: 40V), and the energy of collision (CE: 30V).


Assaying used a graded range of external standards
comprising six solutions for each salt at concentrations
between 10�6 and 10�5mol �L�1. The quantification
limit was 10�7mol �L�1. The solutions to be analyzed
were diluted in the mobile phase such that their
concentrations fitted with the standards. The standards
were used for calibration between each series of
measurements; the relative error on the determined
concentrations can be estimated to be less than 5%.


Processing the data. Parameters were fitted for the
experimental data using homemade simulation and fitting
software (Sa3) based on an optimization algorithm of the
Powell type. Fitting consisted in minimizing the residual
error:


E ¼ 1


n


Xn
j¼1
ðccalcj � cexj Þ2


where ccalc and cex stand for the logarithms of the
calculated concentration and of the experimental value,
and n for the number of points considered. When analysis
was performed in both phases, the data were fitted
simultaneously. Care was taken to be insured that the
results were robust and the set of optimized parameters
unique. When the effect of one parameter on the fitting
accuracy was shown to be non-significant, the corre-
sponding parameter was systematically removed.


TABLE OF SYMBOLS


cm mean concentration: nt/(v1þ v2)
c0m inversion mean concentration
d Kd1/(1þrKp), mol �L�1
D distribution ratio: total concentration in Phase 1/


total concentration in Phase 2
Kapp apparent partition constant: Kp/Kd1 (mol�1 �L)
Kdi dissociation constant in Phase i (mol �L�1)
Kp partition constant (of associated species, y2/y1)
m 1þ r � p
nt total number of moles involved
n0t total number of moles at inversion
p (Kp�Kd2/Kd1)


0.5 (partition constant of dissociated
species, x2/x1)


r volume ratio: v2/v1
vi volume of Phase i
xi concentration of the dissociated form in Phase i


(mol �L�1)
yi concentration of the associated form in Phase i


(mol �L�1)
wi total concentration in Phase i: xiþ yi (mol �L�1)
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ABSTRACT: The rotation barrier for a substituent OH in systems of condensed benzene rings was studied using
density functional theory. The barrier height depends on the position of the hydroxy group and the number of
independent benzene rings in the condensed ring system, in agreement with Clar’s �-electron sextet stability model.
Investigating OH-derivatized polycenes with as many as 19 condensed rings showed that increasing the total size of
the system does not contribute significantly to the rotation barrier. Copyright # 2005 John Wiley & Sons, Ltd.
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INTRODUCTION


Systems of condensed benzene rings have been the target
of intense study with theoretical methods since the early
years of computational chemistry. The polycenes were
studied theoretically and used for developing and testing
both empirical and semi-empirical computational meth-
ods. Some of these methods enjoyed renewed popularity
after the discovery of fullerenes and nanotubes, which
retain many of the properties of the planar polycyclic
hydrocarbons. There are several ways to approach the
study of interactions within aromatic systems. One is to
introduce defects into the carbon lattice either by remov-
ing an atom from the conjugated system or by substitu-
tion with a �-electron donor. The �-electron
approximations, such as the Hückel molecular orbital
and Pariser–Parr–Pople methods, perform best for such
systems. These methods have been incorporated into the
theoretical study of fullerenes and nanotubes, because the
latter have relatively small curvature that does not sig-
nificantly affect the �-electron conjugation.
A second method of exploring these effects is to


investigate the behavior of atoms and molecules/clusters
adsorbed onto a graphite surface. Often large aromatic
hydrocarbons serve as models, so-called cluster calcula-
tions, for the graphite surface in the absence of periodic
boundary condition methods. Calculations of the atom/
cluster interactions with graphite and other surfaces are a
broad area of ab-initio and DFT computational studies.
A third approach used to examine interactions in


aromatic systems is replacement of a hydrogen atom


with a different atom or group, which will then be in
direct contact with the �-electron system. Phenol and
hydroxy-substituted polycenes are examples. In these
systems, the delocalized �-system of the underivatized
molecule is neither destroyed nor seriously modified.
The planar structure of phenol1 suggests that there is an


interaction between the �-electrons from the hydrocarbon
and the electrons of the oxygen atom. This interaction,
themesomeric effect, is illustrated in Fig. 1. When the OH
lies in the molecular plane, the interaction between the
electrons of the non-hybridized p-atomic orbital of the
oxygen and the �-electrons of the benzene ring is max-
imized [Fig. 1(a)]. This additional delocalization should
lower the total energy. Rotation of the OH around the
C—C(OH) bond will decrease this p–� alignment and
result in an increase in the energy. The interaction is
minimal when the oxygen p-orbital becomes coplanar
with the benzene ring [Fig. 1(b)]. A similar effect has
been discussed to explain the rotation barriers in esters.2


The amount of p-� interaction can be determined from
studying the barrier to the latter structure, i.e. E1b – E1a, in
Figure 1; a larger barrier indicates a greater mesomeric
effect.
Using a broad range of experimental data, Clar pro-


posed a criterion for the stability of polycyclic hydro-
carbons.3 He suggested that Hückel’s rule4 applied only
to monocyclic systems. In polycyclic systems, Clar
postulated that the stability criterion is related to the
maximum number of aromatic sextets that may be drawn
for a given structure. For two related molecules, the
structure that has a greater number of compete aromatic
rings, a greater Clar number, is expected to be chemically
and thermodynamically more stable. Benzene has one
aromatic sextet in its single ring. Naphthalene, on the
other hand, has two fused rings that share a single sextet
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in each of the two possible resonance structures. This
indicates, according to Clar’s rule, increasing reactivity in
comparison with benzene. Continuing with the acene
series, all of these systems have a single �-electron sextet
and an increasing number of fused rings. For example,
pentacene, which has 22 atoms and 22 �-electrons, has a
single �-electron sextet and is known to be more reactive
than benzene, naphthalene or anthracene. Heptacene has
seven fused rings with a single �-electron sextet and,
although the parent structure has been reported,5 it is
unstable. Within a given polycene, we may compare
structural isomers. For example, consider the three-
fused-ring (catacondensed) systems anthracene and phe-
nanthrene. The latter has two �-electron sextets, on the
terminal rings, whereas anthracene has only one such
sextet. The phenanthrene system is more stable to reaction.
Studying the rotational barrier of the hydroxy group in


aromatic compounds will provide insight into two funda-
mental questions: (1) does the barrier height depend on the
size of the system, so that an extrapolation from condensed
rings to a substituted graphite layer may be made?; and
(2) does varying the position of the substitution provide
trends in agreement with Clar’s rule in cases where
electrons from outside the ring system participate in �-
electron conjugation? Can we propose an extension of
Clar’s rule? These questions were addressed in this work.


COMPUTATIONAL DETAILS


All calculations were carried out with the Gaussian 98
suite of programs.6 The B3LYP density functional was
combined with the 6–31G* basis set for all molecules.7


The more extensive 6–311G** basis set was also used to
study molecules containing up to four rings, but energy
differences among a particular set of isomers were
essentially constant within a basis set. Each structure
was fully optimized to obtain a starting point for a
potential surface scan. In all cases, the energy minimum
was found to be that in which the hydroxy group sits in
the molecular plane so that the atomic p-orbital lies
perpendicular to the plane of the ring. The relaxed
potential surface scan was performed over the C—C—
O—H dihedral angle, which was varied from 0 to 180 �,


using a step size of 10 �. The symmetric potential energy
curve for phenol at the B3LYP/6–31G* level of theory is
shown in Fig. 2. The Cs symmetry of phenol ensures that
the potential surface between 180 and 360 � is identical
with the segment shown here. Since the energy change
between adjacent steps near the maximum was found to
be less than 0.02 kcalmol�1 (1 kcal¼ 4.184 kJ), steps of
smaller size in the potential scan were deemed unneces-
sary. Monohydroxy derivatives of benzene (1), naphtha-
lene (2), anthracene and phenanthrene (3), pyrene and
triphenylene (4), coronene (7), circumpyrene (14) and
circumcoronene (19) were studied; see Fig. 3 and Tables 1
and 2. No experimental data are known for the rotational
barriers of any of these molecules, except phenol. All
positional isomers were considered and, in the case of a
non-symmetric environment around the hydroxy group,
both planar conformers were taken into account. For
more convenient notation, the structures are denoted by
the number of rings, followed by the position of the
substituent, as indicated in Fig. 3. Note in Table 1 the
slight difference in the parameters for phenol and 3–9 at 0
and 180 �. These should be identical and the insignificant
difference represents computational error.


RESULTS AND DISCUSSION


Two effects of opposite sign compete in establishing the
magnitude of the rotational barrier: the mesomeric effect
of the OH and hydrogen–hydrogen steric repulsion. As
the C—C—O—H dihedral angle increases from 0 to 90 �,
the lone electron pair on the oxygen atom becomes
localized, the mesomeric effect is substantially reduced
and the energy increases. Concurrently, the distance
between the hydrogen atom from the OH group and its
nearest neighbor hydrogen atom typically reaches a
maximum at 90 �, resulting in reduced hydrogen–hydro-
gen steric repulsion. Generally, the increase in the energy
due to the removal of the electrons from the extended,
delocalized �-system exceeds the steric stabilization as
the angle approaches 90 �. As a result, the calculations
indicate that the minimum energy in all cases corre-
sponds to a planar structure. There is no possibility of
directly separating the magnitude of the two competing
effects in these calculations. One way to circumvent this
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Figure 1. Schematic representation of the p–� overlap
between the electron donating hydroxy group and the
benzene ring in phenol
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Figure 2. Potential energy scan over the rotation of the OH
about the C—C bond in phenol
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issue is to compare the energy barriers for species in
which the lowest lying conformer has approximately the
same —OH- - -H distance, so that the steric effect is
essentially constant. In this case, variations in the rota-
tional barrier may be attributed to the mesomeric effect.
Below, we discuss each of the ring systems separately and
then combine the results to provide some general con-
clusions. Absolute energies are presented in Table 2 and
barrier energies in Table 3.
Phenol [Fig. 4(a)] is the first member of the series and


its properties may be used as a reference. In the following
discussion, results from the 6–31G* basis set calculations
will be used for the comparisons. Comparison of the
available experimental data8–10 with our DFT results


indicates that the bond lengths are within 0.01 Å of the
experimental values. The experimentally obtained values
for the barrier in phenol are in the 3.37–3.55 kcalmol�1


range.11,12 However, an error of at least 0.1 kcalmol�1


has been reported for the value obtained using the rigid
rotor approximation13. In the present work, the barrier
height is 4.08 kcalmol�1. Zierkiewicz et al. used the larger
6–311þþG** basis set to obtain 3.67 kcalmol�1 for the
phenol rotation barrier.13 The difference between that
barrier height and the current estimate reflects the differ-
ence in basis set size; note the decrease in barrier height
for phenol using the 6–311G** basis set in Table 3. The
size of the molecules in the current work precludes
use of such large basis sets. Provided that we rely on


Figure 3. The monohydroxy-derivatives are shown only with complete n-electron sextets, the Clar formulae. For many of
these ring systems, other Kekulé structures maybe drawn, but the Clar number is unchanged. The numbering system is
described in the text
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relative values of barrier height, the smaller basis set used
throughout should be sufficient. The agreement between
the previously obtained experimental and computational
data provides confidence in the data that we obtained for
the larger ring systems. We also calculated the entropy
change associated with the barrier. This is, on average,
�1cal mol�1 K�1 (entropy is reduced at the barrier), so
that even at 300K, the entropic term, �T�S, is less than
0.35 kcalmol�1. Since the entropic change is essentially a
constant value and significantly less than the barrier
enthalpy, it does not influence the conclusions in this
report and we have chosen to report only the energy
terms.
The hydroxy derivatives of naphthalene, 2-1 and 2-2,


display differences in the hydrogen–hydrogen steric
repulsion depending on the orientation of the OH in the
planar configuration [Fig. 4(b) and (c)]. The absolute
energies of the two conformers of 2-1, corresponding to
C—C—O—H dihedral angle values of 0 and 180 �, differ
by 1.68 kcalmol�1; bond lengths in Table 1 are identical


in the two configurations. The parameter that does sig-
nificantly change is the hydrogen–hydrogen distance,
from 2.276 Å in the lower lying, 0 �, isomer to 1.892 Å
in the hindered, 180 �, structure. Focusing on the lower
energy conformer of 2-1, the energy barrier of
4.04 kcalmol�1 is reached when the C—C—O—H dihe-
dral angle becomes 90 �. The carbon–carbon bond
lengths at this point decrease by 0.14%, whereas the
C—O bond length increases by 1.61% to 1.390 Å. The
direction of the changes in these parameters indicates a
decrease in electron delocalization as a result of the OH
rotation. Structure 2-2 has more symmetric hydrogen–
hydrogen distances in the two (0 � and 180 �) conformers,
which result in an absolute energy difference between the
two structures of only 0.69 kcalmol�1. The energy bar-
rier for 90 � rotation, however, is 4.50 kcalmol�1, 10%
higher than for 2-1. The explanation for this barrier
energy increase may be found by comparing the hydro-
gen steric repulsion in 2-1 and 2-2. Isomer 2-1 has its
shortest hydrogen–hydrogen distance when it is in its


Table 1. Selected structural parameters (bond lengths, Å) obtained at the B3LYP/6–31G* level of theory: the structure number
in bold (see Fig. 3) is followed by the angle of the OH rotation


Structure rC—C1 rC—C2 rC—O rH—H Structure rC—C1 rC—C2 rC—O rH—H


Phenol-00 1.399 1.399 1.369 2.291 4-1-00 1.396 1.397 1.368 2.280
Phenol-90 1.397 1.397 1.390 2.956 4-1-90 1.394 1.394 1.390 2.950
Phenol-180 1.400 1.399 1.369 2.292 4-1-180 1.397 1.396 1.368 2.280
2-1-00 1.380 1.428 1.368 2.276 4-2-00 1.397 1.411 1.368 2.263
2-1-90 1.377 1.426 1.390 2.747 4-2-90 1.394 1.409 1.390 2.723
2-1-180 1.381 1.431 1.367 1.892 4-2-180 1.398 1.413 1.366 1.904
2-2-00 1.379 1.420 1.367 2.304 4-3-00 1.365 1.445 1.367 2.279
2-2-90 1.376 1.418 1.389 2.959 4-3-90 1.362 1.444 1.389 2.705
2-2-180 1.380 1.419 1.369 2.269 4-3-180 1.365 1.449 1.367 1.869
3-1-00 1.373 1.437 1.367 2.283 4a-1-00 1.386 1.403 1.368 2.303
3-1-90 1.370 1.436 1.389 2.736 4a-1-90 1.383 1.401 1.389 2.913
3-1-180 1.374 1.441 1.367 1.876 4a-1-180 1.386 1.404 1.367 2.254
3-2-00 1.373 1.429 1.367 2.309 4a-2-00 1.390 1.429 1.372 2.115
3-2-90 1.370 1.428 1.389 2.960 4a-2-80 1.387 1.426 1.394 2.476
3-2-180 1.373 1.428 1.368 2.257 4a-2-180 1.391 1.424 1.368 1.755
3-9-00 1.411 1.410 1.366 1.873 7-1-00 1.376 1.431 1.368 2.272
3-9-90 1.406 1.406 1.391 2.717 7-1-90 1.373 1.430 1.390 2.749
3-9-180 1.410 1.401 1.367 1.875 7-1-180 1.376 1.434 1.367 1.885
3a-1-00 1.384 1.422 1.369 2.273 14-1-00 1.374 1.432 1.367 2.271
3a-1-90 1.381 1.420 1.391 2.700 14-1-90 1.371 1.431 1.390 2.758
3a-1-180 1.385 1.425 1.368 1.851 14-1-180 1.375 1.435 1.367 1.880
3a-2-00 1.383 1.410 1.367 2.304 14-2-00 1.375 1.435 1.367 2.272
3a-2-90 1.381 1.408 1.389 2.960 14-2-90 1.371 1.434 1.388 2.742
3a-2-180 1.384 1.410 1.368 2.285 14-2-180 1.375 1.438 1.366 1.876
3a-3-00 1.386 1.400 1.369 2.286 14-3-00 1.402 1.420 1.365 1.881
3a-3-90 1.383 1.408 1.389 2.952 14-3-90 1.397 1.417 1.389 2.708
3a-3-180 1.385 1.410 1.367 2.260 14-3-180 1.400 1.422 1.366 1.866
3a-4-00 1.389 1.428 1.371 2.148 14-4-00 1.363 1.449 1.366 2.287
3a-4-90 1.386 1.426 1.394 2.346 14-4-90 1.360 1.449 1.388 2.732
3a-4-180 1.390 1.427 1.367 1.687 14-4-180 1.363 1.453 1.366 1.859
3a-9-00 1.363 1.442 1.368 2.277 19-1-00 1.367 1.444 1.366 2.276
3a-9-90 1.360 1.442 1.390 2.689 19-1-90 1.364 1.444 1.388 2.736
3a-9-180 1.363 1.447 1.367 1.834 19-1-180 1.367 1.448 1.366 1.865


19-3-00 1.411 1.410 1.366 1.874
19-3-90 1.406 1.407 1.389 2.704
19-3-180 1.410 1.411 1.366 1.873
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lowest energy conformation, 0 � dihedral. This distance
increases as the rotation proceeds to 90 �, reducing the
steric repulsion. The hydrogen–hydrogen distance is only
�1% less than that in phenol. Therefore, one expects that
2-1 will benefit to a similar extent as phenol from the
rotation of the OH to alleviate the steric repulsion. This is


what we observe in comparing the barrier energy for 2-1
and phenol. The hydrogen–hydrogen distance in 2-2 is
similar to that in phenol and slightly greater than that in
2-1, so that relief of steric repulsion is not a critical factor
in any energy barrier difference. The rotation barrier for
2-2 is 0.46 kcalmol�1 greater than that for 2-1 and
0.62 kcalmol�1 greater than for phenol. This higher value
arises predominately from perturbation of the p–� delo-
calization, indicating that 2-2 experiences a greater
mesomeric effect than phenol or 2-1.
The hydroxy derivatives of anthracene, 3-1 and 3-2,


show the same barrier trends as naphthol. This is not
unexpected, since the local environment is identical for
the two sets of structures and other structurally related
polycenes. The barrier in 3-1, which has a 2.283 Å
hydrogen–hydrogen distance, is 4.15 kcalmol�1. Since
the hydrogen atom experiences slightly greater steric
repulsion, at both 0 � and 90 �, than does phenol, one
expects that the barrier, relative to phenol, would de-
crease. The calculated barrier is actually higher and
indicates a greater extent of stabilization from the p–�
overlap. In the less sterically hindered isomer, 3-2,
the energy of rotation increases to 4.73 kcalmol�1. The
increase is indicative of the larger contribution of
the mesomeric effect. An interesting case is the 3-9
isomer, which has identical conformations at dihedral
angles of 0 � or 180 �, both with severe steric hindrance.
The nearby hydrogen atom is located only 1.873 Å from
the hydroxy group hydrogen. The significant hydrogen–
hydrogen steric repulsion is responsible for lowering the
rotational barrier to 2.31 kcalmol�1. Notario et al.14


used the MP2/6–31G* level of theory to calculate the
difference in barrier height for these three anthrol iso-
mers. They found, including the zero point vibrational
energy and thermal corrections, that 1-anthrol and 2-
anthrol show almost no change in the barrier energy
(1-anthrol is �0.05 kcalmol�1 higher) and that the 3-9
barrier is �1.5 kcalmol�1. Although the corrections play
a role in the discrepancy with the current work, they are
small and are not required to make the relative assign-
ments with which we are concerned. The difference
between the two calculations is almost certainly a reflec-
tion of the different level of theory employed. It is
interesting to note that tautomerism occurs for 3-9 and
the keto form dominates in a 9:1 ratio over the hydroxy
compound. The computational value for the rotational
barrier in this isomer suggests that the hydroxy group will
more easily rotate and, perhaps, have some effect on the
tautomerization.
Phenanthrene has five monohydroxy derivatives.


Unlike anthracene, which belongs to the linear acene
series and has only a single benzoid ring in any resonance
structure, the catacondensed phenanthrene has two in-
dependent �-electron sextets located at the terminal rings.
There are two distinct choices for the OH substituent: the
terminal rings (structure 3a-1 through 3a-4) or the central
double bond (structure 3a-9). In the first case, one of the


Table 3. Hydroxy group rotation barriers (kcal mol�1)


Structure 6–31G* 6–311G**


Phenol 4.08 3.87
2-1 4.04 3.78
2-2 4.50 4.22
3-1 4.15 3.87
3-2 4.73 4.45
3-9 2.31 2.19
3a-1 3.90 3.64
3a-2 3.99 3.69
3a-3 3.97 3.67
3a-4 3.78 3.64
3a-9 4.22 3.92
4-1 4.15 3.83
4-2 3.87 3.60
4-3 4.29 3.94
4a-1 4.24 3.90
4a-2 3.46 3.30
7-1 4.15
14-1 4.22
14-2 4.22
14-3 2.49
14-4 4.38
19-1 4.34
19-3 2.31


Table 2. Absolute energies of the lowest conformers at the
6–31G* level of theory


Structure Energy (a.u.) Erel (kcal mol�1)


Phenol �307.46487 0
2-1 �461.10909 0.21
2-2 �461.10942 0
3-1 �614.74727 0.18
3-2 �614.74757 0
3-9 �614.74427 2.08
3a-1 �614.75459 0.39
3a-2 �614.75454 0.44
3a-3 �614.75468 0.35
3a-4 �614.75093 2.70
3a-9 �614.75522 0
4-1 �690.98915 0.51
4-2 �690.98911 0.53
4-3 �690.98995 0
4a-1 �768.39771 0
4a-2 �768.39103 4.20
7-1 �997.11441 0
14-1 �1685.57486 0.28
14-2 �1685.57490 0.25
14-3 �1685.57217 1.98
14-4 �1685.57532 0
19-1 �2144.16514 0
19-3 �2144.16188 2.05
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�-electron sextets will be perturbed, whereas in the
second, the central double bond interacts with the lone
pair of electrons on the oxygen atom. The rotation
barriers for the first four structures in Fig. 3, 3.90, 3.99,
3.97 and 3.78 kcalmol�1, respectively, correlate with the
hydrogen–hydrogen distances in the isomers, 2.273,
2.304, 2.286 and 2.148 Å; these exhibit similar meso-
meric effects and the barrier value is controlled by steric
effects. The fifth isomer, 3a-9, has a hydrogen–hydrogen
distance of 2.277 Å, so that a barrier similar to 3a-1might
be expected. However, the energy required to reach a 90 �
dihedral angle is 4.22 kcalmol�1, 10% greater than for
the 3a-1 isomer. In 3a-9, rotation of the OH group results
in a 0.2% change in the length of the carbon–carbon
double bond, while the length of the neighboring single
bond remains unchanged, indicating that any additional
delocalization occurs outside of the terminal (aromatic)
rings. Clearly, the position of the OH plays a major role in
the mesomeric effect and the resulting rotational barrier
values. In both cases, substitution at the terminal ring or
the double bond, there is stabilization due to the meso-
meric effect. However, substitution at carbon atoms that
are not components of independent sextets appears to
provide greater mesomeric stabilization.
Pyrene has three monohydroxy derivatives, as shown in


Fig. 3. If the position of the OH group were not a factor,
then the barrier to rotation for 4-1 would be approxi-
mately equal to that of 4-3 because steric effects are
identical. In contrast, isomer 4-3 has the higher barrier
energy, 4.29 kcalmol�1. This barrier is greater than that
for phenol, even though the hydrogen–hydrogen distance
is approximately 1% shorter than in phenol. Clearly, the
mesomeric effect is greater in 4-3 than in 4-1 or phenol.
Pyrene may be represented as having two independent
sextets in opposite rings, analogous in that respect to
biphenyl (Fig. 3). This creates two double bonds in the
two opposing rings, which are perpendicular to the �-
electron sextets. When the OH substituent is located at
these double bonds, the interaction with the lone pair of
the oxygen atom is significant. The stability imparted by
this mesomeric interaction is reflected in the larger than


expected barrier for 4-3. Isomer 4-2 is subject to greater
hydrogen–hydrogen repulsion and its alleviation makes
the OH rotation occur more readily; this isomer has the
lowest energy barrier among these derivatives.
Triphenylene is an interesting case with three �-electron


sextets in the rings that surround the central ring. Any
substituent will be positioned on a �-electron sextet. This
observation leads one to predict that triphenylene will
benefit from the mesomeric effect to a lesser extent than
pyrene. The barrier for 4a-1, 4.24 kcalmol�1, is very
slightly greater than that for 4-1. The hydrogen–hydrogen
distance, 2.303 Å, in 4a-1 is greater (2.280 Å in structure
4-1) and the basis for the slight increase. Isomer 4a-2 is
sterically hindered and is the only isomer having a non-
planar second form. This is reflected in the barrier energy,
which reaches 3.50 kcalmol�1 at 80 �.
Coronene can be represented by two resonance struc-


tures, each with three independent benzene rings. —OH
rotation in coronenol must surmount a relatively high
barrier, 4.15 kcalmol�1, given the relatively short hydro-
gen–hydrogen distance, 2.272 Å (compare with the phe-
nol distance of 2.291 Å and barrier of 4.08 kcalmol�1).
The OH interacts with a ring in 7-1 and with a double
bond in its second resonance form. In this aspect, cor-
onenol resembles naphthol, where the substitution affects
a �-electron sextet in only one of the two resonance
forms. The barrier height is similar to that for 2-1.
The four derivatives of circumpyrene are an excellent


set to explore the role of the hydroxy group position. The
parent molecule has two resonance structures with five �-
electron sextets. Structures 14-1 and 14-2, functionalized
on the same ring (having a �-electron sextet in one
resonance form, but not the second), have identical
hydrogen environments and identical 4.22 kcalmol�1


rotation barriers. The third isomer, 14-3, is sterically
hindered, as was 3-9; the hydrogen–hydrogen bond dis-
tance is only 1.881Å. This lowers the barrier to
2.49 kcalmol�1. Isomer 14-4 is different from all of the
others; the OH is bound to a ring that lacks a sextet in
either Kekulé structure. Substitution at such a site leads to
greater stabilization by the electron-donating substituent


Figure 4. The geometry parameters for phenol and generalized larger hydroxy-polycene derivatives are shown. In
(a), the phenol structure, the configuration shown and one in which the OH is rotated 180 � are in equivalent environments.
The structures (b) and (c) represent two different planar forms of the same structural isomer. They differ by a 180 � rotation of
the OH. The environment of the hydroxy group hydrogen atom is different in these two cases. The lower energy structure is
(b), the 0 � form, with less hydrogen–hydrogen steric repulsion
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owing to the mesomeric effect and the energy barrier to
rotation is 4.38 kcalmol�1, larger than for either 14-1 and
14-2.
The largest molecules studied in this work are the


isomers of circumcoronenol. This molecule has only a
single Kekulé structure with seven �-electron sextets,
leaving double bonds with bond lengths of 1.363Å on
each of the six corners (Fig. 3). The barrier in 19-1 is
4.34 kcalmol�1, similar to that for the previous non-
benzoid example, 14-4. The hydroxy group hydrogen
atom in 19-3 is hindered by hydrogen atoms from either
side. The short hydrogen–hydrogen distance, 1.874 Å,
provides significant steric repulsion and lowers the rota-
tion barrier to 2.31 kcalmol�1 as in 14-3.
Examining the series phenol, coronenol and circum-


coronenol, the rotation of the OH requires 4.08, 4.15 and
4.34 kcalmol�1, respectively. Two features vary across
this series: the size of the ring system and the position of
the substituent. Size cannot be the sole basis for the
energy barrier variation, since the barriers for 2-2 and
3-2 are greater than that for circumcoronenol. If we
consider structure, the picture is as follows. Phenol has
a single �-electron sextet and the OH interacts with the
ring by default. Coronenol has two Kekulé structures,
each with three independent �-electron rings. The hy-
droxy group is bound to such a ring in only one of the two
resonance structures. In circumcoronenol, 19-1, the
substituent does not interact with a ring at all. The
percentage of resonance structures in which �-electron
sextets are influenced by the hydroxy group substitution
decreases from 100% in phenol to 50% in coronenol and
0% in circumcoronenol and the barrier increases. The
energy barriers for structures with 0% �-sextet interac-
tion, 3a-9, 4-3, 14-4 and 19-1, are the highest among
their corresponding isomers. The results indicate a
greater mesomeric effect in molecules where the OH is
not bound to a �-electron sextet. This is in agreement
with Clar’s stability rule, which may be paraphrased as
‘the stability of a polycyclic hydrocarbon is proportional
to the maximum number of independent benzene rings
that can be formed’. Extending this statement to the
derivatives studied here, we postulate that ‘in structures
with independent sextets, regions in which the atoms do
not contribute orbitals to such an independent �-electro-
nic sextet will be more stabilized by substitution, com-
pared with those regions in which atoms do contribute to
such rings’. The mesomeric effect may be operative in all
cases, but its magnitude is greater when the lone electron
pair from the substituent interacts with a non-benzoid
region. Note that this does not characterize the ease of a
substitution reaction. The effect in this work occurs in
molecules for which the integrity of the �-electronic
structure is preserved after substitution. The mesomeric
effect is a special case of electron delocalization, where
the lone pair is in partial conjugation with a double bond
or a system of double bonds. A typical example is the
relationship between the amino group and the carbonyl


oxygen, when bonded to the same carbon atom. The lone
pair of the amino group is conjugated with the �-
electrons of the carbonyl group. The rationale for the
new Clar’s rule postulate in our case may be seen by
studying the resonance structures for the substituted ring
systems. Substitution on a �-electron sextet destroys the
integrity of that sextet. Examples of this effect include
3a-1 through 3a-4. In 3a-9, where the substitution occurs
at a carbon that is not part of a sextet, we create a more
extended delocalized system. Preservation of the sextets
is the controlling factor. Since the differences being
discussed are small and there is a contribution to the
rotation barrier that is inherent to the structure, it is not
possible to predict a priori the magnitude of the rota-
tional barrier of a particular molecule. What is feasible is
a prediction of which derivative for a given polycyclic
hydrocarbon will benefit to a greater extent from the
mesomeric effect and, subsequently, will have a higher
rotational barrier.


CONCLUSIONS


From the energies of rotation, the absolute energies and
accounting for the hydrogen–hydrogen steric repulsion,
one may conclude that for substituted polycyclic hydro-
carbons, the p–� interaction is greater when the substi-
tuent is bound to a region that does not participate in a
�-electronic sextet. These calculations are in agreement
with an extension of Clar’s stability rule.
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ABSTRACT: Thirty-two mono- and homodisubstituted benzene derivatives (meta and para isomers) were optimized
at B3LYP/6-311þG�� level of theory. The descriptors of cyclic p-electron delocalization: aromatic stabilization
energies (ASE), substituent effects stabilization energies (SESE), NICS and HOMA values were estimated for those
systems. Generally, for monosubstituted systems the electron accepting substituents either stabilize the systems or
weakly destabilize them. In contrast, the electron donating substituents destabilize the systems in all cases. The
p-electron stabilization/destabilization effects for para-di-homosubstituted benzene derivatives are much stronger
than those for the meta analogs. Copyright # 2006 John Wiley & Sons, Ltd.

INTRODUCTION


Since the introduction of the Hammett equation (sr),1


and its numerous modifications2–4 the substituent effects
have been successfully interpreted in a quantitative way.
The effect of a changeable substituent X on the reaction
(or process) site Y through the transmitting moiety R was
a subject of numerous studies.5 The purpose of most of
them was to quantify the substituent effect on some
chemical or physicochemical property in a particular
series of compounds. This provided information about the
mechanism of chemical reaction and/or electronic
interpretation for changes of the chemical/physicochem-
ical property in question.


Much less attention has been paid to the substituent effect
on the transmitting moiety R (usually aromatic). Few
studies, mostly by infrared spectroscopy, were devoted to
determining the resonance interactions of substituents with
the ring.6 When the substituents have the opposite
electronic properties, the resonance substituent effect is
usually interpreted in terms of an increase of the quinoid
structure among canonical structures applied to describe the

to: T. M. Krygowski, Department of Chemistry,
rsaw, L. Pasteura 1, 02-093 Warsaw, Poland.
chem.uw.edu.pl
i TM, Ejsmont K, Stepien BT, Cyranski MK, Poater J,
hem. 2004; 69: 6634–6640.
fessor Norma S. Nudelman. This article is published
cial issue Festschrift for Norma Nudelman.
onsor:KBN; contract/grant number: 3 T09A 031 28.


6 John Wiley & Sons, Ltd.

interactions.7 Recently the changes in p-electron deloca-
lization in the ring as a result of the substituent effect were
studied by using of aromaticity indices.8


Following the Hellmann–Feynman theorem9 distri-
bution of electronic density in the molecule determines
the forces acting on the nuclei, which in turn define the
geometry of the molecule in question. Thus precise
geometry may be an important (and useful) source of
information to deduce the electronic structure of the
substituted systems.10 Detailed analyses of experimental
geometry (bond angles) of monosubstituted benzene
derivatives lead to a linear correlation of the ipso angle
(labeled a) on Huheey’s11 group electronegativity12 and
Taft’s inductive substituent constants.13 Interpretation of
these dependences was based on the Bent–Walsh rule,14


which also predicts a linear dependence of a on the ipso-
ortho CC bond, labeled a on Scheme 1. This kind of
dependence was found based on optimized geometries (at
B3LYP/6-311þG�� level of theory) of monosubstituted
benzene derivatives.15 Factor analysis16 applied to bond
angles of these systems revealed that the main factor
was composed almost exclusively of changes in a and b
angles. This factor correlated nicely with various scales of
group electronegativity and hence a new scale of
electronegativity has been proposed.17 Roughly, the
values of a angle in monosubstituted benzene derivatives
may be used as a measure of group electronegativity: the
greater is a the more electronegative is the group. It is
important to note that the above-mentioned geometry-
based analyses refer mostly to the p-electron changes.
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Very recently monosubstituted benzene derivatives
were studied to answer the question: to what extent do
the substituents affect the cyclic p-electron delocaliza-
tion in the ring? The analysis of variation of aromaticity
indices such as: (1) energy-based criterion—aromatic
stabilization energy, (abbreviated hereafter ASE),18 (2)
magnetism-based nucleus independent chemical shift
(NICS),19 geometry-based HOMA20 and delocalization
index PDI21 led to the conclusion that except ASE-
values, varying in the range of�8 kcal/mol (for benzene
ASE, based on trans butadiene, is equal to 22.4 kcal/
mol),22 all other indices vary insignificantly and only
ASE-values and PDI exhibited some correlation with
substituent constants.8 The analysis of geometry-based
HOMA of 74 monosubstituted benzenes revealed that
for some substituents a decrease of aromaticity of the
ring is significantly high.8b This is the case of
substituents with empty 2pz orbital (e.g., CH


þ
2 ) or the


2pz orbital with an electron pair (as in CH�
2 ). In these


cases substituents interact strongly with the ring leading
to a substantial lowering of the extent of p-electron
delocalization. The HOMA illustrates this point very
well: it drops down to 0.72 and 0.65, respectively,
whereas for benzene it is equal to 0.99.


The purpose of this paper is to analyze the con-
sequences of the substituent effect on p-electron
delocalization in para- and meta-homodisubstituted
benzene derivatives. The main problem to solve is: to
what extent does the homodisubstitution decrease the
stability of the systems in question?

METHODOLOGY


The geometries were computed at B3LYP/6-311þG��


DFT level of theory.23 All species corresponded to
minima at the B3LYP/6-311þG�� level, with no
imaginary frequencies. The GIAO/B3LYP/6-311þG��


method was used for the NICS calculations. The HOMA
values were also based on molecular geometries
optimized at the B3LYP/6-311þG��.

Copyright # 2006 John Wiley & Sons, Ltd.

SESE and ASE values for monosubstituted benzene
derivatives were computed using Eqn (1) and Eqn (2)),
respectively.


X
X


+ +


+ 4 3 +


X
X


(1)


(2)


In Eqn (1) the SESE is estimated using ethylene
derivatives as the reference,8c,24 and expresses the
difference in substituent effect on p-electron delocaliza-
tion in the aromatic ring and the olefinic system. ASE in
Eqn (2) differs from the classical treatment with 2-
substituted cis- or trans-butadiene-1,3 by introducing
ethylene derivatives as the substituted reference. In this
way the conformations of substituted butadiene do not
interfere the final relative values of ASE. Note that for
both Eqn (1) and Eqn (2) the reference molecules are
ethylene derivatives and hence the reactions are by
definition intercorrelated. However, the values of Table 1
reflect the stabilization energy due to substituent effect
while the ASE values may be compared with the aromatic
stability of benzene itself (ASE¼ 23.2 kcal/mol).


To study non-additivity of substituent effects (SESE)
for para- and meta-homodisubstituted benzene deriva-
tives we have applied classical homodesmotic reac-
tions8c,25 (3) and (4).


X


X


X


+ 2


X


X


X


+ 2


(3)


(4)

Finally, ASE for para- and meta-disubstituted benzene
derivatives were estimated from Eqn (5) and Eqn (6),
respectively.


X


X


X


+ 5 3 + 2


X


X


X


+ 5 3 + 2


(5)


(6)
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Table 1. SESE values in [kcal/mol] for monosubstituted benzene derivatives (derived from the Eqn (1)).


X SESE X SESE X SESE X SESE


CHO 0.2 CH2OH �1.0 CCH �0.4 NH2 �1.2
COOH 0.4 Br �0.7 CHCH2 �2.8 NO �0.4
Cl �0.2 NMe2 �5.0 CHCl2 �1.4 CN 0.1
F 0.6 NHMe �1.4 CHF2 �0.9 CF3 �0.6
OH �0.7 CCl3 �2.8 COCl 0.3 BH2 0.8
OCH3 �2.0 CH2Cl �0.6 COCH3 �0.1 BCl2 �0.1
CH3 �0.7 CH2F �0.6 CONH2 �1.3 BF2 0.7
NO2 0.8 COF 0.8 COOCH3 0.7 B(OH)2 2.5
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The application of ethylene derivatives to balance the
C–X bond in benzene derivatives (instead of butadiene-
1,3 derivatives) helps in eliminating the flexibility of
butadiene moiety. As a result, a lot of conformers of
butadiene derivatives are eliminated.


The NICS is a magnetism-based index of p-electron
delocalization. The index is defined as a negative value
of the absolute magnetic shielding computed at ring
centers.19a Now it is also calculated in other points inside
or around molecules.26 The NICS denoted as NICS(1)
is calculated 1 Å above the center19b whereas NICS(1)zz
is perpendicular to the plane of the ring component
of NICS(1) tensor.19c Because the magnetic response
properties are tensors it was argued19d,27 that the latter one
is the most appropriate measure to characterize the cyclic
delocalization in a p-system. Indeed, in the case of
monosubstituted benzene derivatives the NICS(1)zz, in
line with PDI and HOMA, documented their highly
aromatic character.8a


The HOMA is defined as follows:


HOMA ¼ 1� a


N


X
ðRopt � RiÞ2 (7)


In Eqn (7), N is the number of bonds taken into the
summation; a is an empirical constant fixed to give
HOMA¼ 0 for a model non-aromatic system20b and
HOMA¼ 1 for a system with all bonds equal to an
optimal value Ropt, assumed to be realized for fully
aromatic systems. Ri stands for a running bond length.

Table 2. The ASE values [in kcal/mol] for monosubstituted
benzene derivatives (derived from the Eqn (2)).


X ASE X ASE X ASE X ASE


CHO 23.4 CH2OH 22.2 CCH 22.8 NH2 22.1
COOH 23.6 Br 22.6 CHCH2 20.5 NO 22.8
Cl 23.0 NMe2 18.2 CHCl2 21.9 CN 23.4
F 23.9 NHMe 21.8 CHF2 22.3 CF3 22.7
OH 22.5 CCl3 20.5 COCl 23.5 BH2 24.0
OCH3 21.3 CH2Cl 22.7 COCH3 23.1 BCl2 23.2
CH3 22.5 CH2F 22.6 CONH2 22.0 BF2 24.0
NO2 24.0 COF 24.0 COOCH3 24.0 B(OH)2 25.7

RESULTS AND DISCUSSION


Monosubstituted benzene derivatives


Tables 1 and 2 present SESE and ASE, respectively, for
monosubstituted benzene derivatives.


Almost in all cases the SESE is negative, which
indicates a destabilizing influence of substituents in
monosubstituted benzene derivatives at least as compared
with the reference systems which are unsaturated species
(ethene and its derivatives).

Copyright # 2006 John Wiley & Sons, Ltd.

It results from Table 2 that for the monosubstituted
benzenes substituted by electron attracting substituents,
the ASE is greater than that for the electron donating ones.
For many systems ASE is greater than for benzene itself
(ASE¼ 23.2 kcal/mole). To quantify this difference more
apparently, we selected four typical substituents with a
strong electron accepting power (NO, NO2, CN, and
CHO) with sþp � 1 or more28 and five typical electron
donating substituents (OH, OMe, NH2, NHMe, and
NMe2) with s


�
p <�1.0.28 The mean values of ASE for the


former case was 23.4 kcal/mole and for the latter one was
21.2 kcal/mole. This is good evidence to support the point
that electron accepting substituents lead to small
stabilization of benzene, contrary to the electron donating
substituents, which work in an opposite way.

Homo-, para-, and meta-disubstituted
benzene derivatives


Table 3 presents the SESE (derived from Eqn (3) and Eqn
(4)), ASE (derived from Eqn (5) and Eqn (6)), NICS and
HOMA values for meta- and para-disubstituted benzene
derivatives.


In almost all cases the SESE values formeta- and para-
disubstituted benzene derivatives are negative, thus
implying a further destabilization of the aromatic system
in comparison with the monosubstituted derivatives. At
first glance it seems that the stronger is the interacting
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Table 3. The descriptors of cyclic p-electron delocalization: SESE in [kcal/mol], ASE in [kcal/mol], NICS in [ppm], and HOMA
values for meta and para homodisubstituted benzene derivatives.


X


SESE SESE ASE ASE NICS NICS(1) NICS(1)zz NICS NICS(1) NICS(1)zz HOMA HOMA


(para) (meta) (para) (meta) (para) (para) (para) (meta) (meta) (meta) (para) (meta)


CH3 �0.1 �0.1 21.6 21.7 �7.8 �9.5 �26.5 �7.8 �9.7 �26.8 0.98 0.98
NH2 �2.5 0.1 18.4 20.9 �8.3 �8.5 �22.3 �7.4 �7.7 �20.0 0.98 0.97
NMe2 �2.5 �0.4 10.7 12.8 �8.7 �9.3 �24.3 �7.5 �8.6 �22.6 0.94 0.92
NHMe �3.0 �0.4 17.4 20.0 �8.3 �9.0 �23.3 �7.3 �7.9 �20.6 0.96 0.95
CH3O �1.6 0.3 17.7 19.7 �10.1 �10.0 �25.7 �9.5 �9.4 �24.2 0.98 0.97
OH �1.8 0.3 20.1 22.1 �10.2 �9.6 �24.8 �9.7 �9.2 �23.5 0.99 0.99
CH¼CH2 0.4 �0.2 18.1 17.6 �6.6 �9.1 �23.3 �6.5 �8.9 �23.4 0.95 0.96
CHO �1.4 �1.0 22.1 22.5 �7.7 �10.1 �26.0 �7.3 �9.9 �25.6 0.97 0.97
COOH �1.1 �0.7 22.9 23.3 �8.1 �10.2 �26.3 �7.8 �9.9 �26.0 0.98 0.98
Cl �0.9 �0.9 21.9 21.9 �9.4 �9.8 �25.3 �9.3 �9.7 �25.3 1.0 1.0
F �1.4 �0.9 23.1 23.6 �11.6 �10.4 �26.9 �11.7 �10.4 �26.8 1.0 1.0
NO �2.8 �2.7 19.6 19.7 �8.8 �9.5 �23.9 �8.6 �9.6 �23.8 0.98 0.98
NO2 �3.8 �3.7 21.0 21.1 �10.2 �10.5 �26.2 �10.1 �10.5 �26.1 1.0 1.0
CN �2.4 �2.8 21.1 20.7 �8.8 �10.1 �26.4 �8.8 �10.1 �26.4 0.96 0.97
COCH3 �0.6 �0.02 22.4 22.9 �7.9 �10.1 �25.6 �7.6 �9.9 �25.4 0.97 0.97
CONH2 �0.2 0.4 20.5 21.1 �8.2 �9.9 �26.0 �8.1 �9.9 �26.1 0.98 0.98
COOCH3 �0.6 �0.4 24.2 24.4 �8.0 �10.1 �25.8 �7.8 �9.9 �25.7 0.98 0.98
Br �0.8 �0.8 21.1 21.1 �8.8 �9.4 �24.6 �8.8 �9.5 �24.8 0.99 1.0
CH2OH �0.5 0.1 20.7 21.3 �8.5 �10.3 �28.1 �7.8 �10.0 �27.2 0.98 0.98
CH2Cl �0.1 �0.2 22.0 21.9 �8.3 �9.9 �26.7 �8.4 �10.0 �26.6 0.98 0.98
CH2F �0.1 �0.1 21.9 21.9 �8.4 �10.3 �28.1 �8.5 �10.3 �28.1 0.98 0.98
CHCl2 �0.9 �0.6 18.1 19.9 �8.6 �9.9 �25.0 �8.6 �9.9 �25.2 0.99 0.98
CHF2 �1.3 �1.4 20.1 20.0 �8.8 �10.4 �28.1 �8.7 �10.4 �28.1 0.99 0.99
COCl �3.0 �2.5 20.8 21.2 �8.5 �10.3 �25.8 �8.2 �10.2 �25.2 0.97 0.97
COF �2.8 �2.4 22.0 22.4 �8.3 �10.3 �26.2 �7.9 �10.0 �25.9 0.98 0.98
C ––– CH 0.1 �0.5 22.4 21.9 �8.1 �9.6 �24.9 �8.0 �9.4 �25.1 0.94 0.96
BF2 �1.5 �0.8 23.2 23.9 �6.9 �10.1 �27.1 �6.6 �10.0 �26.6 0.94 0.95
B(OH)2 0.1 0.5 28.3 28.8 �6.9 �10.1 �27.1 �6.8 �10.1 �26.9 0.96 0.96
CCl3 �1.2 �1.0 16.6 16.7 �9.0 �9.9 �24.5 �8.9 �9.8 �24.5 0.99 0.97
CF3 �1.5 �1.6 20.6 20.6 �9.1 �10.2 �27.7 �9.1 �10.5 �27.8 0.99 0.99
H — — 23.2 23.2 �8.1 �10.2 �29.2 �8.1 �10.2 �29.2 0.99 0.99
Mean �1.3 �0.8 20.8 21.3 �8.5 �9.9 �25.9 �8.3 �9.7 �25.5 0.98 0.98
SD 1.1 1.1 2.98 2.66 1.0 0.5 1.57 1.1 0.68 2.02 0.02 0.02
Variance 1.2 1.1 8.86 7.06 1.0 0.2 2.47 1.2 0.46 4.07 0.00 0.00
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substituent, irrespectively of whether it is electron
attracting or electron donating in nature, the greater is
the nonadditivity in energy, estimated by SESE values.
Figure 1a,b presents the scatter plot of SESE values for

SESE(p) vs | σp|  
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Figure 1. The dependence between (a) SESE(p) versus jspj [co
[correlation coefficient (cc)¼0.880]
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meta- and para-substituted species against absolute
values of sm and sp.


28 These dependences clearly support
the above-mentioned trend: correlation coefficients are
0.880 and 0.835, respectively indicating that from the

SESE(m) vs | σm|
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statistical point of view linear regression are significant at
the level 0.05.29


Analyses of ASE values for meta- and para- systems
allow one to observe that homodisubstitution leads to a
decrease of stability due to cyclic p-electron delocaliza-
tion. Similarly as in the case of monosubstituted species,
generally the electron accepting substituents lower
aromaticity less effectively than electron donating ones.
To make this difference more apparent we repeated the
procedure applied for monosubstituted systems. Again
four typical substituents with strong electron accepting
power (NO, NO2, CN, and CHO) with sþp � 1 or more28


and five typical electron donating substituents (OH, OMe,
NH2, NHMe, and NMe2) with s


�
p <�1.0 were selected.


In the case of para-disubstituted species the differences
between the systems substituted by electron accepting
and electron donating substituents are similar to those
observed for monosubstituted systems. The mean ASE
value for the systems with electron accepting substituents
is 20.9 kcal/mole whereas for electron donating ones
16.1 kcal/mole. When the same procedure is applied to
meta-substituted systems, no qualitative difference is
observed: 21.0 kcal/mole for electron accepting and
20.7 kcal/mole for electron donating systems, respect-

ASE(p) vs ASE(m)
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Figure 2. The dependence between ASE(p) versus ASE(m) [corr
[correlation coefficient (cc)¼ 0.952]; (b) HOMA(p) versus HOMA
SESE(m) [correlation coefficient (cc)¼0.949, for all points, excep
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ively. It is clear that the electron donating substituents in
meta-disubstituted systems lead to a smaller decrease of
aromaticity as compared with para-analogs. It may be
concluded that

(i) e
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lectron accepting substituents in para-disubstituted
systems destabilize aromatic systems to a lesser
extent than electron donating ones, and

(ii) m

eta-substitution equalizes the effects of destabiliza-
tion due to electron accepting and electron donating
substitution.

The other parameters used frequently to describe p-
electron delocalization, that is, HOMA and NICS do not
exhibit any dependence on substituent constants. HOMA
values are practically independent of substituent effect,
the variance for HOMA for meta- and para-derivatives is
very small. The NICS values deviate more strongly, in the
range of about 7–9 ppm for NICS(1)zz for both types of
substituted species. The lack of correlation between the
substituent constants and p-electron delocalization
descriptors of the ring may be due to the different blend
of the resonance/field contributions to the substituent

NICS(p) vs NICS(m)
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effect in the reference reactions determining the
substituent constants and in the studied systems.30


On the other hand, the regression analyses of
dependences of ASE, HOMA and NICS for para
disubstituted species on the values for meta ones show
a good linear correlation with the best dependences found
for ASE and NICS and a little worse correlation for
HOMA (see Fig. 2(a)–(c)). Also NICS(1)zz for para and
meta systems correlate very well, with the correlation
coefficient cc¼ 0.944. This means that qualitatively the
influence of substituent on p-electron delocalization in
the ring of meta- and para-substituted disubstituted
benzene derivatives is fairly similar. The most interesting
correlation has been found for SESE(p) versus SESE(m)
(see Fig. 2(d)). For all the substituents, there is roughly
linear regression, with correlation coefficient cc¼ 0.69.
Five points for NH2, NHMe, NMe2, OMe, and OH deviate
down by ca 2 kcal/mole, which supports the finding that
the electron donating substituents destabilize benzene
system much more effectively when they are situated
in para position as compared with the meta one. This
is accompanied by a more efficient decrease of the
resonance energy of the ring, being in line with the
resonance saturation effect,31 observed for p-substituted
aniline derivatives, when counter substituents were
electron donating ones. If these five points are omitted
then a very good relation is preserved with the correlation
coefficient cc¼ 0.949.

SUPPLEMENTARY MATERIAL


Total energies, zero-point energies and the Cartesian
coordinates at B3LYP/6-311þG�� for all analyzed
systems are available in Wiley Interscience.
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J, Solà M. J. Org. Chem. 2004; 69: 6634–6640; (b) Krygowski TM,
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Org. Chem. 2005; 18: 886–891.


23. Frisch MJ, Trucks GW, Schlegel HB, Scuseria GE, Robb MA,
Cheeseman JR, Zakrzewski VG, Montgomery JA, Stratmann RE,
Burant JC, Dapprich S, Millam JM, Daniels AD, Kudin KN, Strain
MC, Farkas O, Tomasi J, Barone V, Cossi M, Cammi R, Mennucci
B, Pomelli C, Adamo C, Clifford S, Ochterski J, Petersson GA,
Ayala PY, Cui Q, Morokuma K, Malick DK, Rabuck AD,
Raghavachari K, Foresman JB, Cioslowski J, Ortiz JV, Stefanov
BB, Liu G, Liashenko A, Piskorz P, Komaromi I, Gomperts R,

J. Phys. Org. Chem. 2006; 19: 889–895







SUBSTITUENT EFFECT AND AROMATICITY 895

Martin RL, Fox DJ, Keith T, Al-Laham MA, Peng CY, Nanayak-
kara A, Gonzalez C, Challacombe M, Gill PMW, Johnson BG,
Chen W, Wong MW, Andres JL, Head-Gordon M, Replogle ES,
Pople JA.Gaussian 98, revision A.7. Gaussian, Inc: Pittsburgh, PA,
1998.
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A dibasic acid with reversed order of the stepwise
ionization constants: 2,7-dichlorofluorescein in the
ternary solvent mixture benzene–ethanol–water
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ABSTRACT: The ionization constants of 2,7-dichlorofluorescein were determined and the molecular structures of the
equilibrium forms were established in the ternary solvent system benzene–ethanol–water (mass ratio 47:47:6) by using
visible spectroscopy. In this solvent mixture with relative dielectric constant er¼ 12.8 and normalized Reichardt’s
parameter EN


T ¼ 0:587; an inversion of the stepwise ionization constants of the dye, Ka1 and Ka2, occurs. The Ka1/Ka2


ratio changes from 16 in water and 4.8 in 50 mass % aqueous ethanol to 0.1 in the ternary solvent system with ionic
strength of 0.002mol dm�3, where pKa1¼ 9.23� 0.08 and pKa2¼ 8.22� 0.08 (25 8C). Such an extraordinary
interrelation between the Ka constants is in line with the molecular structure of ionic and nonionic species of
2,7-dichlorofluorescein deduced from their vis absorption spectra, as well as with the expressed salt effects and the
probable ion association. The dianion R2� (5 in Scheme 1) possesses a band with lmax¼ 512 nm and a molar
absorptivity of E¼ 84.3� 103 cm�1mol�1 dm3. The tautomeric equilibrium of the neutral form, H2R, is strongly
shifted toward the colorless lactone (2 in Scheme 1). The (very intensive) absorption band of the HR� species singled
out from the vis spectra at different acidity, is red-shifted by Dl� 20 nm against the band of the dianion R2�. Hence,
the monoanion HR� is found to be completely converted into the ‘phenolate’ tautomer 4 with groups —COOH and
—O�, while in aqueous solutions the ‘carboxylate’ tautomer 3 with groups —COO� and —OH predominates. In
50 mass % aqueous ethanol, the two tautomers 3 and 4 exist in commensurable concentrations. Emission and
fluorescence excitation spectra and fluorescence quantum yield of the dianion R2� in the ternary solvent mixture were
determined. Copyright # 2006 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/


KEYWORDS: 2,7-dichlorofluorescein; visible absorption; protolytic equilibrium; ternary solvent mixture; ionization


constants; tautomerism


INTRODUCTION


Dibasic acids are usually weaker when ionizing in
solutions in the second step than in the first, that is,
pKa1< pKa2.


1 However, there are some organic sub-
stances, which demonstrate regular deviations from this
rule. For example, in a series of solvents, fluorescein
manifests itself as such an extraordinary acid.2


The pKa1 and pKa2 values of 2,7-dichlorofluorescein in
different media, including micellar solutions of colloidal
surfactants, are in some cases approaching one
another.2a,b,3 Now we report on the results of visible
spectroscopic studies of 2,7-dichlorofluorescein in the


ternary solvent mixture benzene–ethanol–water (mass
ratio 47:47:6), at low ionic strength, under gradual
changes in the acidity created with buffer systems. In this
solvent mixture, a markedly expressed inversion of the
stepwise ionization constants (pKa1> pKa2) occurs, thus
demonstrating the role of solvent in governing protolytic
equilibria.


Fluorescein dyes are widely used owing to their unique
spectral properties.4 Though 2,7-dichlorofluorescein was
numerously utilized in photophysical studies,5 as an acid–
base fluorescent indicator,6 as adsorption indicator,7 as a
reactant in free radical chemistry,8 and as a probe for
examination of micellar media,9 the constitution of the
ionic and nonionic species of this dye in solutions is
studied in less detail as compared with unsubstituted
fluorescein, 2,4,5,7-tetrabromofluorescein (eosin), 2,4,
5,7-tetraiodofluorescein (erythrosin), and 2,4,5,7-
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tetraiodo-30,40, 50,60-tetrachlorofluorescein (Rose Bengal
B). All these dyes are presented below in form of their
disodium salts, Na2R.


O OO


XX


Y Y


Z


Z


Z


Z COO


_


_


2 Na+


Fluorescein: X¼Y¼Z¼H; 2,7-dichlorofluorescein:
X¼Cl, Y¼Z¼H; eosin: X¼Y¼Br, Z¼H; erythrosin:
X¼Y¼I, Z¼H; Rose Bengal B: X¼Y¼I, Z¼Cl.


Particularly, 2,7-dichlorofluorescein possesses proper-
ties which are very promising from some viewpoints. For
instance, the intramolecular quenching of fluorescence by
heavy atoms is in 2,7-dichlorofluorescein dianion R2� not
so expressed as in the cases of 2,4,5,7-tetrabromo (or -
iodo) derivatives.4a The pKa values are lower than those of
fluorescein, and this ensures the existence of the dye in
form of the intensively fluorescing dianion R2� in media
of such kinds in which fluorescein is not yet completely


dissociated (HR�@R2�þHþ). This is of special
significance for the application of these dyes as tracers
in natural water systems10 and in other unbuffered
systems, as well as in biological systems within the
‘physiological’ pH region, etc. In addition, 2,7-dichloro-
fluorescein is more photostable as compared with the
unsubstituted luminophore. Recently, protolytic equili-
bria in water of another dihalogen derivative of
fluorescein, 2,7-difluorofluorescein, was studied in detail
both in the ground and excited states.11 Hence, we
decided to elucidate the acid–base and tautomeric
equilibria of 2,7-dichlorofluorescein in a new type of
media, namely, in a ternary solvent mixture, containing
benzene, ethanol, and water.


The most typical species of 2,7-dichlorofluorescein are
presented in Scheme 1. The negative ‘phenolate’ charge
of the dianion R2� (5) is delocalized within the xanthene
moiety. Interestingly, some salts of 2,7-dichlorofluor-
escein, for example, Ag2R, CdR, etc., behave in the solid
state as semiconductors.12


The neutral form H2R exists in solutions as an
equilibrium mixture of two tautomers, quinonoid 1 and
lactonic 2, the latter being colorless due to sp3-
hybridization of the central carbon atom C-9.2,3,8b,d


Contrary to fluorescein, the zwitterionic structure 6 is less
typical for 2,7-dichlorofluorescein due to an increase in


Scheme 1. Protolytic conversions of 2,7-dichlorofluorescein in solution: KT¼ [2]/[1], KTx ¼ ½4�=½3�, k1;COOH ¼ a�
Hþa3=a1;


k1;OH ¼ a�
Hþa4=a1; k2;OH ¼ a�


Hþa5=a3; k2;COOH ¼ a�
Hþa5=a4 (possible ion association of dye anions with Naþ cations not shown).
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the acidic strength of the hydroxy groups resulting from
ortho-chloro substitution.2b,d,3


This highly polar zwitterionic tautomer of dichloro-
substituted fluorescein exists only in extremely small
amounts even in water,3a,d,11 evidently due to the marked
strengthening of acidity of the OH groups by the ortho-
chlorine substituents. Therefore, this structure is not
included in Scheme 1.


Less clear and much poorer studied is the structure of
monoanion HR�, which can exist as ‘carboxylate’ (3) and
‘phenolate’ (4) tautomer. In the case of fluorescein, the
‘carboxylate’ tautomer 3 predominates in all solvent
systems studied,2,3,4a,13 while in the case of eosin,
erythrosin, Rose Bengal B, and other 2,4,5,7-tetrahalogen
derivatives the monoanion HR� exists as ‘phenolate’
tautomer 4.2a,b,d,3 The relative population of the aforesaid
HR� tautomers of 2,7-dichlorofluorescein gradually
changes along with alterations in the nature of the solvent,
that is, pure and mixed solvents. On transferring from water
to organic solvents, the tautomeric equilibrium (3@4)
shifts toward the right.2a,b,3 However, some authors take into
account only species 3 in any solvent system.9d


Versatile applications of hydroxyxanthene dyes often
imply the use of organic solvents.2d,4a,9b,d,g,14 However,
all the studies were performed either in pure organic
solvents or in binary water-organic solvent mixtures.
Some of the effects registered can be explained in terms of
preferential solvation. Therefore, we decided to study the
protolytic equilibrium of 2,7-dichlorofluorescein in a
ternary solvent mixture containing water, ethanol, and
benzene, namely, in the azeotropic mixture benzene–
ethanol–water, with mass ratio 47:47:6. In this compli-
cated solvent system with density r¼ 0.8415 g cm�3


(25 8C), the normalized Reichardt parameter, EN
T , equals


to 0.58715 and the relative dielectric constant, er, is 12.8.
According to our expectation, preferential solvation of the
different species or even of different portions of the bulky
dye species must be expressed to a greater extent.
Moreover, such a solvent mixture providing the presence
of hydrocarbons together with water can be considered as
a (reduced) model of organized solutions or lyophilic
microheterogeneous systems. In addition, information
concerning ionic equilibria and spectra in ternary solvent
systems is sparse.


In this solvent mixture, acid–base equilibria of some
organic acids and indicator dyes have been recently
studied in this laboratory.15 The pH scale was established
earlier;16 the indices of proton activity designated as pa�


Hþ
correspond to the hypothetical standard state in the given


solvent with activity equal to unity and with properties
corresponding to infinite dilution.16,17


The aim of the present work was to run the visible
absorption spectra of 2,7-dichlorofluorescein in the ternary
solvent mixture in a wide acidity range, to determine the
ionization constants of the dye, to analyze the spectra of
single forms, and thus to obtain a better insight into the
molecular structure and properties of this luminophore in
solutions. Simultaneously, comparative studies of protolytic
equilibria of the dye in a more common solvent, 50 mass %
aqueous ethanol (er¼ 49.0), were performed.


EXPERIMENTAL


Absorption spectra of dye solutions were run using an
SP-46 apparatus. Emission and excitation spectra
were obtained with a Hitachi F-4010 spectrometer,
pa�


Hþ measurements were performed on a P 363-3
potentiometer and a pH-121 pH-meter equipped with an
ESL-43-07 glass electrode and a Ag/AgCl reference
electrode in a cell with liquid junction 1.0mol dm�3 KCl
in water. The dye sample used was described in previous
studies.2a,b,3 Solvents were purified according to
standard procedures. Suitable pa�


Hþ values of working
solutions were provided with buffers made up with
analytical-grade acids: acetic and phosphoric in aqueous
ethanol, salicylic, benzoic, and 5,5-diethylbarbituric in
ternary solvent mixtures, and with hydrochloric acid in
both systems. All solutions were prepared and pa�


Hþ
measurements performed at 25.0� 0.1 8C. Buffer
solutions were prepared by mixing stock solutions of
the corresponding acids with aliquots of aqueous NaOH.
Standard aqueous solutions of NaOH were prepared
using CO2-free water and kept protected from the
atmosphere. In the ternary solvent mixture, the initial
(analytical) concentration of alkali was 0.005mol dm�3.
In 50% ethanol, the ionic strength of acetate and
phosphate buffer solutions, as well as of HCl solutions
was maintained constant (0.05mol dm�3) by NaCl
additives. In the ternary solvent mixture, the working
dye concentrations were as a rule ca. 2�
10�5 mol dm�3, only at pa�


Hþ < 7 they were near
10�4 mol dm�3. In 50% ethanol, the concentrations
were within the range from 7.68� 10�6 to 3.07�
10�5 mol dm�3. The dye solutions obey Lambert–
Beer’s law. All the spectrophotometric experiments
were performed at 25� 1 8C. The optical path length
was 1 and 5 cm. All concentrations and activities are
expressed in molar scale (mol dm�3). Emission, fluor-
escence excitation, and quantum yields, w, were
measured by V. V. Moroz in the laboratory of Professor
A. O. Doroshenko, V. N. Karazin Kharkov National
University; in these experiments, the dye concentration
was 1.47� 10�6 mol dm�3. Fluorescein in aqueous
carbonate buffer was used as a standard for the w
determination.
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RESULTS AND DISCUSSION


pa�
Hþ scale estimation


In the ternary solvent mixture, the pa�
Hþ scale was stated


with the help of the pKa values of buffer acids, HX, by
using mixtures of HX and NaOH:


pa�Hþ ¼ pK0
aHX þ log


½X��
½HX� þ log f1 (1)


Here f1 is the activity coefficient of a single-charged
ion; [Naþ]� [Hþ]. The activity coefficients of neutral
molecules were taken to be unity. In the ternary solvent
mixture with er¼ 12.8, an incomplete dissociation of salts
NaX must be taken into account. In fact, the indices of
dissociation constants, pKdis, are equal to 3.46–3.48.16


Hence, the equilibrium concentrations [X�] must be
calculated by using the mass action law [Eqn (2)],
material balance, and electroneutrality principle, and
applying an iterative procedure.


Kdis ¼ ½Naþ�½X�� f 21 ½NaX��1 (2)


The ionic activity coefficients were calculated by using
the Debye–Hückel equation (second approach), with A¼
7.75mol�1/2 dm3/2, B¼ 0.814� 1010m�1mol�1/2 dm3/2,
and ionic parameter¼ 5� 10�10m. After the fourth
iteration the equilibrium concentrations stay unchanged.
Then, the pa�


Hþ values of working buffer mixtures with
constant initial concentration of NaOH (0.005mol dm�3)
and varying concentrations of HX (0.007–0.02mol dm�3)
were calculated according to Eqn (1). The ionic strength
was estimated as 0.00199mol dm�3, f1¼ 0.509.


The thermodynamic pK0
aHX values in the ternary


solvent mixture in molar scale of concentrations are as
follows: 7.60 (salicylic acid), 9.26 (benzoic acid), 9.35
(acetic acid), and 11.97 (5,5-diethylbarbituric acid).15


Note, that these values, especially those of carboxylic
acids, are relatively close to the corresponding values 7.9,
9.4, 9.7, and 12.7 in anhydrous methanol,3a a solvent with
a much higher er value (32). This observation reflects
the fact that the proton in the ternary solvent mixture is
still preferably hydrated. Hence, the contribution to the
pKa values, caused by the proton-exchange process
[Hþ (hydrated)!Hþ (solvated)], is insignificant.


Besides, the pa�
Hþ values were checked in aforemen-


tioned cell with liquid junction, standardized using buffer
solutions in the ternary solvent mixtures as recom-
mended by Aleksandrov.16 Solutions with pa�


Hþ ¼ 6:83
(0.0084mol dm�3 salicylic acidþ 0.0084mol dm�3 lith-
ium salicylate) and pa�


Hþ ¼ 8:48 (0.0084mol dm�3


benzoic acidþ 0.0084mol dm�3 lithium benzoate) were
used for cell calibration.16 These results of potentiometric
measurements confirm the calculated pa�


Hþ values. The
pa�


Hþ values in the acidic region, below 4, were created
with HCl solutions (pKa¼ 3.1).16


In experiments with 50 mass % aqueous ethanol, the
cell with liquid junction was calibrated using standard
aqueous buffers (pH 4.01, 6.86, and 9.18). The
instrumental pH values of working solutions were then
converted into values according to the relation:
pa�


Hþ ¼ pH� 0:20.17


Determination of ionization constants


Representative pa�
Hþ-dependences of the vis absorption


spectra of 2,7-dichlorofluorescein are depicted in Figs. 1
and 2; initial experimental data are available as Electronic
Supplementary Material. The curves of absorbance, A,
versus pa�


Hþ , are typified in Fig. 3. Here, the absorbances
�1.2 are measured directly with dye concentrations of
2� 10�5–10�4mol dm�3 and path length 5 cm, while
other data are obtained with dye concentration of
2.12� 10�5mol dm�3 and path length 1 cm and recalcu-
lated to 5 cm.


2,7-Dichlorofluorescein is a dibasic acid (H2R), which
is able to protonation in acidic media:


H3R
þ  ! H2Rþ Hþ; Ka0 (3)


H2R ! HR� þ Hþ; Ka1 (4)


HR�  ! R2� þ Hþ; Ka2 (5)


In aqueous solutions, pKa0¼ 0.35, pKa1¼ 4.00, and
pKa2¼ 5.19; the band with lmax¼ 450 nm was attributed
to cations H3R


þ, having a structure analogous to that of 6,
but with COOH group instead of COO�.3d In the ternary
solvent mixture studied, the first equilibrium does not


Figure 1. Vis absorption spectra of 2,7-dichlorofluorescein
in the ternary solvent mixture: spectrum of R2�,
0.01mol dm�3 NaOH (1); spectrum of HR�, singled out from
experimental data using Eqn (7) (2); spectra at pa�


Hþ ¼ 8:96
(3), 8.78 (4), 8.61 (5), 8.48 (6), 8.18 (7), 8.03 (8), 7.83 (9),
7.48 (10), 7.12 (11), and 6.75 (12)
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manifest itself within the pa�
Hþ range studied: no spectral


changes were registered up to pa�
Hþ ¼ 3 (Fig. 3, see also


Electronic Supplementary Material), and no evidence of
the appearance of cationic species was observed. At
higher acidity (HCl, H2SO4), the solutions became turbid.
At fixed l the dependence of molar absorptivity E (or


absorbance A at constant dye concentration and optical
cell) versus pa�


Hþ can be described by Eqn (6):2b,c,3


E ¼ EH2Rða�HþÞ2 þ EHR�a
�
HþKa1 þ ER2�Ka1Ka2


ða�
HþÞ2 þ a�


HþKa1 þ Ka1Ka2


(6)


In this case only the EH2R (�3%) and ER2� (�1%) values
can bemeasured directly at the appropriate acidity. The band
of dianion 5 is observed at lmax¼ 512 nm, with a molar
absorptivity, ER2� , equal to 84.34� 103 dm3mol�1 cm�1


(in water: 502 nm and 75.02� 103 dm3mol�1 cm�1,
correspondingly). The spectrum at pa�


Hþ ¼ 3� 6 was
taken as the H2R spectrum. For the pKa1 and pKa2


determination the CLINP program18 was used. The data
for 13 working solutions with various pa�


Hþ and 8
wavelength within the range from l¼ 490 to 525 nm
were utilized in the calculations to give as result:
pKa1¼ 9.23� 0.08 and pKa2¼ 8.22� 0.08. During the
primary analysis of the data, we have not taken into
account the possible (or, more precise, probable)
formation of ionic associates of Naþ with the dye
anions. This phenomenon will be considered in the final
part of this paper. Owing to the low dye concentration
(2� 10�5mol dm�3) within the region of its transform-
ation into anions, its influence on the equilibrium state of
NaþþX� association is negligible.


The study in 50 mass % aqueous ethanol was made in a
similar manner. The indices of ionization constants at
ionic strength 0.05mol dm�3 (NaClþ buffer) are as
follows: pKa1¼ 5.51� 0.08 and pKa2¼ 5.88� 0.05. As
ion association in this solvent with er¼ 49.0 is negligible,
the thermodynamic values of 5.67 and 6.35, correspond-
ingly, were calculated using the Debye–Hückel equation
for ionic activity coefficients (A¼ 1.034mol�1/2 dm3/2,
B¼ 0.416�1010m�1mol�1/2 dm3/2, ionic parameter¼
5� 10�10m).


Visible absorption spectra and molecular
structure of different ionic and nonionic
species


Having the pKa1 and pKa2 values, it was then possible to
calculate the molar absorptivities of HR� at various
wavelengths by Eqn (7), which can be derived from
Eqn (6):


EHR� ¼ E þ ðE � EH2RÞa�HþK�1a1 þ ðE � ER2�Þ
� ða�HþÞ�1Ka2 (7)


In the ternary solvent mixture, the EHR� values are
estimated with a confidence interval�6%. Note that even
at optimal pa�


Hþ the fraction of the dye existing as HR� in
the ternary solvent mixture is only 14% (Fig. 4). The
monoanionic spectrum obtained in such a way (Figs. 1
and 5c, Table 1) manifests itself as a typical one for
‘phenolate’ species 4.2a,b,d,3,18a


Figure 3. Dependence of absorbance of 2,7-dichlorofluor-
escein in the ternary solventmixture versus pa�


Hþ : l¼520nm
(1) and l¼495nm (2); salicylate, benzoate and 5,5-diethyl-
barbiturate buffer solutions, and diluted HCl were used.
The A values are obtained at dye concentration of
2.12� 10�5mol dm�3 and optical path length 5 cm, or
converted to this conditions from other concentrations
and path lengths


Figure 2. Vis absorption spectra of 2,7-dichlorofluorescein
in 50 mass % aqueous ethanol: spectrum of R2�,
0.01mol dm�3 NaOH (1); spectrum of HR�, singled out from
experimental data using Eqn (7) (2); spectra at pa�


Hþ ¼
7:68 (3), 7.37 (4), 7.02 (5), 6.42 (6), 5.90 (7), 5.62 (8),
5.44 (9), 4.98 (10), and 4.64–2.06 (11–16)
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The band of HR� is red-shifted by Dl¼ 8 nm as
compared to that of R2�; this proves the protonation of the
carboxylate (COO�!COOH).2a,b,d,3,18a The shoulder at
l� 490 nm is typical for the absorption of ionized
hydroxyxanthene nuclei2a,b,d,3,18a,19 and is attributed to
the vibrational structure of the main band. Attribution of
this shoulder to the principle band of species 3 is unlikely
because the integral absorption of species of the types 4
and 5 must be nearly equal. In addition, the Emax value
of species 3 in the region of 490 nm is known to be
ca. 30� 103 cm�1mol�1 dm3 as estimated in water, under
conditions of the predominance of 3 (Fig. 5a, Table 1).
Therefore, the Emax (HR�) value of 40�
103 cm�1mol�1 dm3 at l¼ 490 nm is too high to be
explained by the existence of tautomer 3, because the
Emax value of HR


� at the principal maxima at l¼ 520 nm
is even somewhat higher than that of R2� at 512 nm
(Figs. 1 and 4a, Table 1). Hence, the value of the (carboxylate
phenolate) equilibrium constant, KTx ¼ ½4�=½3�, is rather
high.
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Figure 4. Population of 2,7-dichlorofluorescein species
H2R (1), HR� (2) and R2� (3) versus pa�Hþ in the ternary
solvent mixture at an ionic strength of 0.002mol dm�3, as
calculated using the values pKa1¼ 9.23 and pKa2¼8.22
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Figure 5. Vis absorption spectra of ionic and nonionic species of 2,7-dichlorofluorescein (in logarithmic scale): (a) in water, (b)
in 50 mass % aqueous ethanol, and (c) in the solvent mixture benzene–ethanol–water, with mass ratio 47:47:6 (c)
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In 50 mass % aqueous ethanol, the EHR� values are
determined with a confidence interval of �4.5%. In this
solvent, the vis spectrum of the 2,7-dichlorofluorescein
monoanion (Fig. 4b, Table 1) is of intermediate character;
a similar situation was observed for 4,5-dibromofluor-
escein.17c Estimations of KTx lead to a value of 0.56 (for
details see Electronic Supplementary Material).


Such a gradual shift of the tautomeric equilibrium
(carboxylate 3@ phenolate 4) proves the adequacy of the
proposed detailed ionization scheme.


The low Emax value of the form H2R allows to expect
that the colored fraction 1 appears as an admixture to the
colorless lactone 2. In order to estimate the corresponding
tautomeric equilibrium constant, KT¼ [2]/[1], extrather-
modynamic assumptions must be made, because the
molar absorptivity of the quinonoid tautomer 1 is
unavailable for direct determination. We assume that
the Emax (1) value is an average between those of 2,4,5,
7-tetrabromofluorescein and fluorescein, which can be,
in turn, equated to the Emax values of neutral molecules
of ethyleosin and ethylfluorescein, respectively. These
values (Emax� 24� 103 and �30� 103 cm�1mol�1 dm3,
correspondingly) vary somewhat from solvent to
solvent. Finally, a value of Emax (1)¼ 27�
103 cm�1mol�1 dm3 seems to be reliable. This leads to
a KT value of ca. 22.


In 50 mass % aqueous ethanol, the same procedure
leads to a value of KT¼ 6.8.


Microscopic ionization constants


With the designations for the microscopic ionization
constants, k1,COOH, k1,OH, k2,OH, and k2,COOH, as given in
Scheme 1, it is easy to show that:


pKa1 ¼ pk1;COOH þ logð1þ KTÞ � logð1þ KTxÞ
¼ pk1;OH þ logð1þ KTÞ � logð1þ K�1Tx


Þ; (8)


pKa2 ¼ pk2;COOH þ logð1þ K�1Tx
Þ


¼ pk2;OH þ logð1þ KTx
Þ (9)


Using for pKa1 and pKa2 the expressions with K�1Tx
and


taking into account that in the ternary solvent mixture


K�1Tx
	 1, one can obtain: pk2,COOH¼ pKa2¼ 8.2 and


pk1,OH¼ 7.9. However, in such calculations, theKT values
are estimated not in the activity scale, but in the scale of
equilibrium concentrations. Moreover, ion association of
the dye with Naþ cations is also omitted.


In 50% ethanol, pk1,OH¼ 5.22, pk2,OH¼ 6.16,
pk1,COOH¼ 4.97, and pk2,COOH¼ 5.91. The last value
practically coincides with the pKa2 value of eosin in the
same solvent (5.98);17c for eosin (i.e., 2,4,5,7-tetrabro-
mofluorescein), pKa2¼ pk2,COOH. Furthermore, the
pk1,COOH value of 2,7-dichlorofluorescein is close to
the analogous value of fluorescein in 50 mass % aqueous
ethanol (5.35).17c


The peculiarities of protolytic equilibria in the
ternary solvent mixture


Electronic spectra of all the three forms of 2,7-
dichlorofluorescein, H2R, HR�, and R2�, provide
information on the peculiarities of their solvation in
the ternary solvent mixture. From Table 1 it becomes
clear that the positions of the tautomeric equilibria are
strongly shifted as compared with the situation in pure
water (Fig. 5a) and even with that in 50% ethanol
(Fig. 5b). Strong decolorization of the neutral form H2R
testifies the shift 1! 2, while the monoanion HR� is
converted from the ‘carboxylate’ tautomer 3 to the
‘phenolate’ one, 4. Such shifts are typical for a transfer
from water to non-aqueous media.3 The difference
between lmax (4) and lmax (5) in solvent systems
presented in Table 2 varies from Dl¼ 4 to 11 nm.


However, even in systems in which the tautomer 4
manifests itself in a distinct absorption band with lmax


(HR�)> lmax (R2�), the ratio Emax(HR
�)/Emax(R


2�)
does not reach unity. This ratio is 0.896 in methanol,
0.717 in CTAC micellar system (with 4.0mol dm�3


KCl), and 0.643 in 64% aqueous 1,4-dioxane. In
micellar solutions of cetylpyridinium chloride, this ratio
equals to 0.51, and in micellar solutions of nonyl phenol
�12 and in 90% acetone it is less than 0.5. Hence, in
these solvent systems, the conversion of 3 into 4 is
incomplete and the fractions of the two species are


Table 1. Vis absorption maxima and molar absorptivities of 2,7-dichlorofluorescein species in the ternary solvent mixture
ethanol–benzene–water (mass ratio 47:47:6), in 50 mass % aqueous ethanol, and in water


Species


lmax/nm (10�3�Emax/cm
�1mol�1 dm3)


Ternary mixture 50 mass % aqueous ethanol Watera


R2� 512 (84.3) 506 (85.7) 502 (75.02)
HR� 490 (40.3), 520 (89.3) 482 (12.0), 518 (30.2) 465–470 (24.1), 490 (28.3)
H2R 465 (1.19), 495 (1.0) 466 (3.45), 494 (3.39) 460 (8.96), 485 (8.70)


a From Ref. 3d.
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commensurable, while in the ternary solvent mixture
benzene–ethanol–water, the ‘phenolate’ tautomer 4
predominates. Note, that this solvent mixture possesses
the lowest dielectric constant (er¼ 12.8) among all the
solvents compared in Table 2. It can be easy shown that
the following expression is valid:


logKTx
¼ pk1;COOH � pk1;OH


¼ pk2;COOH � pk2;OH
(10)


Hence, the increase in the KTx value in going from water
to the ternary solvent mixture is in accord with the more
expressed decrease of the acid strength of carboxylic
acids as compared with that of phenols. This effect is well
documented for organic solvents including binary solvent
mixtures.17a


On the other hand, the shift of the equilibria 1! 2
toward the right in the ternary solvent mixture is not so
pronounced as in N,N-dimethylformamide, 91.3% aqu-
eous DMSO, and 90% aqueous acetone, where KT equals
to ca. 70–100. If we take the decrease in Emax of the
molecular form H2R as a criterion of this shift, we can
conclude that the ability of solvent molecules to be donors
of hydrogen bonds is muchmore decisive than the er value
(Table 2). Especially, the data give evidence for a
preferential solvation of the dye molecules with ethanol
as compared with benzene in the ternary solvent mixture.
Interestingly, the changes in log KT values are in general
parallel to the EN


T variations, though the linear correlation


[Eqn (11)] is much poorer than those for fluorescein and
eosin:2d


logKT ¼ 3:08� 2:48 EN
T ;


ðr ¼ �0:77; n ¼ 13; data from Table 2Þ
(11)


In Fig. 6, the emission and the fluorescence excitation
spectra of the R2� dianion measured in water, in aqueous
ethanol with 6 mass % of H2O, and in the ternary solvent
mixture benzene–ethanol–water with 6 mass % H2O are
presented.


The data allow to conclude that replacement of 47
mass% of benzene by 47mass% of ethanol displays only a
very small blue shift (Dlmax� 2 nm), while the absorp-
tion, emission, and excitation spectra in water and 94%
C2H5OH differ markedly (Dlmax� 7–9 nm). In turn, the
lmax value of the absorption band of the R2� species in
absolute ethanol is with 511 nm practically the same as in
94 mass % aqueous ethanol, while in benzene with an
excess of (KOHþ18–crown–6), lmax¼ 522 nm. Hence,
the dianion R2� is solvated preferably by the ethanol
molecules. The quantum yield, w, of R2� in the ternary
solvent mixture is with 0.421 somewhat lower than
those in water (0.454) and 94% ethanol (0.439).


The Ka1/Ka2 ratios of 2,7-dichlorofluorescein in
different solvent systems, including micellar media, are
compiled in Table 2. In all organic solvents, the


Table 2. pKa values of 2,7-dichlorofluorescein in different solvent systems (20–25 8C)a


Solvent er EN
T
b pKa1 pKa2 Ka1/Ka2 Dlmax


c Emax(H2R)
d Reference


Water 78.5 1.00 4.00� 0.10 5.19� 0.06 15.5 �12 8960 3d
50% ethanol 49.0 0.75 5.67� 0.08 6.35� 0.05 4.8 þ12 3450 This work
33% acetone 59.1 0.79 6.03� 0.04 6.40� 0.04 2.3 �þ12 952 3d
52% acetone 46.9 0.72 7.0� 0.1 7.8� 0.2 6.3 �þ5 500 3d
73% acetone 33.8 0.66 8.6� 0.2 8.4� 0.1 0.63 �þ10 — 3d
90% acetone 24 0.570 10.3� 0.3 10.4� 0.2 1.3 þ10 243 3d
64% 1,4-dioxane 24 0.640 8.05� 0.03 8.24� 0.12 1.5 þ10 609 3e
91.3% DMSO 56 0.50 7.70� 0.04 7.77� 0.03 1.2 þ11 334 2b
Methanol 32.7 0.762 9.6� 0.2 9.8� 0.2 1.6 þ4 932 3a
N,N-dimethylformamide 37 0.386 10.4� 0.2 13.2� 0.1 631 þ5 380 2d
CPCe micellar solution,


0.05mol dm�3 KCl
— 0.693f 3.58� 0.08 3.70� 0.12 1.3 þ8 2910 3b


CTACg micellar solution,
4.0mol dm�3 KCl


— 0.617 5.50� 0.03 5.79� 0.05 1.9 þ10 822 3f


NP–12h micellar solution,
0.05mol dm�3 NaCl


— 0.685 6.08� 0.08 5.54� 0.07 0.29 þ17 720 3c


Ethanol–benzene–water
(mass ratio 47:47:6); ionic
strength 0.002mol dm�3


12.8 0.587 9.23 � 0.08 8.22� 0.08 0.098 þ8 1190 This work


a Thermodynamic values, pK0
a , unless otherwise indicated; in the case of micellar solutions: ‘apparent’ pKa


a values.
b Values for organic solvents from Ref. 20
cDlmax/nm¼lmax(HR


�)�lmax(R
2�).


d cm�1mol�1 dm3.
e Cetylpyridinium chloride.
f NaCl instead of KCl.
g Cetyl-trimethylammonium chloride.
h Nonyl phenol �12 (nonionic surfactant).
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constants of stepwise ionization approach one another,
as compared with the situation in water. It can be seen
that in the ternary solvent mixture studied in the present
work, at an ionic strength of 0.002mol dm�3, the
inversion is most expressed: the Ka1/Ka2 decreases
from 15.5 in water to 0.1 under the aforesaid
conditions. It can be stated that all these peculiarities
of solvation cause the extraordinary character of
ionization of the dye: strong inversion of the stepwise
ionization constants. For instance, the increase in the
KT value leads to an additional rise in the pKa1 values of
these dyes;2,3 see Eqn (8). The difference between the
pKa1 and pKa2 values can be expressed in different
manners, as given in Eqn (12):


pKa1 � pKa2 ¼ pk1;COOH � pk2;OH þ logð1þ KTÞ
� 2 logð1þ KTx


Þ
¼ pk1;OH � pk2;COOH þ logð1þ KTÞ
� 2 logð1þ K�1Tx


Þ
¼ pk1;COOH � pk2;COOH þ logð1þ KTÞ
� logð2þ KTx


þ K�1Tx
Þ


¼ pk1;OH � pk2;OH þ logð1þ KTÞ
� logð2þ KTx


þ K�1Tx
Þ


(12)


Moreover, in the ternary solvent mixture with an er
value of 12.8, some additional processes can take place.21


For example, we have not taken into account the possible
association of dye anions with Naþ ions.


Influence of ionic association: indirect
estimates


The Ka values of the dye, determined in the manner
described above, are mixed ones, because we use the


proton activity and the ratio of equilibrium concen-
trations, determined using a conventional spectro-
scopic procedure. Vis spectra hardly allow to
distinguish between dye anions and ion pairs, etc.
Therefore, we use the term ‘ionization constants,’ in
order to underline that the equilibria between dye
species in their different ionization state, that is, H2R,
HR�, and R2� are described. In case of dye
anions strongly associated with Naþ cations, these
constants can even be named as ‘observed’ (or
‘apparent’) ones, Kobs


a1 and Kobs
a2 . In this case, more


general expressions, Eqns (13) and (14) can be
proposed for the true thermodynamic dissociation
constants, which more precisely describe the equilibria
shown by Eqns (4) and (5), respectively:


pK0
a1 ¼ pKobs


a1 þ logf1þ ½Naþ� f 21K�1dis1g � log f1 (13)


pK0
a2 ¼ pKobs


a2


þ log
1þ ½Naþ� f2K�1dis2 þ ½Naþ�2f 21 f2K�1dis2K


�1
dis3


1þ ½Naþ� f 21K�1dis1


� log f2 þ log f1


(14)


where f2 is the activity coefficient of double-charged ion,
R2�, and Kdis1, Kdis2, and Kdis3 refer to the dissociation of
the associated species NaþHR�, NaþR2�, and (Naþ)2R


2�,
correspondingly. At a first approximation, it is reasonable
to assume that Kdis1¼Kdis3¼Kdis for NaX salts of buffer
systems, that is,�3� 10�4. In this case, pK0


a1 ¼ 9:93, and
the thermodynamic value of pk01;OH equals to 8.6.


More difficult is it to propose a justified approximation
for the Kdis2 quantity. Direct conductivity estimations are
doubtful due to the expected low value of the constant, the
situation being similar to that for tetraethylammonium
succinate in 2-propanol and tert-butanol, described by
Kolthoff and Chantooni.22 In addition, such a procedure is


Figure 6. (a) Fluorescence excitation (l (emission)¼ 530nm) and (b) emission (l (excitation)¼490nm) spectra of the R2� ion in
water (1,10), in the ternary solvent mixture benzene–ethanol–water with mass ratio 47:47:6 (2,20), and in 94 mass % ethanol
(3,30); NaOH concentration 0.005mol dm�3; slits band pass 3mm
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hindered by the possible hydrolysis of dye anions. If the
Kdis2 value is equal to ca. 3� 10�5, ca. 10�5, and ca.
3� 10�6, then pK0


a2 ¼ 9:7, 10.2, and 10.7, correspond-
ingly. Hence, in all cases the inversion of the
experimentally determined stepwise ionization constants
(actually, Kobs


a1 and Kobs
a2 ) is strongly caused by both ion


association and low values of activity coefficients. The f1
and f2 values are here estimated by using the Debye–
Hückel equation (second approach). From this viewpoint,
the extraordinarily strong inversion is of ‘virtual’ kind.


In all solvents yet studied, the thermodynamic pKa


value of benzoic acid and the pKa2 value of eosin, being
actually pk2,COOH, are relatively close. The difference
varies from 0.45 to �0.25.2d In the ternary solvent
mixture benzene–ethanol–water, the pK0


a value for
benzoic acid is 9.26; if the pK0


a2 (¼pk2,COOH) value of
2,7-dichlorofluorescein is the same, then within the
framework of ionic association [Eqn (14)] the Kdis2 value
must be ca. 1� 10�4.


In 50 mass % aqueous ethanol (er¼ 49.0), the
thermodynamic values of ionization constants, deter-
mined vis-spectroscopically, can be regarded as identical
with common dissociation constants.


In fact, the result of this study demonstrates the
possibilities of governing the acid–base properties of a
solute by a er value of the solvent.


CONCLUSIONS


We have demonstrated that in the ternary solvent mixture
benzene–ethanol–water (mass ratio 47:47:6), an inversion
of the stepwise ionization constants of 2,7-dichlorofluor-
escein, Ka1 and Ka2, occurs. At an ionic strength of
0.002mol dm�3, created by buffer solutions, the follow-
ing values were calculated from spectrophotometric data:
pKa1¼ 9.23� 0.08 and pKa2¼ 8.22� 0.08. This is the
most drastic case of an inversion among those measured
for the dye in other thirteen solvent systems.


The analysis of the vis absorption spectra allowed to
make conclusions about the tautomerism of nonionic and
ionic species. The maximal fraction of 2,7-dichlorofluor-
escein, which can exist as monoanion HR�, is less than
14%. However, having the values of ionization constants,
it became possible to evaluate the molar absorptivities of
the form HR� within a wide spectral range. The vis
absorption band of the monoanion thus obtained was red-
shifted byDl� 20 nm as compared with the spectrum of
the dianion, R2�. This proves, that the monoanion HR� is
practically completely converted into the ‘phenolate’
tautomer with groups —COOH and —O�, while in
aqueous solutions the ‘carboxylate’ tautomer with groups
—COO� and —OH predominates.


The tautomeric equilibrium of the neutral form, H2R, is
strongly shifted towards the colorless lactone as
compared with the corresponding equilibrium in aqueous
solution. Absorption, emission, and fluorescence exci-


tation spectra of the dianion R2� in a ternary solvent
mixture are discussed and a quantum yield of 0.421 is
determined.


In 50 mass % aqueous ethanol, the indices of
thermodynamic ionization constants, identical with
common dissociation constants, are 5.67� 0.08 and
6.35� 0.05. In this solvent, the position of the tautomeric
equilibria of H2R and HR� species is of intermediate
character between those found in pure water and in the
benzene–ethanol–water mixture.
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ABSTRACT: X-ray crystallographic structure analysis showed that a molecule of 2-benzoylcyclohexanone (2), which
undergoes an efficient Type II reaction in solution but not in the crystalline state, is in a keto and chair form with an
equatorial benzoyl group. Irradiation of 3-benzoylcyclohexanone (3) gives 7-phenylhepten-4,7-dione (4, 61%) and a
mixture of cyclization products 5 (25%). High photoreactivity of 2 and 3 is caused by the efficient cyclohexanone ring
inversion. Upon irradiation, 2-(benzoylmethyl)cyclohexanone (6) gives acetophenone (7), 2-cyclohexenone (8) and
the cyclobutanol 9 in 59, 59 and 35% yield, respectively, and 1-phenyl-3-propylpentan-1,4-dione (10) gives 7 and the
cyclobutanol 11 in 73 and 4% yield, respectively. The quantum yields for the disappearance of 6 and 10 are 0.68 and
0.67, respectively. Irradiation of 2-(benzoylmethyl)-2-ethoxycarbonylcyclohexanone (12) gives 7 and the cyclobu-
tanol 13 in 46 and 51% yield, respectively. The quantum yield for the disappearance of 12 is 1.00, so that reverse
hydrogen transfer is suppressed by intramolecular hydrogen bonding in the 1,4-biradical intermediate. When 6 is
irradiated on a dry silica gel surface, the Type II reaction occurs to give 7, 8 and 9 in 38, 38 and 43% yield,
respectively. The cyclization in the photoreaction of (benzoylmethyl)cyclohexane also increases from 68% in benzene
to 81% on a dry silica gel surface. Restriction of conformational change in the 1,4-biradical is an important factor for
the cyclization. Copyright # 2005 John Wiley & Sons, Ltd.


KEYWORDS: Type II reaction; phenyl ketones; photoreaction in solution; surface photoreaction; hydrogen abstraction;


ring inversion; conformational flexibility; reverse hydrogen transfer


INTRODUCTION


The Norrish Type II photoreaction of alkyl aryl ketones
having a �-hydrogen has been extensively studied. Inter-
vention of a 1,4-biradical intermediate, which undergoes
elimination and cyclization, is now well established.1 The
length of the alkyl chain hardly affects the cyclization
percentage in the Type II reaction of simple alkyl
aryl ketones, e.g. 12, 18, 20 and 20% in butyro-, valero-,
capro- and octyrophenone, respectively.2 (Aroylmethyl)-
cyclohexanes also undergo the Type II reaction.3 The
photoreactivity of the cyclohexanes is almost the same as
that of the simple ketones2,4 in solution. Although the
cyclohexanes undergo the Type II reaction even in the solid
state3c,d and in the polymer-bound form,3a benzoylcyclo-
hexane (1) shows fairly low photoreactivity.5 Introduction
of an isopropyl group on the 1-position of 1 increases the
Type II reactivity and allows the compound to cyclize in


solution and even in the solid state.6 As �-hydrogen
abstraction in 1 occurs only from the conformer having
an axial benzoyl group, cyclohexane ring inversion must be
an important factor determining the photoreactivity.5 Upon
irradiation, 2-benzoylcyclohexanone (2) undergoes only
Type II elimination7,8 with a ‘true’ quantum yield of unity
for the disappearance of the keto form of 2; the enol forms
of 2 and the Type II elimination product act as internal
filters, so that the observed quantum yields for the disap-
pearance of 2 are less than unity and depend on the reaction
time.8 Introduction of a methyl group on the 2-position of 2
provides a remarkable changeover in the reaction course;
2-methyl-2-benzoylcyclohexanone undergoes Type II cy-
clization exclusively.9 We report here the factors determin-
ing photochemical behavior of phenyl ketones having the
cyclohexanone chromophore.


RESULTS AND DISCUSSION


Ground state molecular conformations influence photo-
chemical behavior in cases where excited state reactions
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are more rapid than conformational transformation.10


High ground state population of the unreactive conformer
having an equatorial benzoyl group and fast radiationless
decay processes competing with ring inversion from the
equatorial to the photoreactive axial conformer should
result in low photoreactivity of 1 (Scheme 1).5c The high
photoreactivity of 2 may arise from a distorted chair
conformation which may be the most stable conformer
and allow the excited benzoyl carbonyl access to �-
hydrogen. If that is the case, the cyclohexanone 2 should
show high Type II photoreactivity in the crystalline state.
However, when crystals of 2were irradiated with a 450W
high-pressure mercury lamp, no reactions were observed.
This might suggest that the most stable conformer of 2 is
the equatorial conformer and the ring inversion is sup-
pressed in the crystalline state. Therefore, an x-ray
crystallographic structure analysis of 2 was performed.
The x-ray analysis showed that a molecule of 2 is in a


keto and chair form having an equatorial benzoyl group
as shown in Fig. 1. The distance between the migrating
hydrogen and carbonyl oxygen has been considered to be
the most important parameter for intramolecular hydro-
gen migration and the theoretically ideal value is
� 2.7 Å.11 The distances between benzoyl carbonyl oxy-
gen and �-hydrogens in the crystals of 2 were 4.68 Å
[H(4) in Fig. 1] and 4.81 Å (H5). These values deviated
greatly from the theoretically ideal value. These results
and the high quantum yield for the disappearance of 28


strongly suggest that high photoreactivity of 2 results
from rapid cyclohexanone ring inversion (Scheme 2). The
inversion should be much more faster than the �-hydro-
gen abstraction by the excited benzoyl carbonyl. The
difference between the photoreactivities of 1 and 2 can be
reasonably explained in terms of the difference between
the efficiency of the ring inversion in the cyclohexane and


cyclohexanone ring system. The activation energy for
ring inversion of cyclohexanone is known to be lower
than that of cyclohexane; the substitution of a methylene
group in cyclohexane to a carbonyl group leads to the
elimination of torsional strain during the ring inversion.12


The idea of the rapid cyclohexanone ring inversion as a
factor determining the photoreactivity of 2 is also sup-
ported by the following experiment.
Irradiation of a benzene solution of 3-benzoylcyclo-


hexanone (3) under nitrogen gave the Type II elimination
product, 7-phenylhepten-4,7-dione (4, 61%), and a
mixture of cyclization products 5 (25%) (Scheme 3).
The mixture could not be separated into its components.
The IR spectrum of the mixture showed the characteristic
absorption of the cyclohexanone carbonyl and hydroxyl
groups at 1740 and 3440 cm� 1, respectively. Its mass
spectrum showed a molecular ion signal at m/z 202.
These results support the structure of 6-hydroxy-6-
phenylbicyclo[3.1.1]heptan-3-one. However, the 1H
NMR spectrum was complex and the 13C NMR spectrum
showed four signals attributable to carbonyl groups at �
197.3, 199.4, 200.2 and 210.1. As there are at least four
possible isomers for the Type II cyclization products,3 we
deduced that the mixture consists of four 6-hydroxy-6-
phenylbicyclo[3.1.1]heptan-3-one isomers. The Type II
reaction should occur from the axial conformer 3a. The


Scheme 1


Figure 1. Structure of 2-benzoylcyclohexanone (2)


Scheme 2


Scheme 3
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quantum yields for the disappearance of 3 and the
formation of 4 were determined as 0.36 and 0.22,
respectively. Although the cyclization products could
not be isolated but were obtained as a mixture of four
isomers, the Type II reactivity of 3 is obviously much
higher than that of 1 (�< 0.005).5a This strongly supports
the idea of the rapid ring inversion as the factor. The
quantum yield for the disappearance of 3 was lower than
the ‘true’ quantum yield of the keto form of 2, which
shows keto—enol tautomerization. This indicates the
absence of intramolecular hydrogen bonding causing
suppression of reverse hydrogen transfer2,8 in the 1,4-
biradical intermediate from 3.
Insertion of a methylene group between the cyclohex-


ane ring and the benzoyl group of 1 has been reported to
increase the Type II reactivity3 compared with 1 and the
cyclization percentage compared with that in the Type II
reaction of the simple alkyl aryl ketones.13 Therefore,
we studied the photochemical behavior of 2-(benzoyl-
methyl)cyclohexanone (6) in order to compare it with
that of 2 and clarify the effect of the inserted methylene
group.
Irradiation of a benzene solution of 6 gave acetophe-


none (7), 2-cyclohexenone (8) and the cyclobutanol 9 in
59, 59 and 35% yield, respectively. The quantum yields
for the disappearance of 6 and for production of 7 and 9
were 0.68, 0.40 and 0.24, respectively (Scheme 4). The
quantum yield for the disappearance of 6 is lower than
that of the keto form of 2. This indicates that the insertion
of the methyl group prevents the formation of the
intramolecular hydrogen bonding which causes increase
of the Type II reactivity because of suppression of reverse
hydrogen transfer reproducing the starting ketone from
the biradical intermediate.2,8


On the other hand, the quantum yield of 6 is high
compared with those of alkyl phenyl ketones such as
butyrophenone (BP, 0.40),14,15 valerophenone (VP,
0.42)14,15 and �-methylbutyrophenone (0.30).15 This
may be explained in terms of a decrease in conforma-


tional flexibility owing to the presence of the cyclohex-
anone ring. However, this idea is probably excluded for
the following reasons. The quantum yields of the phenyl
ketones increase to nearly unity in polar solvents and the
reproduction of the ground state ketone from the excited
phenyl ketones in benzene occurs only via reverse hydro-
gen transfer from the 1,4-biradical intermediates.4 These
indicate that conformational flexibility is not the factor
determining the quantum yield for the disappearance of
the starting ketones in the phenyl ketones and so the
decrease in the conformational flexibility in 6 is not the
reason for its higher quantum yield compared with that of
the phenyl ketones.
Although the intramolecular hydrogen bond producing


a seven-membered ring in the 1,4-biradical intermediate
from 3 must be formed much less efficiently than that
producing a six-membered ring in the biradical from 2,
the hydrogen bonding in the former may cause the high
Type II reactivity of 6. The photoreaction of 1-phenyl-3-
propylpentan-1,4-dione (10) was studied in order to
clarify this possibility.
Irradiation of a benzene solution of 10 gave 7 and the


cyclobutanol 11 in 73 and 4% yield, respectively
(Scheme 5). The quantum yields for the disappearance
of 10 and formation of 7 were 0.67 and 0.49, respec-
tively. The quantum yield for the disappearance of 10 is
nearly equal to that of the cyclohexanone 6 (Table 1).
Therefore, the decrease in conformational flexibility due
to the presence of the cyclohexanone ring is not an
important reason for the more efficient Type II reaction
of 6 than the simple alkyl phenyl ketones. However, the
presence of the ring increases the cyclization percentage
in the Type II reaction, the values for 6 and 10 being 37
and 5%, respectively. In order for efficient cleavage to
occur, the radical-containing p-orbitals are required to be
parallel to the carbon–carbon bond undergoing scission
(0,0 geometry).1,3d,15 The 1,4-biradical from 6 is very
unlikely to rotate to the 0,0 geometry because of ring
constraints,3d so the probability of cyclization from the
biradical would be increased. That is, the increase in
cyclization may be due to the decrease in the conforma-
tional flexibility. As the quantum yields for the Type II
reaction of 6 and 10 were high, the presence of the
carbonyl group on the �-carbon of alkyl phenyl ketones
seems to increase the Type II photoreactivity. Therefore,
the photoreaction of 2-(benzoylmethyl)-2-ethoxycarbo-
nylcyclohexanone (12) was studied.


Scheme 4 Scheme 5
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Irradiation of a benzene solution of 12 gave 7 and the
cyclobutanol 13 in 46 and 51% yield, respectively
(Scheme 6). The quantum yield for the disappearance of
12 was 1.00. Although �, �-dimethyl substitution in BP
has been known to decrease both the Type II photoreac-
tivity and cyclization percentage because of steric effect
in the 1,4-biradical intermediate,15 introduction of the 2-
ethoxycarbonyl group into the (benzoylmethyl)cyclohex-
anone 6 obviously increases the Type II photoreactivity
and the cyclization percentage. The percentage in the
Type II reaction of 12 (54%) is higher than those of
6 (37%) and simple alkyl phenyl ketones having no
�-substituents (ca 10–25%).2,15 The effect of the 2-ethox-
ycarbonyl group on the Type II photoreactivity can be
reasonably explained in terms of suppression of reverse
hydrogen transfer by intramolecular hydrogen bonding
between the hydroxyl and carbonyl groups in the 1,4-
biradical.2,8 The reverse hydrogen transfer in the 1,4-
biradical produced from 6 cannot be suppressed comple
tely because the quantum yield for the disappearance of
the starting ketone increased from 0.68 in 6 to 1.00 in 10.
The increase of the cyclization percentage might be also
explained in terms of the hydrogen bonding in the
biradical that causes a decrease in conformational flex-
ibility and in the possibility of rotation to the 0,0 geome-
try.
Conformational transformation may be restricted on a


silica gel surface16 and this restriction may facilitate the
cyclization of 6. When 6 was irradiated on a dry silica gel


surface, the Type II reaction occurred as in solution to
give 7, 8 and 9 in 38, 38 and 43% yield, respectively, with
53% cyclization. The latter value is 1.4 times larger than
that in the photoreaction of 6 in benzene. Similarly, the
cyclization in the photoreaction of (benzoylmethyl)cy-
clohexane (14) increased from 68% in benzene to 81% on
a dry silica gel surface. Restriction of conformational
change in the 1,4-biradical must be an important factor
for the cyclization.
The absolute quantum yields for the Type II reaction on


the surface are difficult to determine because of scattering
of irradiated light. Therefore, the relative quantum yield
for the disappearance of 6with respect to that ofVP (�_6/
�_VP) was determined. The ratio was found to be 1.67,
which is smaller than that in benzene (1.73). The differ-
ence is not very large, but probably suggests a decrease in
the photoreactivity of 6 on the surface. This decrease in
reactivity may be due to the high polarity of the surface. It
is well known that energy levels of the electric config-
uration of ketones depend on solvent polarity and their
lowest triplet states may change from the n, �* to the �,
�* configuration in polar solvents.17 Weis et al. reported
that the polarity of silica gel is higher than that of
methanol.18 When 6 was irradiated in acetonitrile, etha-
nol or methanol, the Type II reaction products were also
formed almost quantitatively as in benzene. The ratios of
the Type II cyclization to elimination were nearly con-
stant, although the ratio of the Type II cyclization to
elimination in a polar solvent is slightly smaller than that
in a non-polar solvent [(�9/�9)MeOH/(�9/�7)PhH¼ 0.88],
as known in the Type II reaction of phenyl ketones.2


Hence the quantum yields for the formation of 7 from 6 in
different solvents were determined in order to examine
the solvent effect on the Type II reaction of 6. The
relationship between reactivity and solvent polarity,
defined as the Z-value,19 is shown in Fig. 2. The results
indicate that the photoreactivity of 6 decreases with
increase in solvent polarity.


Figure 2. Relationship between reactivity and polarity of
solventScheme 6


Table 1. Quantum and chemical yields in the Type II photo-
reactions


Irradiation Cyclization
Ketone conditions ��ketone �elim �cy (%)


6 In benzene 0.68 0.40 0.24 37
10 0.67 0.49 0.03 5
12 1.00 0.46 0.51 53
14 0.27 0.056 0.12 68 (67)a


BPb 0.40 0.36 0.042 12
VPb 0.42 0.33 0.091 18
6 On SiO2 — 38c 43c 53
14 — 13c 55c 81


aRef. 13.
b Ref. 15.
c Chemical yield (%).
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Figure 3 shows the UV absorption spectra of 6.
The broad absorption peak at around 320 nm in hexane
underwent the blue shift and moved into the �, �* end
absorption in ethanol. The lifetimes and triplet energies
of 6 in cyclohexane and EPAwere determined as 1.9 and
88ms and 74.4 and 73.9 kcalmol�1, respectively, from its
phosphorescence spectra (Table 2). These results indicate
that the lowest triplet state of 6 in non-polar solvents is
the n,�* state and that in polar solvents is the �, �* state.
The decrease in the photoreactivity of 6 with increase in
solvent polarity can be rationalized to the increase in the
�, �* character in its excited state. The decrease in the
photoreactivity of 6 on the silica gel surface can also be
explained in terms of the increase in the �, �* character
by the highly polar surface.
In conclusion, the much higher photoreactivity of 2


than 1 can be reasonably explained in terms of rapid ring
inversion. Insertion of a methylene group between the
benzoyl group and the cyclohexanone ring of 2 increases
the Type II reactivity; the quantum yield for the disap-
pearance of 6 is higher than those of simple alkyl phenyl
ketones. Reverse hydrogen transfer should be partially
suppressed by intramolecular hydrogen bonding between
the cyclohexanone carbonyl and hydroxyl hydrogen in
the 1,4-biradical intermediate from 6. Although the
decrease in conformational flexibility due to the presence
of the cyclohexanone ring is not an important reason for
the efficient Type II reaction of 6, the presence of the ring
increases the cyclization percentage in the reaction.


Introduction of the ethoxycarbonyl group to the 2-
position of 6 increases the Type II photoreactivity be-
cause of possible intramolecular hydrogen bonding in the
1,4-biradical intermediate. A silica gel surface provides a
polar media increasing the �, �* character in the excited
state of ketones. The surface also restricts conformational
change of the 1,4-biradical and increases the cyclization
percentage in the Type II reaction.


EXPERIMENTAL


IR, UV, mass and phosphorescence spectra were recorded
with a JASCO IR Report-100, Shimadzu UV-3150,
Varian SATURN 2000R and Hitachi F-4500 spectrometer,
respectively. 1H and 13C NMR spectra were measured with
a JEOL FX-90Q and Bruker AVANCE 300 spectrometer
using tetramethylsilane as an internal standard. The dike-
tones were prepared according to reported methods.8,20–22


Ushio 450W and Taika 100W high-pressure mercury
lamp were used as the irradiation sources. A potassium
chromate filter solution was used for isolation of the
313 nm line.23 Gas–liquid chromatographic (GLC) analy-
sis was performed with a Shimadzu GC-8A gas chroma-
tograph equipped with a flame ionization detector which
was connected to a Shimadzu C-R6A Chromatopac inte-
grator, using a 2m column containing 15% propylene
glycol succinate or SE-30 on Uniport B. Hexadecane,
octadecane or tetradecanol was used as calibrant for the
GLC analysis. Silica gel (Merck Kieselgel 60, Art. 7734)
was used as received for surface photoreactions.


X-ray structure determination of 2


A Rigaku AFC6S diffractometer with graphite-
monochromated Mo K� radiation (0.71069 Å) was
used. The unit-cell parameters were determined from
25 reflections with 25.09 � � 2�� 27.12 �. Intensity data
with 2�� 55.1 � were collected with the !� 2� scan
technique (scan speed 4.0 �/min) at 2864 reflections.
The intensities of three representative reflections which
were measured after every 150 reflections remained
constant throughout data collection indicating crystal
and electronic stability. No decay correction was applied.
The intensities were corrected for Lorentz and polariza-
tion factors, but not for absorption. The structure
was solved by direct methods24 and expanded using
Fourier techniques.25 The full-matrix least-squares
refinement for non-hydrogen atoms was carried out for
�wðjFoj � jFcjÞ2, where the weight w ¼ 4F2


o=�
2ðFoÞ2,


for 2594 independent reflections with I> � 10.00 �(I ).
The final discrepancy factors were R¼ 0.051 and
Rw¼ 0.062. The maximum and minimum peaks on the
final difference Fourier map corresponded to 0.23 and
�0.22 e Å�3, respectively. Neutral atom-scattering fac-
tors were taken from Cromer and Waber.26 Anomalous


Figure 3. UV absorption spectra of 6 in (a) hexane,
(b) cyclohexane, and (c) EtOH


Table 2. Lifetimes (	 ), triplet energies (ET) and electronic
configurations of the lowest triplet state of 6


Electronic
Solvent 	 (ms) ET (kcalmol�1)a configuration


Cyclohexane 1.9 74.4 n,�*
EPA 88 73.9 �,�*


a 0–0 band of phosphorescence.
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dispersion effects were included in Fc;
27 the values for


�f 0 and �f 0 were those of Creagh and McAuley.28 The
values for the mass attenuation coefficients are those of
Creagh and Hubbell.29 All calculations were performed
using the CrystalStructure30,31 crystallographic software
package.


Crystal data for 2


A colorless needle crystal, C13H14O2,M¼ 202.25, mono-
clinic, a¼ 12.577(3), b¼ 5.567(2), c¼ 15.618(2) Å,
�¼ 100.05(1) �, V¼ 1076.8(5) Å3, T¼ 293� 1K, space
group P21/n, Z¼ 4, 
(Mo K�)¼ 0.8 cm�1, 2864 reflec-
tions measured, 2594 unique (Rint¼ 0.052).


General procedure for determination of
quantum yields in solution


A solution of a ketone (ca 0.05mol dm�3) containing an
appropriate amount of a calibrant was placed in
150� 15mm Pyrex tubes. The tubes were degassed by
three freeze–pump–thaw cycles and then sealed. Irradia-
tion was performed on a ‘merry-go-round’ apparatus with
an Ushio 450W high-pressure mercury lamp. A potas-
sium chromate filter solution was used to isolate the
313 nm line. Analyses of products and the unreacted
starting ketone were performed with a gas chromato-
graph. Valerophenone was used as an actinometer.15


General procedure for preparative
irradiation in solution


A solution of a ketone (ca 0.05mol dm�3) was irradiated
with the 450W high-pressure mercury lamp. After re-
moval of the solvent, the residue was chromatographed
on a silica gel column with hexane—ethyl acetate as
eluent.


7-Phenylhepten-4,7-dione (4). 61%; �max(neat) 1685
and 1720 cm�1; �H (CDCl3) 2.78 (2H, t, J 6.6, CH2), 3.17
(2H, t, J 6.6, CH2COPh), 3.20 (2H, d, J 6.9, CH2C——C),
5.08 (1H, dd, J 17.1 and 1.6, olefinic), 5.10 (1H, dd, J 10.2
and 1.6, olefinic), 5.87 (1H, ddt, J 17.1, 10.2 and 6.9,
olefinic), 7.3–7.5 (3H, m, aromatic) and 7.8–7.9 (2H, m,
aromatic). Found: C, 77.33; H, 7.13. C13H14O2 requires
C, 77.20; H, 6.98%.


6-Hydroxy-6-phenylbicyclo[3.1.1]heptan-3-ones (5).
25%; �max(neat) 1740 and 3440 cm�1; �H (CDCl3)
1.8–2.9 (8H, m), 7.1–7.7 (5H, m, aromatic); m/z 202
(Mþ). The isomers of the bicycloheptanones could not be
isolated.


2-Hydroxy-2-phenylbicyclo[4.2.0]octan-5-one (9). 35%;
m.p. 103.5–105 �C; �max(KBr) 1690 and 3370 cm� 1; �H
(CDCl3) 1.7–2.1 (2H, m, CH2), 2.19 (1H, s, OH), 2.3–2.6
(3H, m, CH2 þ CH), 2.6–2.9 (2H, m, CH2), 3.0–3.3 (1H,
m, CH) and 7.3–7.5 (5H, m, aromatic); �C (CDCl3) 21.4
(t), 23.2 (t), 38.3 (t), 39.2 (d), 39.7 (t), 47.3 (d), 77.5 (s),
124.9 (d, 2C), 127.4 (d), 128.6 (d, 2C), 146.4 (s) and
213.5 (s). Found: C, 77.90; H, 7.47. C14H16O2 requires C,
77.75; H, 7.46%.


3-Acetyl-2-ethyl-1-phenylcyclobutanol (11). 4%,
�max(neat) 1700, 1720 and 3450 cm�1; �H (CDCl3) 0.73
(3H, t, J 7.0, CH3), 1.3–1.5 (2H, m, CH2), 2.27 (3H, s,
COCH3), 2.3–2.7 (2H, m, CH2), 2.94 (1H, q, J 7.8, CH),
3.50 (1H, tt, J 7.9 and 4.0, CH), 4.53 (1H, s, OH) and 7.1–
7.5 (5H, m, aromatic). Complete purification of this
compound could not be achieved.


4-Ethoxycarbonyl-2-hydroxy-2-phenylbicyclo[4.2.0]oc-
tan-5-one (13). 51%; m.p. 100 – 102 �C; �max(KBr)
1700, 1720 and 3475 cm�1; �H (CDCl3) 1.24 (3H, t, J 7.0,
CH3), 1.7–2.6 (6H, m, 3�CH2), 2.19 (1H, s, OH), 2.93
(2H, ABq, J 17.1, CH2), 3.41 (1H, dd, J 3.8 and 7.7, CH),
4.15 (2H, q, J 7.0, CH2) and 7.3–7.5 (5H, m, aromatic);
�C (CDCl3) 14.1 (q), 20.6 (t), 3.96 (t), 42.7 (t), 52.9 (d),
53.2 (s), 61.7 (t), 76.9 (s), 124.8 (d, 2C), 127.6 (d), 128.6
(d, 2C), 145.5 (s), 171.4 (s) and 209.5 (s). Found: C,
70.90; H, 6.92. C17H20O4 requires C, 70.81; H, 6.99%.


General procedure for preparative
irradiation on silica gel


Five grams of silica gel and ca 1.5mmol of 6 or 14 in
20 cm3 of dichloromethane were placed in a 50 cm3 of
round-bottomed flask. The mixture was sonicated for
5min and then the solvent was evaporated under reduced
pressure. The coated silica gel was separated into five
nearly equal portions, each of which was placed in a
18� 180mm Pyrex culture tube. The tubes were rotated
and irradiated with a 100W high-pressure mercury lamp.
The irradiated silica gel was collected and placed in a
50 cm3 round-bottomed flask. Acetone (20 cm3) was
added and the mixture was sonicated for 10min. The
silica gel was separated by filtration and washed with
10 cm3 of acetone. The filtrate and washings were col-
lected and then the solvent was removed under reduced
pressure. The residue was chromatographed on a silica
gel column. Elution with hexane–ethyl acetate gave
unreacted starting ketone and photoproducts.


Determination of relative quantum yield for
production of 7 on a silica gel surface


Each of a 0.3mmol amount of 6, 14 and valerophenone
was loaded on 1.0 g of silica gel (the surface coverage
was <60%). The coated silica gel was placed in
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18� 180mm Pyrex culture tubes. The tubes were rotated
and irradiated with 313 nm radiation from a 100W high-
pressure mercury lamp. After the irradiation, 4 cm3 of
acetone containing a known amount of hexadecane as a
calibrant were added and the mixture was sonicated for
10min. The supernatant solutions were analyzed to
determine the amounts of 7.
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Molecular dynamics simulation of the aqueous solvation
shell of cellulose and xanthate ester derivativesy
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ABSTRACT: MD simulations of a pentasaccharide having D-glucopyranoside residues connected by (1! 4)-�
glycosidic linkages, as a model of cellulose solvated in water, were carried out comparing the solvation of the
hydroxyl group at C2 of the central ring of the pentamer and that of a single glucopyranose ring. MD simulations of
10 nsec were carried under NPT and periodic boundary conditions at 298 K and 1 atm. Explicit solvent (TIP3) and the
force field CHARMM27 (modified for xanthate ester derivatives) were used in the molecular dynamics simulations.
RDF calculations with respect to O2 of the central ring of the pentamer showed a well structured first solvation shell
followed by secondary shells. When comparing the simulations of the pentamer to a single glucopyranose ring, it was
observed that the solvation of O2 was lower for one repetitive unit, indicating that the pentamer had a stronger H-bond
structure of water around O2 due to the cooperative effect of the neighboring residues. When the O2 of the central ring
of the pentamer was substituted by a p-nitrobenzylxanthate moiety (pentXNB) there was a strong decrease in the
hydration of the substituted O2 but the carbon and the sulfur of the thiocarbonyl group were clearly hydrated
compared to the sulfur bridge. The global minimum energy conformation showed the p-nitrobenzyl group folded over
the neighboring glucose ring. However, the simulations showed that the XNB group oscillates over the pentamer in
periods of ca. 3000 psec. Copyright # 2006 John Wiley & Sons, Ltd.


KEYWORDS: MD simulation; cellulose aqueous solvation; cellulose model; cellulose xanthate esters


INTRODUCTION


The essential role of water in chemical processes is
closely related to dynamics of the aqueous solvation shell
of the reacting molecule and many reactions only occur
after water molecules have been removed from the
solvation shell to form an encounter complex. The
structure of the solvation shell can become of paramount
importance when water acts as a nucleophile and/or
catalyzes the reaction as a general base or acid.


The dynamic behavior of the water molecules in
the solvation shells of dissolved ions is recently being
revealed. The hydrogen bond dynamics of the water
molecules in the solvation shells of ions (Cl�, Br�, I�)
was studied using femtosecond midinfrared nonlinear
spectroscopy and it was found that the dynamics was
slow, indicating that the aqueous solvation shell is rigid.
This rigidity can be important in the overall dynamics
of chemical reactions in aqueous solution.1 The water


molecules in the solvation shells of these anions move
comparatively slowly, with mean lifetimes of 12–20 psec
for 1–6 M NaCl solutions, and of 18–25 psec for NaI
under similar conditions.


Computer simulations based on ab initio molecular
dynamics (Car–Parrinello molecular dynamics or
CPMD) are providing an increasingly important comple-
ment to experimental data in this area.2 CPMD quantita-
tively reproduces the properties of bulk water under a
variety of conditions. Such simulations are now being
used to probe the behavior of ions in solution3 and the
complex mechanism of autoionization of liquid water.4


MD simulation of solvation of a disaccharide
(Manp-(1! 3)-�-D-Glcp-OMe) in a 1:3 DMSO-water
mixture showed that the disaccharide imposes a strong
anisotropic structuring on the surrounding associated
solvent. The DMSO: water molar ratio in the first solva-
tion shell was estimated to be 1:5 while the composition
of the second shell was close to that of the bulk solvent.5


MD simulations of a series of pentose sugars in solution,
modeled as pyranose rings, also showed that these mole-
cules do indeed impose on water molecules a consider-
able 3-D structure that depends on the substrate’s
molecular topology. The structuring is stereospecific,
and probably the most favorable hydration occurs when
the hydration requirements of the functional groups of
the solute molecules are mutually compatible. The
first and second solvation shells are well defined around
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the sugar molecule, with specific locations determined
by the arrangements of the functional groups of the
solute.6 Polymers such as collagen, DNA, and cellulose
showed that the interproton distances and symmetry of
molecular orientation are consistent with their
compatibility to the 3-D hydrogen-bonded structure of
water.7


Although the hydration of carbohydrates is now better
understood, a detailed description of the cybotactic
region is not available because of the experimental
difficulties involved. However, some insight has been
obtained by comparing the reactivities of mono- and
polysaccharide derivatives to small molecules with the
same functionalities. It has been observed that the water-
catalyzed reaction of cellulose8 and amylose9 xanthate


esters, substituted at position C2 (or C3) of the glucopyr-
anose unit, is about three orders of magnitude faster than
that of the small analog molecule, and it has been
proposed that the acceleration is a consequence of the
strong 3-D hydrogen-bonded network of water of the
solvation shell induced by the polysaccharide. The hy-
drolysis occurs with a rate-determining nucleophilic
attack of a water molecule,10 catalyzed by a second water
molecule that acts as a general base where the transition
state would be I.11 The water catalysis is not due to a
neighboring OH effect12 and the effect is mainly entropic,
since the entropy of activation is nearly zero.
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For the water-catalyzed hydrolyses of p-nitrobenzyl
amylose xanthate, small ions, such as Liþ, that produce
an increase of the 3-D hydrogen-bonded network of
water, accelerate the hydrolysis further. Large single-


charged spherical ions, like iodide, known by their effect
of decreasing the H-bonded network of water, decrease
the rate of hydrolysis. These results support the theory
that the supramolecular catalysis induced by modified
polysaccharide esters is due to the 3-D H-bonded network
of water of the solvation shell.9


In the present work we carried out MD simulations of a
pentasaccharide having the D-glucopyranoside residues
connected by (1! 4)-� glycosidic linkages, as a model
of cellulose, in an NPT ensemble using TIP3 water
molecules. The solvation of the hydroxyl group at C2 of
the central ring of the pentamer II was compared to
the corresponding OH of a single independent dynamics
of pentXNB. This is a powerful approach to study
saccharides because glucopyranoside unit and also


when it was substituted by a S-p-nitrobenzylxanthate
moiety (pentXNB). We also studied the conformational
information obtained from MD simulations is compared
to experimental data.


METHODOLOGY


MD simulations of the D-glucopyranosyl
penta- and monosaccharide


MD simulations of the pentasaccharide and monosac-
charide were carried out under periodic boundary
conditions (NPT) at 298 K and 1 atm, using a cube cell
of 31.5� 31.5� 31.5 Å3 (915 water molecules) and
25� 25� 25 Å3 (500 water molecules), respectively.
All the MD simulations were performed using the pro-
gram NAMD,13 the CHARMM27 force field,14 periodic
boundary conditions, and particle-mesh Ewald (PME)
full electrostatics.15 The latter was computed over
31� 31� 31 grid.


The simulations included several cycles of energy mini-
mization and short molecular dynamics of 25 psec, to relax
the system. Then 1 nsec molecular dynamics was carried
out. The trajectory during this period was quite stable after
200 psec of simulation. The radial distribution functions
(RDF) were calculated with a VMD tcl script.
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MD simulations of the pentasaccharide
p-nitrobenzylxanthate (pentXNB)


The parametrization of pentXNB was done adapting the
CHARMM27 bond parameter set to the topology of
p-nitrobenzylxanthate. The partial atomic charges were
calculated using the approach implemented in the RESP
program,16 at the HF/6-31G** level using Gaussian 98
package.17


Conformational analysis of the pentamer substituted at
the position O2 of the central glucopyranose ring with a
S-p-nitrobenzylxanthate group (pentXNB) was per-
formed using InsightII and Discover, with the force field
CVFF. The lowest energy conformation was used
as initial conformation for the molecular dynamics simu-
lations.


The MD simulations of pentXNB were carried out
under NPT and periodic boundary conditions at 298 K
and 1 atm, in explicit solvent simulation, in a water cubic
cell of 45� 45� 45 Å3 (3846 water molecules). Force
Field CHARMM27 with no additional constraints was
used for the calculations. A molecular dynamics of 5 nsec
was carried out for this system. RDFs were calculated
with a tcl script for VMD.


RESULTS AND DISCUSSION


Dynamics of the pentasaccharide


The structure of the solvent shell around the solute is
determined by the interaction of the solute–solvent sites.
In the case of the pentamer in water, these sites are
primarily oxygens and hydroxyl protons which can serve
as acceptors and donors, respectively, readily forming
hydrogen bonds with water molecules. The Osugar–Owater


RDF for the O2 of the central ring of the pentamer (Fig. 1)


shows the first peak fairly pronounced at 2.8 Å of the
hydroxyl at C2 followed by not clearly defined broad
peaks, as has been found for a series of pentose sugars in
solution, that have been assumed to correspond to sec-
ondary solvation shells.6 In Fig. 2, the orientation of the
water molecules in the neighborhood of O2 is due to two
kind of hydrogen bonds: O2 is not only hydrogen-bonded
to a water molecule through the hydroxyl-H, but also
directly to another water-H, as expected from the strong
3-D hydrogen-bond network of water of the first solvation
shell that controls the ordering of water molecules around
the saccharide.


When comparing the RDF profiles of the pentamer to a
single independent glucopyranose ring, it is observed that
for all cases the solvation of O2 is lower for one
independent repetitive unit than for the central unit of
the pentamer (Fig. 3). We therefore concluded that the
pentamer has a stronger H-bond structure of water around
O2 due to the cooperative effect of the neighboring
residues.


Dynamics of the pentasaccharide
p-nitrobenzyl xanthate (pentXNB)


Conformational analysis can reveal the lowest-energy
state although the barriers of interconversion between
the states may be small. Calculation of the rotational
barriers around the angle C2—O2—C20(——S20)—S30 of
the central ring allowed the determination of the global
conformational energy minimum of the substituted pen-
tamer (Fig. 4a). The most stable linear conformation is
shown in Fig. 4b.


Substitution at O2 by the p-nitrobenzylxanthate moiety
resulted in a dramatic decrease of the probability to find a


Figure 1. Osugar–Owater RDF of O2 of the central unit of the
pentamer. MD simulations of 1 nsec were carried out in an
NPT ensemble at 1 atm and 298K


Figure 2. RDF of the hydroxyl group of C2 of the central
unit of the pentamer; (*) Osugar–Owater; (~) Osugar–Hwater;
(*), Osugar–H2O
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water molecule nearby O2 (Fig. 5). However, both the C20


and the S20 of the thiocarbonyl group of the p-nitroben-
zylxanthate moiety are clearly hydrated compared to the
sulfur bridge (S30) (Fig. 6), suggesting that there could be
a nucleophilic attack by water on the carbon with a
minimum change of entropy, as has been observed
experimentally.8,9,12


These results support the proposal that the acceleration
of the water-catalyzed reaction of cellulose8 and amy-
lose9 xanthate esters, with respect to small analog mole-
cules, is due to the stronger 3-D H-bonded network
of the water in the solvation shell induced by the
polysaccharide. Also, for the polysaccharide esters, the
entropy of activation of the water-catalyzed hydrolysis is
zero, while for the small analog molecules it is ca.
�40 cal K�1 mol�1.12 All known water-catalyzed reac-
tions present these negative values. Our results were
interpreted as a consequence of the well-oriented water
molecule that acts as a nucleophile in the reaction of the
polysaccharide.


The minimum energy conformation in Fig. 4b shows
the p-nitrobenzyl group folded over the neighboring
glucose ring. It has been observed that this kind of


Figure 3. Comparison between the RDFs of the O2 of the
central unit of the pentamer (*) and the O2 of a single
glucopyranose ring (*) with respect to the oxygen of water


Figure 4. Simulation (NPT) of pentXNB; (a) rotational barriers around the angle C2—O2—C2’(——S2’)—S3’ of the central ring
showing the global conformational energy minimum of the substituted pentamer; (b) this conformation is shown
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interactions, stacking like, between aromatics and sac-
charides, might be more important than hydrogen-bond-
ing interactions with respect to the dynamic behavior of
carbohydrates.18 Flexible glycophanes adopt a folded
conformation in water as a result of intramolecular
interactions between a glucose moiety and a phenyl
ring. Water is necessary for this hydrophobic collapse
because it is not observed in methanol or DMSO.19


Glucocalixarenes preferentially bind to guests having
an anionic headgroup and an aromatic tail. The observed
selectivity order suggests that, in addition to hydrogen
bonding, sugar-aromatic interactions might be capable of
stabilizing the complexes.20


In our case, the simulations show that the XNB group
oscillates between a maximum distance of 17.3 Å (Fig. 7,


t¼ 103 psec) between the nitrogen and the O3 of ring 1
and a minimum of 4.2 Å (Fig. 7, t¼ 1232 psec). The
simulations shown in Fig. 7 indicate that the oscillation
occurs in periods of ca. 3000 psec with minimum dis-
tances between the nitrogen and the O3 of rings 1 and 5.
The oscillation might be a consequence of the influence
of water on the population distribution and the dynamics
of the conformational states of pentXNB.21


The minimum distance of the nitrogen and the oxygen
was 4.2 Å. Considering the bond lengths N——O (1.19 Å)
and O—H (0.96 Å), the distance of the ON------O and the
HOH was 2.05 Å, close to the water hydrogen bond length.
Therefore, it is possible that the hydrophobic interaction
of the phenyl group is competing with the electrostatic
interaction of the nitro group.22


The conformations at t¼ 28 and 403 psec are shown in
Fig. 8. The time required for an oscillation is sufficiently
long to allow the restructuring of water around the
thiocarbonyl group that would be about two orders of
magnitude faster. Reorientation of water in the solvation
shell of ions occurs with mean lifetimes of 12–251 and
10–45 psec for disaccharides.5a Indeed, considering the
central substituted ring, the number of water molecules
within a 5 Å shell, in the last nanosecond of the simula-
tion, changes in the range of 31–37 molecules. Therefore,
the reorientation motion of the water molecules is fast
enough as to maintain the hydration shell of the thiocar-
bonyl group.


CONCLUSIONS


The pentasaccharide of D-glucopyranoside residues con-
nected by (l! 4)-� glycosidic linkages shows a well-
defined first solvation shell followed by several secondary


Figure 5. Comparison of the hydration (Osugar–Owater) of
the O2 bound to the p-nitrobenzylxanthate group of
pentXNB (*) to an equivalent O2 without substitution (*)


Figure 6. Hydration of the thiocarbonyl group of the p-
nitrobenzylxanthate moiety. Thiocarbonyl (C2’——S2’): ~,
C2’; *, S2’; bridge sulfur: *, S3’


Figure 7. Oscillation of the p-nitrobenzylxanthate group
along a 5 nsec simulation; one frame corresponds to
1 psec. The distance is between the nitrogen and oxygen
O3 of ring 1
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shells. The pentamer shows a stronger H-bonded struc-
ture of water than a single glucopyranose ring due to the
cooperative effect of the neighboring residues.


Substitution of O2 of the central ring of the pentamer
by a p-nitrobenzyl xanthate moiety (pentXNB) produced
a strong decrease in the hydration of the O2, but the
carbon and the sulfur of the thiocarbonyl group were
clearly more hydrated compared to the sulfur bridge.


The p-nitrobenzylxanthate group folds over the sac-
charide backbone, but the XNB group periodically oscil-
lates over the pentamer at a rate that allowed the
restructuring of water around the thiocarbonyl group.


The results are consistent with the interpretation that
the acceleration of the water-catalyzed hydrolyses of
substituted polysaccharides compared to the monosac-
charides is due to the strong structuration imposed by the
polysaccharide that increases the 3-D hydrogen-bond
network on the surrounding associated solvent.
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1H chemical shifts in NMR. Part 24y—proton chemical
shifts in some gem-difunctional compounds:
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ABSTRACT: The complete assignment of the 1H and 13C NMR chemical shifts, from 2D techniques and spectra
recorded at 500MHz, for 3-substituted norbornanones with Cl, Br, I, SMe and SeMe substituents at endo and exo
positions and 3-exo-hydroxynorbornanone is reported. The observed 1H chemical shifts are compared with the
corresponding calculated values using the semi-empirical CHARGE method and ab initio calculations at the B3LYP/
6–311þþG(d,p) theory level. The molecular geometries were obtained through Density Functional Theory (DFT)
methods. Good agreement between the experimental and both sets of calculated values is observed with the CHARGE
calculations being more accurate for this series. This illustrates the utility of the CHARGE program for chemical shift
assignments and also as a tool for the elucidation of chemical structures. Copyright# 2006 John Wiley & Sons, Ltd.


KEYWORDS: 1H and 13C NMR; norbornanones; NMR calculations; GIAO; CHARGE


INTRODUCTION


The influence of the carbonyl group on the chemical shifts
of neighbouring protons has been of interest since the
early days of NMR spectroscopy, the low-field chemical
shift of the aldehyde proton being a conspicuous example.
This was explained as due to the carbonyl anisotropy and
the standard description of this anisotropy due to
Jackman2 is one of the most well known illustrations
in NMR spectroscopy. The question of an appropriate
description of the carbonyl anisotropy has been recently
reviewed,1b but a brief account of the main related papers
is also given here.


Jackman2 had suggested that there is a large
diamagnetism in the direction normal to the nodal plane
of the p-orbitals, whereas Pople’s3 calculations indicated
a paramagnetism centred on the carbon atom, large in the
x direction and the largest diamagnetism on the O atom in
the z direction (i.e. along the C——O bond). These and
other early investigations are well reviewed by Bothner-
By and Pople.4


The general carbonyl group (R1COR2) has no elements
of symmetry and therefore has, in principle, three


different magnetic susceptibilities (xx, xy and xz ) along
the three principal axes. A number of investigations,
commencing with that of Zurcher,5 have used this
description of the C——O anisotropy with the McConnell6


equation together with the electric field effect of the C——
O to explain the observed substituent-induced chemical
shifts (SCS) of the carbonyl group in ketones.7–11 More
recent analysis1b used the CHARGE program, which
includes the carbonyl anisotropy and electric field plus an
oxygen but not carbon steric term. Version CHARGE8c is
used in this study.


A general calculation of the 1H chemical shifts for
carbonyl compounds using the ab initio gauge indepen-
dent atomic orbital (GIAO) method has not been reported
to date, the basis set dependence of such calculations
being a severe problem. A recent investigation by
Lampert et al.12 for phenol and benzaldehyde derivatives
(15 compounds) led to deviations of ca. 0.5–1.0 ppm
depending on the procedure and basis set used and this
may well represent the limit of accuracy of such
calculations.


Most of the above investigations considered only
aliphatic ketones and they therefore obtained the
anisotropy for an isolated saturated carbonyl group.
However, the simultaneous presence of a carbonyl group
and a substituent attached to the same carbon results in
changes in the carbonyl electronic density, which has
been explained by the occurrence of orbital interactions.
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This has been illustrated by the anomalous substituent
chemical shifts observed for several series of a-
substituted carbonyl compounds.13


Camphor derivatives are useful compounds for the
study of 1H chemical shifts, because they have a rigid
geometry and all protons are non-equivalent and
reasonably well resolved in high-field NMR spectra.
The 1H NMR chemical shifts for the a-halocamphors,
from spectra at 600MHz, have been published,14 and also
the corresponding 13C chemical shifts for a series of a-
substituted camphors bearing 10 different substituents
including the halogens.15 The calculated 1H chemical
shifts for the parent compounds norbornane and camphor
have been obtained, through the CHARGE routine, and
showed very good agreement with the experimental
results.11,16


The norcamphors or norbornanones are better models
for such calculations, since they do not have the three
methyl groups attached to C-1 and C-7, and, thus, there is
no additional steric interaction with a substituent on the
C-3 carbon atom. Therefore, we present here a study of
these compounds all of which have a rigid geometry, with
no unusual steric effects, and bearing two geminal
functional groups: the 3-endo- and 3-exo-substituted
norbornanones (Z¼Cl, Br, I, OH, SMe and SeMe)
(Scheme 1). They were chosen as a probe to check
whether the CHARGE program, properly parametrised
for the carbonyl group,16 can be used to estimate the
proton chemical shifts for this series of disubstituted
compounds. We also compare the chemical shifts
predicted by CHARGE with those calculated by the
GIAO method.


It must be emphasised that despite the compounds
having been known for some decades (except the endo
iodo derivative and both isomers of methylthio and
methylseleno derivatives) the papers on these com-
pounds17–22 do not include the corresponding 1H-NMR
data. In several instances only the chemical shift for the
H-3 proton is given,20,21,23 or for groups of protons as
unresolved multiplets.22,24,25


THEORY


As the theory has been given previously1b,11,16 only a
brief summary of the latest version (CHARGE8c) will be
given here. The theory distinguishes between short-range
substituent effects over one, two and three bonds, which
are attributed to the electronic effects of the substituents,
and long-range effects due to the electric fields, steric
effects and anisotropy of the substituents.


Short-range effects


The CHARGE scheme calculates the effects of neigh-
bouring atoms on the partial atomic charge of the atom
under consideration based upon classical concepts of
inductive and resonance contributions. If we consider an
atom I in a four-atom fragment I-J-K-L the partial atomic
charge on I (qI) is due to three effects. There is an a effect
from atom J given by the difference in the electro-
negativity of atoms I and J. A b effect from atom K
proportional to both the electronegativity of atom K and
the polarisability of atom I. There is also a g effect from
atom L given by the product of the atomic polarisabilities
of atoms I and L for I¼H and L¼ F, Cl, Br, I. However,
for chain atoms (C, N, O, S etc.) the g effect (i.e. C—C—
C—H) is parameterised separately and is given by
Aþ B cos u where u is the C—C—C—H dihedral angle
and A and B empirical parameters. Full details including
the appropriate equations are given in Ref. [16].


The total charge is given by summing these effects and
the partial atomic charges (qI) converted to shift values
using the equation


d ¼ 160:84qI � 6:68 (1)


Long-range effects


The effects of distant atoms on the proton chemical shifts
are due to steric, anisotropic and electric field contri-
butions. H—H steric interactions are shielding in alkanes
and deshielding in aromatics and X—H (X¼C, O, Cl, Br,
I) interactions deshielding, according to a simple r�6


dependence:


dsteric ¼ aS=r
6 (2)


where aS is the steric coefficient for any given atom.
The effects of the electric field of the C—X bonds


(X¼H, F, Cl, Br, I, O) on the C—H protons are obtained
from the component of the electric field along the
C—H bond. The electric field for a single bonded atom
(e.g. ——O) is calculated as due to the charge on the
oxygen atom and an equal and opposite charge on the
attached carbon atom. The vector sum gives the total
electric field at the proton and the component of this field
along the C—H bond is proportional to the proton
chemical shift.


1: Z3x=H; Z3n=H
2: Z3x=Cl; Z3n=H
3: Z3x=H; Z3n=Cl
4: Z3x=Br; Z3n=H


5: Z3x=H; Z3n=Br
6: Z3x=I; Z3n=H
7: Z3x=H; Z3n=I
8: Z3x=OH; Z3n=H


9: Z3x=SMe; Z3n=H
10: Z3x=H; Z3n=SMe
11: Z3x=SeMe; Z3n=H
12: Z3x=H; Z3n=SeMe


7


6


5


4


3


2


1 O


H1


H7sH7a


Z3x


Z3n
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H5n


H5x


H6x
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Scheme 1. Molecules studied and their numbering
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The magnetic anisotropy of a bond with cylindrical
symmetry (e.g. C�C) is obtained from the appropriate
McConnell6 equation:


danis ¼ Dxð3 cos2 ’� 1Þ
3R3


(3)


In Eqn (3) R is the distance from the perturbing group
to the nucleus of interest in Å, w is the angle between the
vector R and the symmetry axis and Dx the molar
anisotropy of the C�C bond. (Dx¼xparl�xperp) where
xparl and xperp are the susceptibilities parallel and
perpendicular to the symmetry axis, respectively.


For a non-symmetric group such as the carbonyl group,
Eqn (3) is replaced by the full McConnell equation:


danis ¼
½Dxparlð3 cos2 u1 � 1Þ þ Dxperpð3 cos2 u2 � 1Þ�


3R3


(4)


where u1 and u2 are the angles between the radius vector R
and the x and z axes, respectively andDxparl (xz�xx) and
Dxperp (xy�xx) are the parallel and perpendicular
anisotropy for the C——O bond, respectively.


The effect of the excess p electron density at a given
carbon atom on the proton chemical shifts of the
neighbouring protons is given by Eqn (5) where Dqa
and Dqb are the excess p electron density at the a and b
carbon atoms, respectively. The p electron densities are
calculated using Huckel theory parameterised to repro-
duce the values obtained from ab initio calculations.1b


dp ¼ 10:0Dqa þ 2:0Dqb (5)


The above contributions are added to Eqn (1) to give
the calculated shift of Eqn (6).


dtotal ¼ dcharge þ dsteric þ danis þ del þ dp (6)


APPLICATION TO ALICYCLIC
DIFUNCTIONAL COMPOUNDS


For the norbornanones considered here all the short-range
effects, C(X)—C——O, have already been parametrised in
previous papers of this series.16,26,27 The electric field
effect is calculated directly from the partial atomic
charges, thus the only long-range effects to consider are
the parallel and perpendicular anisotropies of the
carbonyl group and the CO steric effect. The steric
effect of the aliphatic CO group was found to be due
solely to the carbonyl oxygen. We assume the same for
these alicyclic systems and also use the values obtained
previously for the carbonyl group anisotropy and the
steric coefficient for the carbonyl oxygen, i.e. the
coefficient aS in Eqn (2) for the carbonyl oxygen.1b,11,16


The steric effect of selenium was fitted with a value of aS
of 100.0 Å.6


EXPERIMENTAL


Compounds


For the separation of the diastereoisomers a HPLCWaters
PrepLC 4000, with a C-18 100 Å apolar column, and UV–
Vis Waters 484 detector, was used. Separations of
halonorbornanones isomers by preparative HPLC were
performed with methanol–water (4:1) as eluent and to 3-
methylthio and 3-methylselenonorbornanones isomers
with methanol–water (1:1).


The 3-exo-chloronorbornanone (2) compound was
obtained from the reaction of norbornanone and sulphuryl
chloride,28 being purified through column chromatog-
raphy (70–230 silica gel, Aldrich, and CHCl3 as eluent),
yield 50%. The 3-endo-chloronorbornanone (3) was
obtained by epimerisation of 2 using sodiummethoxide in
methanol. The isomers were obtained as a 2:1 (exo:endo)
mixture, and compound 3 was isolated by HPLC which
led to 7.5% of the pure endo-isomer. 3-exo-bromonor-
bornanone (4) was prepared by reacting norbornanone
with bromine in diethyl ether and purified by column
chromatography (70–230 silica gel, Aldrich, and CHCl3
as eluent), yield 72%. The epimerisation of 4 led to a 1:1
mixture of two isomers, which were also separated by
HPLC, yielding 23% of the pure endo-isomer. For the
preparation of the exo-iodo derivative, an iodine solution
in THF was added to the lithium enolate of norborna-
none.14 The mixture of diasteroisomers was obtained in
71% yield, which was analysed by GC-MS, showing a 3:1
proportion of the exo- (6) to the endo-isomer (7). The
isomers were separated by HPLC. The compound 8 (3-
exo-hydroxynorbornanone) was prepared according
Jauch,25 by the reaction of m-chloroperbenzoic acid with
norbornanone trimethylsilyl enol ether in dry pentane.
The 3-exo-methylthio derivative (9) was prepared by
Scholz’s29 method, being purified by distillation (b.p.
86 8C/1.6mmHg), yield 47%. The epimerisation of (9)
led to a 1:1 mixture of two isomers exo and endo, which
were also separated by HPLC. The preparation of 3-exo-
methylselenonorbornanone was performed by Liotta30


method and purified by column chromatography flash
(230–400 silica gel, Aldrich, and hexane-ether 9:1 as
eluent), yield 22%. 3-endo-methylselenonorbornanone
(12) was obtained by epimerisation of 11 and isolated by
HPLC.


Spectra


1H- and 13C-NMR spectra were obtained on a Varian
INOVA 500 spectrometer and Bruker DRX 500 operating
at 499.88 and 500.13MHz for 1H and 125.70 and
125.77MHz for C13, respectively. DEPT, gCOSY,
gHSQC and gHMBC experiments were also performed.
The spectra were recorded in 20mg cm�3 CDCl3
solutions with a probe temperature of ca. 300K and
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referenced to TMS. Typical running conditions (1H
spectra) were 128 transients, spectral width 3250Hz and
32K data points zero-filled to 128K. For the 2D
experiments were conducted using the standard Varian
sequences. 13C spectra were recorded using 512
transients, spectral width 32,000Hz and 128K data
points zero-filled to 512K. For the gHMBC experiment a
J value of 8Hz was used.


Theoretical calculations


All the structures were minimised using the Gaussian
98W program.31 For the SMe and SeMe derivatives were
constructed the potential energy surfaces (dihedral CH3—
Z—C3—C2) and was obtained two possible conformers
to exo isomers and three possible conformers to endo
isomers. All the compounds, except iodine derivatives
were optimised at B3LYP/6–311þG(d,p) level of theory.
For the iodine derivatives the 6–311þG(d,p) basis set
could not be used. In this case the 3–21G basis set was
used.


The chemical shifts were referenced to methane
(minimised and calculated in the same manner)
and converted to TMS using the methane experimental
chemical shift (d¼ 0.23 ppm). In both programs,
the chemical shifts to SMe and SeMe derivatives, were
calculated using the weight average of the chemical shifts
to each conformer.


The 1H chemical shifts were calculated with GIAO
method and CHARGE8c program. The latter is available
as part of NMRPredict,32 a modelling, 1H and 13C
software package.


SPECTRAL ASSIGNMENTS


The assignments of the spectra of the parent compound,
norbornanone (1), had been already reported from the


study of various deuterated norbornanone derivatives,33


and recently confirmed.11 The spectra of the remaining
compounds (2–12) were assigned using the well known
substituent effects and assisted by DEPT, gCOSY,
gHSQC and gHMBC experiments, as needed. The
experimental 1H and 13C chemical shifts are presented
in Tables 1 and 2, respectively.


RESULTS AND DISCUSSION


We note that in Table 1 while some protons present almost
the same chemical shifts as the parent compound (1),
others are remarkably affected by the substituent. Thus,
the average values for H-1 (2.7), H-4 (2.7), H-6n (1.6) and
H-6x (1.8) are very close to the ones of compound 1 (2.6,
2.7, 1.5 and 1.8, respectively). However, the chemical
shifts for the remaining protons are deshielded either in
relation to 1 or from a set (exo or endo) in relation to the
other set. Thus, H-5n is deshielded in relation to H-5x (for
the endo derivatives), and H-5x in relation to H-5n (for the
exo derivatives), by�0.5 ppm. For H-7s and H-7a there is
a deshielding effect of 0.2 ppm for the endo derivatives in
relation to 1, while for the exo derivatives this occurs just
for H-7s (�0.6 ppm). These effects are almost the same
regardless of the substituent. However, for H-3n and H-3x
chemical shifts, which are highly affected by the
substituent, the deshielding effect increases with the size
of the substituent atom (for O, Cl, Br and I). Indeed for the
SMe and SeMe derivatives the deshielding increases with
the atom polarisability. This effect is larger for the endo
compounds.


The substituent effect on the two protons 5, for both
series, is due to all the long-range effects and not just to
the steric effect since they are very similar for all
substituents. A smaller but similar effect is observed for
the proton H-7s of the exo compounds. For the proton H-
7a, which is far from the substituent in the endo-
derivatives, the W arrangement between H-7a and the


Table 1. 1H Chemical Shifts (ppm)a for 3-endo- and 3-exo-substituted norbornanones


Substituent Atom


1 3x 3n 4 5x 5n 6x 6n 7s 7a CH3


H 2.59 (d) 2.06 (dd) 1.84 (dd) 2.67 (s) 1.80 (m) 1.44 (m) 1.81 (m) 1.52 (dd) 1.73 (m) 1.56 (d) —
Cl exo 2.72 (s) — 3.67 (d) 2.73 (s) 1.95 (m) 1.49 (m) 1.85 (m) 1.55 (m) 2.27 (m) 1.60 (m) —


endo 2.76 (d) 4.13 (d) — 2.81 (s) 1.69 (m) 2.03 (m) 1.91 (m) 1.58 (m) 1.83 (m) 1.78 (m) —
Br exo 2.73 (d) — 3.83 (d) 2.79 (d) 1.97 (m) 1.52 (m) 1.84 (m) 1.57 (m) 2.30 (m) 1.63 (m) —


endo 2.75 (d) 4.32 (d) — 2.83 (s) 1.74 (m) 2.06 (m) 1.89 (m) 1.56 (m) 1.91 (m) 1.85 (m) —
I exo 2.69 (dd) — 4.14 (d) 2.81 (s) 1.90 (m) 1.59 (m) 1.81 (m) 1.57 (m) 2.28 (m) 1.68 (m) —


endo 2.73 (d) 4.64 (s) — 2.77 (s) 1.81 (m) 2.00 (m) 1.74 (m) 1.48 (m) 2.02 (m) 1.94 (m) —
OH exo 2.60 (dd) — 3.52 (dd) 2.56 (d) 1.81 (m) 1.42 (m) 1.83 (m) 1.50 (m) 2.17 (m) 1.57 (m) —
Sme exo 2.67 (d) — 2.72 (d) 2.53 (d) 1.88 (m) 1.50 (m) 1.86 (m) 1.55 (m) 2.20 (m) 1.48 (m) 2.25 (s)


endo 2.68 (d) 3.20 (d) — 2.76 (s) 1.63 (m) 1.95 (m) 1.86 (m) 1.52 (m) 1.77 (d) 1.71 (d) 2.22 (s)
SeMe exo 2.68 (d) — 3.02 (d) 2.57 (d) 1.88 (m) 1.48 (m) 1.82 (m) 1.56 (m) 2.18 (m) 1.50 (d) 2.17 (s)


endo 2.69 (d) 3.47 (d) — 2.74 (d) 1.53 (m) 1.90 (m) 1.85 (m) 1.68 (m) 1.82 (d) 1.76 (d) 2.13 (s)


a In CDCl3 as solvent. Signal multiplicities are indicated as singlet (s), doublet (d), double doublet (dd) and multiplet (m).
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halogen atom seems to be responsible for the favourable
interaction between the involved orbitals (Scheme 2).34


The complete SCS data for all 3-substituted norborna-
nones studied are given in Table 3.


Despite the apparent absence of a steric effect between
H-5n and the substituent, there is a shielding effect for the
C-5 chemical shift (Table 2) in compounds 3 (endo-Cl), 5
(endo-Br), 10 (endo-SMe), 12 (endo-SeMe), and not for
compound 7 (endo-I). This could indicate a steric
compression between the substituent and H-5n, which
does not occur for the iodo-derivative due to the long C—I
bond length in comparison to C—Z (Z¼Br, Cl, S, Se)
bonds. No significant shielding or deshielding effect is
observed for C-1, C-4, C-6 and C-7, within the two sets of
the substituted norbornanones (2–12). Obviously, C-3 is
deshielded due to the a-substituent effect, but to a smaller
extent than for the corresponding norbornanes, which
may due to the occurrence of an interaction between nX
and p�


CO orbitals.13


The experimental chemical shifts are compared with
the CHARGE and ab initioGIAO calculated values given


Table 2. 13C Chemical Shifts (ppm)a for 3-endo- and 3-exo-substituted norbornanones


Substituent Atom


1 2 3 4 5 6 7 CH3


H 49.9 218.3 45.3 35.4 27.2 24.2 37.7 —
Cl exo 48.6 210.5 59.3 44.2 25.6 23.7 34.3 —


endo 48.8 210.2 63.5 42.2 20.8 25.6 34.4 —
Br exo 49.1 210.8 49.6 44.5 26.3 23.5 35.0 —


endo 48.3 210.2 55.2 44.2 22.7 25.1 35.7 —
I exo 49.8 212.2 28.1 45.7 27.1 23.0 36.5 —


endo 47.2 211.9 35.3 42.8 26.5 24.6 36.2 —
OH exo 48.1 217.5 75.7 41.5 24.3 23.5 34.3 —
SCH3 exo 49.0 213.8 53.6 41.5 27.1 24.8 35.5 15.2


endo 50.1 214.9 57.3 40.1 21.9 25.2 36.5 15.4
SeCH3 exo 49.6 214.8 46.2 42.1 27.7 24.7 36.4 5.2


endo 49.8 215.6 50.3 40.6 23.8 24.9 37.4 4.5


a In CDCl3 as solvent.


H7a


Z
Scheme 2. W arrangement between H-7a and the substi-
tuent Z


Table 3. SCS values for 3-substituted norbornanones (ppm)a


Atom


Substituent


endo exo


Hb Cl Br I SMe SeMe Cl Br I OH SMe SeMe


1 2.59 0.17 0.16 0.14 0.09 0.10 0.13 0.14 0.10 0.01 0.08 0.09
3x 2.06 2.07 2.26 2.58 1.14 1.14 — — — — — —
3n 1.84 — — — — — 1.83 1.99 2.30 1.68 0.88 1.18
4 2.67 0.14 0.16 0.10 0.09 0.07 0.06 0.12 0.14 �0.11 �0.14 �0.10
5x 1.80 �0.11 �0.06 0.01 �0.17 �0.27 0.15 0.17 0.10 0.01 0.08 0.08
5n 1.44 0.59 0.62 0.56 0.51 0.46 0.05 0.085 0.15 �0.02 0.06 0.04
6x 1.81 0.10 0.08 �0.07 0.05 0.04 0.04 0.03 0.00 0.02 0.05 0.01
6n 1.52 0.06 0.04 �0.04 0.00 0.16 0.03 0.05 0.05 �0.02 0.03 0.04
7s 1.73 0.10 0.18 0.29 0.04 0.09 0.54 0.57 0.55 0.44 0.47 0.45
7a 1.56 0.22 0.29 0.38 0.15 0.20 0.04 0.07 0.12 0.01 �0.08 �0.06
CH3


c — — — — 2.22 2.13 — — — — 2.25 2.17


a In CDCl3 as solvent.
b d for the norbornanone molecule.
c d for the substituent methyl protons.
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in Tables 4 and 5. There is a very good agreement between
the experimental and CHARGE data. Only for a few
cases, as for the 3-endo and 3-exo protons in SMe
derivatives, were deviations larger than 0.2 ppm observed,
but most data showed small deviations ranging from 0.01
to 0.13 ppm. For all 11 compounds with 163 different 1H
chemical shifts, the CHARGE gave an r.m.s error ranging
from 0.07 to 0.16 ppm, which is satisfactory. There is a
significant difference in the calculated shifts of H-5n and
H-6n in the exo-derivatives (r.m.s average¼ 0.07 ppm) in


relation to the endo-derivatives (r.m.s avera-
ge¼ 0.17 ppm), indicating that the program is over-
estimating the substituent effects for the last set.


The calculated shifts from the quantum mechanical
GIAO calculations are also given in Tables 4 and 5. They
are in general less accurate than the CHARGE
calculations as it was noted in a previous paper.35 The
3-21G basis set used for iodo compounds is too inaccurate
to be of use in 1H NMR calculations. This suggests that in
the halogen family post-third-row atoms (post-Br) cannot


Table 4. Experimental versus calculated 1H chemical shifts (ppm) for 3-exo-substituted norbornanones and root-mean-square
error (r.m.s)


Substituent Atom


1 3n 4 5x 5n 6x 6n 7s 7a CH3 r.m.s


Cl exo CDCl3 2.72 3.67 2.73 1.95 1.49 1.85 1.55 2.27 1.60 — —
CHARGE 2.78 3.68 2.74 1.92 1.51 1.79 1.66 2.45 1.51 — 0.08
GIAO 2.36 3.37 2.41 1.83 1.29 1.72 1.39 2.19 1.36 0.21


Br exo CDCl3 2.73 3.83 2.79 1.97 1.52 1.84 1.57 2.30 1.63 — —
CHARGE 2.78 3.94 2.79 1.90 1.50 1.76 1.62 2.54 1.52 — 0.10
GIAO 2.42 3.54 2.48 1.89 1.34 1.72 1.40 2.25 1.35 0.20


I exo CDCl3 2.69 4.14 2.81 1.90 1.59 1.81 1.57 2.28 1.68 — —
CHARGE 2.76 4.16 2.84 1.87 1.48 1.75 1.61 2.55 1.51 0.12
GIAO 2.50 3.20 2.41 1.89 1.30 1.68 1.35 2.26 1.34 0.29


OH exo CDCl3 2.60 3.52 2.56 1.81 1.42 1.83 1.50 2.17 1.57 — —
CHARGE 2.70 3.55 2.50 1.92 1.48 1.88 1.79 2.08 1.62 0.12
GIAO 2.29 3.40 2.42 1.77 1.30 1.74 1.41 2.14 1.41 0.14


SMe exo CDCl3 2.67 2.72 2.53 1.88 1.50 1.86 1.55 2.20 1.48 2.25 —
CHARGE 2.74 2.95 2.92 1.89 1.40 1.82 1.62 2.29 1.59 2.12 0.16
GIAO 2.41 2.26 2.28 1.82 1.37 1.73 1.42 2.24 1.42 2.22 0.21


SeMe exo CDCl3 2.68 3.02 2.57 1.88 1.48 1.82 1.56 2.18 1.50 2.17 —
CHARGE 2.74 3.08 2.58 1.87 1.41 1.80 1.61 2.04 1.59 2.24 0.07
GIAO 2.47 2.51 2.29 1.85 1.39 1.73 1.44 2.21 1.26 2.11 0.22


Table 5. Experimental versus calculated 1H chemical shifts (ppm) for 3-endo-substituted norbornanones and root-mean-
square error (r.m.s)


Substituent Atom


1 3x 4 5x 5n 6x 6n 7s 7a CH3 r.m.s


Cl endo CDCl3 2.76 4.13 2.81 1.69 2.03 1.91 1.58 1.83 1.78 —
CHARGE 2.77 4.11 2.73 1.66 2.14 1.77 1.74 1.96 1.73 — 0.10
GIAO 2.37 3.90 2.50 1.54 2.08 1.79 1.52 1.53 1.55 0.20


Br endo CDCl3 2.75 4.32 2.83 1.74 2.06 1.89 1.56 1.91 1.85 —
CHARGE 2.77 4.35 2.78 1.69 2.25 1.78 1.75 1.95 1.71 — 0.09
GIAO 2.39 4.16 2.52 1.60 2.18 1.80 1.56 1.61 1.62 0.19


I endo CDCl3 2.73 4.64 2.77 1.81 2.00 1.74 1.48 2.02 1.94 —
CHARGE 2.73 4.60 2.83 1.68 2.28 1.75 1.71 1.95 1.68 — 0.16
GIAO 2.37 4.09 2.25 1.54 2.80 1.66 1.51 1.57 1.71 0.43


SMe endo CDCl3 2.68 3.20 2.76 1.63 1.95 1.86 1.52 1.77 1.71 2.22 —
CHARGE 2.66 3.66 2.97 1.74 2.05 1.80 1.74 1.82 1.71 2.13 0.12
GIAO 2.34 2.65 2.53 1.52 1.95 1.78 1.65 1.55 1.51 2.29 0.23


SeMe endo CDCl3 2.69 3.47 2.74 1.53 1.90 1.85 1.68 1.82 1.76 2.13 —
CHARGE 2.73 3.41 2.94 1.75 1.95 1.78 1.74 1.85 1.74 2.05 0.11
GIAO 2.37 2.94 2.53 1.55 1.80 1.77 1.67 1.60 1.55 2.15 0.22
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be calculated to any meaningful precision using this
method (r.m.s error 0.29 and 0.43 for exo and endo
derivatives, respectively).


To eliminate the importance of a predictor and see how
good the correlation between calculated versus exper-
imental data is, we compiled the data set in scatter plots.
The scatter plot (Figs. 1 and 2) shows that, in general, the
results calculated through the CHARGE program slightly
overestimate the observed chemical shifts. Moreover, 1H
chemical shifts calculated using the GIAO method are
underestimated. The correlation coefficient, r, is 0.98 for
CHARGE and 0.96 for GIAO. The r.m.s. error values are
0.11 for CHARGE and 0.23 for GIAO. We also analysed
the data to see which model produces the greatest number
of hits closest to the observed chemical shifts. CHARGE


produces the largest number of best hits (75%), while
GIAO is better only in 25% of the hits.


The comparative study for these disubstituted com-
pounds shows that the calculations by CHARGE better
reproduce the experimental shifts than the GIAO
calculations.


CONCLUSIONS


Unequivocal assignments for the 1H and 13C chemical
shifts of the 3-endo- and 3-exo-substituted norbornanones
with Cl, Br, I, SMe and SeMe substituents and 3-
hydroxynorbornanone, were deduced from the 1D spectra
at 500MHz, using the DEPT sequence and the 2D
gCOSY, gHSQC and gHMBC experiments. The calcu-
lated 1H chemical shifts using the CHARGE8c routine
were in good agreement with the experimental results.
The r.m.s error for each compound was in the range 0.07–
0.17. The GIAO are less accurate than the CHARGE
calculations when assessed by scatter plots, r.m.s. errors
and number of best hits. CHARGE provides a rapid and
practical useful tool, which can be used to give reliable 1H
chemical shift predictions 3-substituted 2-norbornanones.
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1Facultad de Quı́mica, Pontificia Universidad Católica de Chile. Casilla 360, Santiago 094411, Chile
2Departamento de Quı́mica Fı́sica, Universidad de Alcalá, 28871 Alcalá de Henares, Spain
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ABSTRACT: The reactions of polyallylamine (PAA) with 4-nitrophenyl acetate (NPA), 2,4-dinitrophenyl acetate
(DNPA), 2,4,6-trinitrophenyl acetate (TNPA), 4-nitrophenyl methyl carbonate (NPC), 2,4-dinitrophenyl methyl
carbonate (DNPC) and 2,4,6-trinitrophenyl methyl carbonate (TNPC) at pH 7.0–11.5 were subjected to a kinetic
investigation in aqueous solution at 25.0 �C and an ionic strength of 0.1 M (KCl). Potentiometric titration curves were
obtained at different polymer concentrations under the same conditions as for the kinetic measurements. The degree
of dissociation (�) and pKapp values for PAA at each pH were found from the titration curves. The shape of these
curves shows a conformational change of the polymer at �> 0.7. Similar behavior was observed through the
dependence of logkN on either pH or �, where kN is the second-order rate constant for the title reactions. The kN value
is influenced by the electrostatic interactions in the polymer chain and the conformational changes that PAA
undergoes in solution. The Brønsted-type plots (logkN vs pKapp) are linear with slopes (� values) of 0.5, 0.4, 0.5, 0.7,
0.6 and 0.7 for the reactions of PAAwith NPA, DNPA, TNPA, NPC, DNPC and TNPC, respectively. These data are
consistent with concerted mechanisms. The kN values increase in the sequence TNPA>DNPA>NPA and
TNPC>DNPC>NPC. These results are in accordance with those found for the reactions with monomeric amines,
which are due to the increasing nucleofugality of the leaving groups, and also the increasing electrophilic character of
the carbonyl carbon, as more nitro groups are added to the substrate. Acetates are more reactive than the
corresponding methyl carbonates, which can be explained by the larger electron-releasing effect exerted by MeO
relative to Me. PAA destabilizes the putative tetrahedral intermediate relative to the monomeric amines and the
stability of tetrahedral intermediates would decrease in the sequence pyridines> anilines> secondary alicyclic
amines> quinuclidines>PAA. Copyright # 2006 John Wiley & Sons, Ltd.


KEYWORDS: polyallylamine; aryl acetates; aryl methyl carbonates; kinetics; mechanism


INTRODUCTION


The study of the reactions involving synthetic macromole-
cules can serve as a model for more complex enzymatic
processes. In general, a synthetic polymer can concentrate
and/or repel a reactive molecule in its vicinity or, when the
synthetic polymer is functionalized with some catalytically
active functions, some effects on the kinetics and mechan-
ism of the reactions are observed.1


The mechanisms of the aminolysis of aryl acetates,2


alkyl aryl carbonates3–5 and diaryl carbonates4b,6,7 with
monomeric amines have been well established. Some of
these reactions are known to proceed through a zwitter-


ionic tetrahedral intermediate (T� ) and others by a
concerted pathway (a single step). Structure–reactivity
correlations, such as the Brønsted-type relationship, have
helped to clarify the mechanisms.2–7


The apparent acid strength of a polyamine-conjugated
acid depends not only on the concentration and type of
added salt but also on the degree of dissociation. The
variation of these allows a range of basicities of the
polyamine without a change in its structure. This has
been used advantageously in mechanistic studies where
Brønsted plots are represented.8 The dissociation beha-
vior of polyamines and polyamino acids has been studied
using potentiometric titration curves.8,9


A systematic study of the kinetics and mechanism of the
aminolysis of aryl acetates by poly(ethylenimine) (PEI)
was carried out by Arcelli and Concilio.8 In the absence of
a simple salt, a mechanism has been reported that involves
substrate–polyelectrolyte interactions similar to the action
of an enzyme.8a On the other hand, in the presence of salt a
stepwise mechanism, through a zwitterionic tetrahedral
intermediate (T� ), was obtained.8b
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Some kinetic studies on the hydrolysis of esters with
polyelectrolytes containing amine,10 imidazole,11 pyri-
dine,12 and other groups have described increased activity
of these polyamines with respect to their monomeric
counterparts. On the other hand, modified polyelectrolytes,
such as PEI13 and polyallylamine (PAA)10 with various
hydrophobic groups (alkyl or benzyl), were investigated in
order to determine the effect of the environment on the
mechanism. In general, these modified polyamines accel-
erate the hydrolysis reactions relative to unmodified
polymers; changes in the mechanism have also been
observed.10a


The formation of the Schiff bases of pyridoxal-5-phos-
phate14a and pyridoxal14b with PAA as bearers of —NH2—
groups is controlled by the same mechanism, although the
rate-determining step is different.
In this paper, we report a kinetic study of the reactions


of PAAwith 4-nitrophenyl acetate (NPA), 2,4-dinitrophe-
nyl acetate (DNPA), 2,4,6-trinitrophenyl acetate (TNPA),
4-nitrophenyl methyl carbonate (NPC), 2,4-dinitrophenyl
methyl carbonate (DNPC) and 2,4,6-trinitrophenyl
methyl carbonate (TNPC) (Scheme 1). This, together
with the investigation of the dissociation behavior of
PAA, will allow the determination of the mechanism
and the assessment of the effect of the amine group
bearer and of the leaving and non-leaving groups of the
substrate on the mechanism. We also compared the
kinetic results of this study with those reported for the
reactions of monomeric amines with the same substrates.


EXPERIMENTAL


Materials


Polyallylamine hydrochloride (PAA), from Polyscience,
Warrington, PA, USA, MW¼ 60 000 Da, was used
without further purification. 4-Nitrophenyl acetate
(NPA), 2,4-dinitrophenyl acetate (DNPA) and 2,4,6-trini-
trophenyl acetate (TNPA) were synthesized as described
previously.15 4-Nitrophenyl methyl carbonate (NPC),
2,4-dinitrophenyl methyl carbonate (DNPC) and 2,4,6-
trinitrophenyl methyl carbonate (TNPC) were synthe-
sized by a standard procedure.16 All other reagents
were of analytical grade.


Determination of pKapp


The potentiometric titration of PAA was carried out at
25.0� 0.1 �C, under nitrogen, by means of a Radiometer
autotitrator equipped with a PHM-62 pH-meter, an ABU-
11 autoburette, a TTT-60 titrator, an REA-160 recorder, a
TTA-60 thermostatic support, a G-2040 glass electrode
and a K-4040 calomel electrode. In each experiment, 10
ml of the polymer solution at different concentrations
(1� 10�3 to 5.1� 10�2


M) and an ionic strength of 0.1 M


(KCl) were titrated with NaOH (0.01–0.1M). The poly-
mer concentration range in the potentiometric titration
was similar to that in the kinetic measurements. The
apparent dissociation constant (pKapp) was calculated
according to the equation9d


pKapp ¼ pHþ logð1� �Þ=� ð1Þ


where � is the degree of dissociation, which is the ratio of
the free amino groups to the total polyallylamine con-
centration (expressed in monomeric units); the free
amino group concentration was determined from the
volume of NaOH added at each pH.9a,9d,17


Table 1 shows the pKapp and �m values of PAA at
different pH and at various polymer concentration ranges
(�m is the mean degree of ionization of PAA at each pH at
the concentration range stated).


Kinetic measurements


PAA solutions were prepared freshly in the correspond-
ing external buffer of 0.01M at ionic strength 0.1 M (KCl),
at the desired pH. The reactions were initiated by addition
of 30ml of a stock solution of the corresponding acetate
to 2.5ml of polymer solutions thermostated at
25� 0.1 �C. The initial concentration of the substrates
was 5� 10�5


M. The kinetic measurements were carried
out by following spectrophotometrically the production


Table 1. Mean values of degree of dissociation (�m) and
pKapp values of the protonated PAA at different pH and
concentration rangesa


pH 102[N]tot (M)
b �m


c pKapp


7.00 4.96–31.4 0.063 8.17
7.50 5.15–31.4 0.112 8.40
8.00 0.113–0.975 0.233 8.52
8.50 0.106–0.887 0.328 8.81
9.00 0.100–0.827 0.444 9.10
9.50 0.104–0.946 0.586 9.35
10.50 0.034–0.882 0.882 9.63
10.50 0.034–0.257 0.939 9.33
11.00 0.034–0.256 1.0
11.50 0.034–0.342 1.0


a In aqueous solution at 25 �C, ionic strength 0.1 M (KCl).
b Concentration of total amino groups (free base plus protonated forms).
c�m is the mean ionization degree of PAA at each pH at the concentration
range stated.


NH2
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of 4-nitrophenoxide (400 nm), 2,4-dinitrophenoxide
(355 nm) and 2,4,6-trinitrophenoxide (355 nm) anions
using a Hewlett-Packard Model 8453 diode-array spec-
trophotometer. Under amine excess, pseudo-first-order
rate constants (kobs) were found for all reactions. The
plots of kobs vs total amine concentration are linear, with
kNobs as slope. Phosphate, borate and carbonate buffers
(0.01M) were used at appropriate pH ranges.
The experimental conditions and the values of kobs and


kNobs for the reactions of PAA with TNPA, DNPA and
NPA are summarized in Table 2 and those for the
reactions with TNPC, DNPC and NPC in Table 3.


Transmission electron microscopy


PAA solutions (6.6� 10�3
M), at the same conditions as


those of the kinetic measurements, at pH 8.0 and 11.0,
were prepared and submitted to a transmission electron
microscopy (TEM) study. The photographs show
that the macromolecule adopts a rod-like conform-
ation at pH 8.0 and a random coil conformation at
pH 11.0.


Product studies


The presence of 4-nitrophenoxide, 2,4-dinitrophenoxide
and 2,4,6-trinitrophenoxide anions as products of the
reactions was determined spectrophotometrically by
comparison of the UV–visible spectra at the end of the
reactions with those of authentic samples under the same
conditions.
To determine whether these reactions are nucleophilic or


amine-catalyzed hydrolysis, an HPLC study was carried
out to check the presence of acetic acid as a product of the
reaction of DNPA. Acid acetic analysis by HPLC con-
sisted of an IC pack ion-exclusion column (7.8mm
i.d.� 300mm), 2.5mM H2SO4–acetonitrile–methanol
(95:3:2) as mobile phase at a flow-rate of 1.0mlmin�1


and a photodiode-array detector coupled to a computer.
The detector was set at 210 nm. Acetic acid was identified
by comparing the peak retention time of the reactions
with that of a standard. Only traces of acetic acid were
found in the reaction of DNPA at pH 7.0, showing that
amine-catalyzed hydrolysis and/or spontaneous hydrolysis
of DNPA are negligible compared with direct amine
attack.


Table 2. Experimental conditions and kinetic results for the reactions of PAA with TNPA, DNPA and NPAa


pH 102[N]tot (M)
b 102kobs (s


�1) No. of runs kNobs (M
�1 s�1) kN (M�1 s�1)


TNPA
7.00c 5.41–31.4 4.20–53.0 6 1.84� 0.08 29� 1
7.50c 5.41–31.4 9.75–131 6 4.39� 0.4 39� 4
8.00c 0.113–0.938 2.09–9.15 6 8.9� 0.5 38� 2
8.50d 0.106–0.887 2.38–16.0 5 18� 3 53� 9
9.00d 0.100–0.831 4.30–33.0 10 38� 2 85� 4
9.50d 0.104–0.863 6.85–59.0 6 68� 7 116� 12
10.05e 0.034–0.882 11.8–110 11 114� 5 129� 6
110.0e 0.034–0.256 21.7–75.0 5 257� 16 257� 16
DNPA
7.00c 4.96–12.8 1.04–4.16 5 0.42� 0.03 6.7� 0.5
7.50c 5.15–16.9 1.54–13.3 6 0.94� 0.05 8.4� 0.4
8.00c 0.113–0.938 0.240– 2.20 6 2.4� 0.1 10.2� 0.4
8.50d 0.106–0.887 0.400–3.60 6 3.7� 0.8 11� 2
9.00d 0.100–0.927 0.620–6.00 11 6.3� 0.5 14� 1
9.50d 0.104–0.946 1.36–12.9 11 13.4� 0.6 23� 1
10.50e 0.034–0.882 2.71–15.5 11 14.9� 0.4 16.9� 0.5
11.00e 0.0341–0.341 5.91–14.9 6 29� 2 29� 2
11.50e 0.0342–0.257 9.59–16.3 6 33� 3 33� 3
NPA
7.00c 5.06–16.6 0.056–0.277 6 0.019� 0.002 0.300� 0.003
7.50c 5.15–16.9 0.073–0.588 6 0.041� 0.003 0.370� 0.002
8.00c 0.117–0.975 0.013-0.110 6 0.100� 0.002 0.43� 0.01
8.50d 0.106–0.887 0.025–0.193 6 0.21� 0.03 0.64� 0.09
9.00d 0.111–0.927 0.027–0.257 6 0.28� 0.03 0.63� 0.07
9.50d 0.104–0.863 0.081–0.549 6 0.62� 0.05 1.06� 0.09
10.50e 0.034–0.257 0.371–0.612 6 1.04� 0.08 1.11b� 0.09
11.00e 0.034–0.341 0.935–1.58 7 2.20� 0.2 2.2� 0.2


a In aqueous solution at 25 � C, ionic strength 0.1M (KCl).
b Concentration of total amino groups (free base plus protonated forms).
c 0.01 M phosphate buffer.
d 0.01 M borate buffer.
e 0.01 M carbonate buffer.
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RESULTS AND DISCUSSION


The difference in acidic strength between a monomeric
amine and the amino groups of a polyamine is well
known.9d Moreover, basicity changes with the degree of
dissociation (�) of these polyamines and, therefore, they
show different pKa values at different pH.


9a,9d Figure 1
shows the titration curves of pKapp vs � at several PAA
concentrations. As can be seen, pKapp depends on both �
and the concentration of the polymer, owing to a change
in the charge density of the polyion.
The curves in Figure 1 show that proton release


from PAA decreases with increase in the degree of
dissociation for the highest polymer concentration
used (5.1� 10�2


M) and that PAA does not exhibit a
cooperative transition (hydrogen bond or hydrophobic
interactions) in accordance with the behavior described.9a


Figure 1 shows that for the more dilute solutions the
pKapp values increase up to ��0.7 and then decrease for
�> 0.7. These results can be explained by a transition or
conformational change of the PAA from rod-like con-
formation to a random coil form, as has been reported for


Table 3. Experimental conditions and kinetic results for the reactions of PAA with TNPC, DNPC and NPCa


pH 102[N]tot (M)
b 102kobs (s


�1) No. of runs kNobs (M
�1 s�1) kN (M�1 s�1)


TNPC
7.00c 6.07–15.5 2.15–6.19 5 0.44� 0.01 6.9� 0.2
7.50c 4.99–16.4 2.39–13.3 6 0.99� 0.04 8.7� 0.3
8.00d 0.256–0.768 0.604–1.47 5 1.69� 0.03 7.9� 0.1
8.50d 0.195–0.812 1.49–5.47 6 6.4� 0.5 21� 2
9.00d 0.0723–0.542 1.52–11.1 6 19� 1 42� 2
9.50d 0.0686– 0.515 2.99–15.3 6 26� 2 44� 3
10.50e 0.0319–0.239 3.28–18.8 6 67� 6 71� 6
11.00e 0.0327–0.245 11.0–58.7 6 206� 17 209� 17
11.50e 0.036–0.270 30.7–117 6 382� 36 380� 36
DNPC
7.00c 4.97–16.5 0.330–1.79 12 0.12� 0.01 1.70� 0.14
7.50c 5.11–16.8 0.556–3.46 6 0.25� 0.01 2.09� 0.08
8.00d 0.107–0.895 0.0628–0.425 6 0.43� 0.03 2.1� 0.1
8.50d 0.106–0.879 0.0718–1.10 5 1.35� 0.07 4.1� 0.2
9.00d 0.0722–0.542 0.170–1.32 6 2.4� 0.1 5.4� 0.2
9.50d 0.114–0.946 0.503–4.22 5 4.5� 0.2 7.8� 0.3
10.50e 0.071–0.882 0.927–4.65 12 4.6� 0.2 12.5� 0.5
11.00e 0.0697–0.697 2.20–7.39 7 7.9� 0.4 7.9� 0.4
11.50e 0.0354–0.265 4.58–7.46 6 13� 1 13� 1
NPC
7.00c 6.07–16.9 0.0192–0.0648 5 0.0041� 0.0002 0.060� 0.003
7.50c 4.99–16.4 0.059–0.301 6 0.022� 0.0007 0.182� 0.006
8.00d 0.256–1.07 0.0156–0.0389 6 0.0291� 0.002 0.15� 0.01
8.50d 0.208–0.866 0.023–0.067 6 0.066� 0.001 0.219� 0.003
9.00d 0.0648–0.486 0.017–0.064 6 0.110� 0.007 0.25� 0.02
9.50d 0.0686–0.515 0.0628–0.251 6 0.43� 0.02 0.74� 0.03
10.50e 0.0319–0.239 0.106–0.286 6 0.81� 0.09 0.9� 0.1
11.00e 0.0654–0.245 0.331–0.593 5 1.45� 0.07 1.45� 0.07
11.50e 0.0335–0.201 1.27–1.76 5 3.0� 0.3 3.0� 0.3


a In aqueous solution at 25 � C, ionic strength 0.1M (KCl).
b Concentration of total amino groups (free base plus protonated forms).
c 0.01 M phosphate buffer.
d 0.01 M borate buffer.
e 0.01 M carbonate buffer.
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Figure 1. Potentiometric titration of PAA, expressed as
pKapp versus degree of dissociation (�), in aqueous solution
at 25.0 �C and an ionic strength of 0.1M (KCl). PAA con-
centrations (M): 1.1� 10�3 (^), 3.66�10�3 (*),
6.59�10�3 (4), 9.16�10�3 (&) and 5.1�10�2 (


4


)
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other polyelectrolytes.9d,17 The conformation change
with pH was confirmed by TEM.
A linear dependence of the pseudo-first-order rate


constant (kobs) on PAA concentration at each pH was
observed, according to the equation


kobs ¼ k0 þ kNobs½N�tot ð2Þ


where k0 and kNobs are the rate coefficients for spontaneous
hydrolysis and aminolysis of the substrates, respectively.
These results suggest that there is no substrate-polyelec-
trolyte association because the presence of this association
shows limiting plots, similar to those described for PEI in
the absence of KCl.8a


No differences in kobs values were observed when
reactions were carried out with different fractions of the
polymer (water/acetone) and the commercial polymer,
thus disregarding the presence of oligomers in the com-
mercial polymer.
In most of the studied reactions, k0 is negligible in Eqn


(2), except those at the higher pH media, where the two
terms are important.
The nucleophilic rate constant (kN) is obtained as the


ratio between of kNobs to the corresponding �m. The
values of kN for the reactions of PAA with NPA, DNPA,
TNPA are given in Table 2 and those of NPC, DNPC and
TNPC in Table 3.
The nucleophilic rate constants in the reaction of PAA


with carbonates are smaller than those for the corre-
sponding acetates at the same pH values. This result can
be explained through the larger resonance effect exerted
by MeO in the carbonates relative to Me in the acetates,
rendering the former carbonyl carbon atom less positively
charged and, therefore, inhibiting amine attack. This is in
accord with what has been found for the reactions with
monomeric amines.2f,2g,3a


Figures 2 and 3 show the dependence of logkN on pH
for the aminolysis of the acetates and carbonates, respec-


tively. As can be seen, below pH 9.5 kN increases with
increase in pH or free amine molar fraction. The presence
of protonated amino groups in the polymer leads to a rod-
like conformation of the polymer by repulsion of the
charges, where each molecule behaves independently.
Above pH 10.5, a new increase in kN with increasing
pH is observed. When the amino groups are almost
completely deprotonated, interactions between the side
chains are permitted and PAA adopts a random coil
conformation, which must be more reactive in order to
explain the kN increase when � becomes 1. The change in
conformation of PAA is also supported by the TEM study.
This behavior is independent of the substrate because the
breaks of the above plots take place at approximately the
same pH value (�10.0) for the three substrates. A referee
suggested that at pH> 10.5 it is possible that a small but
important substrate-polyelectrolyte binding might be
present, this complex being responsible for the rate
increase when the polyamine is completely deprotonated.
Figures 2 and 3 also show that for the same pH values,


the kN values increase in the sequences TNPA>
DNPA>NPA and TNPC>DNPC>NPC. These se-
quences are the same as those for the reactions with
monomeric amines,2f due to the increasing nucleofugality
of the leaving groups, and also the increasing electro-
philic character of the carbonyl carbon, as more nitro
groups are added to the substrate.
Figures 4 and 5 show Brønsted-type plots for the


reactions of PAA with acetates and methyl carbonates,
respectively, studied at the pH range 7.0–9.5, where the
polymer adopts a linear conformation. The plots are
linear with the following slopes (�): TNPA 0.5, DNPA
0.4, NPA 0.5, TNPC 0.7, DNPC 0.6 and NPC 0.7. These
� values are similar to those found for the aminolysis
(monomeric amines) of carbonyl compounds when the
mechanism is concerted, as in the reactions of secondary
alicyclic (SA) amines with TNPA,2f TNPC,2f DNPC4b


and phenyl 2,4-dinitrophenyl carbonate4b (�¼ 0.41, 0.36,
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Figure 2. Variation of logkN as a function of pH for the
reactions of PAA with NPA (*), DNPA (4) and TNPA (&) in
aqueous solution at 25.0 �C and an ionic strength of 0.1M
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Figure 3. Variation of logkN as a function of pH for the
reactions of PAA with NPC (*), DNPC (4) and TNPC (&) in
aqueous solution at 25.0 �C and an ionic strength of 0.1M
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0.48 and 0.39, respectively). The slopes are also in
accordance with those obtained for the reactions of SA
amines with S-(2,4-dinitrophenyl) and S-(2,4,6-trinitro-
phenyl) O-ethyl thiocarbonates (�¼ 0.56 and 0.48, re-
spectively),18 the reactions of quinuclidines with these
two substrates (�¼ 0.54 and 0.47, respectively)19 and
those of anilines with the latter compound (�¼ 0.54).20


These � value are also in agreement with those found in
the concerted reactions of SA amines and anilines with 4-
methylphenyl 2,4-dinitrophenyl carbonate and 4-chloro-
phenyl 2,4-dinitrophenyl carbonate in 44wt% ethanol–
water (�¼ 0.44–0.68).7c It is known that the linearity of
the Brønsted plot and the slope value are not sufficient to
prove that a mechanism is concerted.21 Also, it must be
ensured that there is no break in the Brønsted-type plot
for a hypothetical stepwise mechanism.21


Stepwise aminolyses of aryl acetates (with monomeric
amines) show values of pKa


� (pKa at the curvature center
of the Brønsted-type plot) about 4–5 pK units greater than
the pKa of the conjugate acid of the leaving group.2


However, when the amine group is in the backbone of
the polymer this difference is about 3–3.5 pK units.8b In
the case of the reaction of PAA with NPA, the curvature
of the Brønsted plot should be centered at pKapp> 10
(pKa of 4-nitrophenol� 7),22 which lies outside the pKapp


range used. Nevertheless, if the mechanism were step-
wise, the rate-determining step would be the expulsion of
the nucleofuge and the � value should be 0.8–1.1.2 The �
value obtained (0.5) is relatively low, suggesting that the
concerted mechanism governs the PAA aminolysis of
NPA. In the case of the reactions of PAAwith DNPA and
TNPA the curvature should be located at pKapp � 7.0–7.5
(pKa of 2,4-dinitrophenol � 4)22 and 3.3–3.8 (pKa of
2,4,6-trinitrophenol¼ 0.3),22 respectively. Both values
are smaller than the lowest pKa of the experimental pKa


range, indicating that, at the pKa range employed, the
Brønsted slope would correspond to that where the first
step is rate-determining (�1).


2 However the experimental
slope values found (�¼ 0.4 and 0.5 for the reactions of
DNPA and TNPA, respectively) are larger than those
reported for �1 (0.1–0.3),2 suggesting a concerted me-
chanism for the reactions of PAA with those substrates.
In the case of the reactions of the carbonate series, the


� values are in upper limit of those found for the
aminolysis (monomeric amines) of carbonyl compounds
when the mechanism is concerted.2d,4b,7c The same
argumentation about the absence of curvature in the
reactions of PAA with acetates can be made concerning
the reactions of PAAwith aryl methyl carbonates in order
to show that the latter reactions are also concerted.
Furthermore, it is well known that for a stepwise mechan-
ism, the replacement of Me by MeO destabilizes the
tetrahedral intermediate.18 This is due to an inductive
electron-withdrawing effect of the MeO group in the
putative tetrahedral intermediate, which enhances the
push exerted by O� in the intermediate to expel either
the amine or the nucleofuge.18 Therefore, if the mechan-
ism for the reactions of PAA with the acetates is con-
certed, then it should be also concerted for the reactions
with carbonates.
The dependence of the nucleophilic rate constant


(kN), obtained for the reactions of PAA with the acetate
series, on the pKa of the amine (pKapp) and the pKa of the
leaving group (pKlg) is given by Eqn (3) (R2¼ 0.94,
n¼ 18) and that for carbonates by Eqn (4) (R2¼ 0.939,
n¼ 18):


logkN ¼ ð0:45� 0:13ÞpKapp�
ð0:29� 0:02ÞpKlg � ð2:0� 1:0Þ ð3Þ


logkN ¼ ð0:71� 0:13ÞpKapp�
ð0:28� 0:02ÞpKlg � ð4:8� 1:1Þ ð4Þ


The values for the sensitivity to the nucleophile
(�nuc¼ 0.45 and 0.71 for acetates and carbonates,
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Figure 5. Brønsted-type plots for the reactions of PAA with
NPC (*), DNPC (4) and TNPC (&) in aqueous solution at
25.0 �C and an ionic strength of 0.1M (KCl)
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Figure 4. Brønsted-type plots for the reactions of PAA with
NPA (*), DNPA (4) and TNPA (&) in aqueous solution at
25.0 �C and an ionic strength of 0.1M (KCl)
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respectively) were discussed earlier and those for the
sensitivity to the leaving group (�lg¼ � 0.29 and �0.28)
are near the expected value for a concerted mechanism.23


Scheme 2 shows the transition state for the acetate esters
with PAA.
Logarithmic plots of the experimental nucleophilic rate


constant values against those calculated with Eqns (3)
and (4) (not shown) are linear withal a slope of unity and
zero intercept.
The pyridinolyses of NPA,2c DNPA,2d TNPA,2f NPC,3a


DNPC3b and TNPC2f are stepwise, whereas the reactions
of these substrates with PAA are concerted (this work).
The change in mechanism for the latter reactions can be
attributed to greater instability of the tetrahedral inter-
mediate formed with the polyamine or else to a transition
state for the concerted path that is more stable (relative to
reactants) than that for the stepwise reaction. In the same
way, the reactions of DNPC with anilines,4a DNPA with
SA amines2e and NPC with SA amines and quinuclidi-
nes4b are stepwise, in contrast to the reactions of these
substrates with PAA, which are concerted. These results
show the destabilization of the putative tetrahedral inter-
mediate formed with PAA.
It is known that SA amines and quinuclidines destabi-


lize the putative tetrahedral intermediate relative to
anilines and pyridines owing to a better leaving ability
of the two former amines from the intermediate. The
sequence of leaving abilities of monomeric amines
is quinuclidines> SA amines> anilines> pyridines.19


Therefore, considering that the mechanism of the title
reactions is concerted, it is possible that the leaving
ability of PAA from the putative tetrahedral intermediate
is the greatest compared with monomeric amines. There-
fore, the stability of tetrahedral intermediates would
decrease in the sequence pyridines> anilines> SA
amines> quinuclidines> PAA.
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7. (a) Castro EA, Andújar M, Campodónico P, Santos JG. Int. J.


Chem. Kinet. 2002; 34: 309–315; (b) Castro EA, Andújar M, Toro
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Analysis (LISA) is presented. In this analysis both the paramagnetic
l shifts are normalised separately in contrast to previous techniques in


which only the paramagnetic shifts were normalised. This procedure is used together with molecular mechanics
(MMFF94) and ab initio (RHF/6-31G, RHF/6-311G�� and B3LYP/6-311G��) calculations to investigate s-cis/s-trans
isomerism in some a,b-unsaturated aldehydes, ketones and esters. In tiglic aldehyde 1 and trans-cinnamaldehyde 4 the
s-trans conformer predominates with energy differences DE (s-cis–s-trans) of 1.64 and 1.76 kcal/mol. In methyl vinyl
ketone 2 and trans-cinnamyl methyl ketone 5 the populations of the s-cis and s-trans isomers are almost equal (DE
0.24 and 0.0 kcal/mol) and in methyl crotonate 3 and methyl trans-cinnamate 6 the s-cis conformer is more stable (DE
�0.72 and �0.41 kcal/mol). These results are in agreement with both the MMFF94 and ab initio calculated energies
for the compounds except tiglic aldehyde 1 in which all the calculated values are too large and cinnamyl ketone 5. In
this compound the ab initio calculations predict the s-cis form to be more stable than the s-trans in contrast to both the
MM calculations and the observed result which give both forms of equal energy. Also in both the MM and ab initio
calculations phenyl substitution in the ketone (2 vs. 5) considerably stabilises the s-cis form. This is not observed in
practise. In phenyl acetate 7 the B3LYP calculations give two equally stable structures, one planar one non-planar. The
MMFF94 and MP2 calculations and the LIS analysis support the existence of only the non-planar conformer in
solution, which is also the conformation of phenyl acetate in the crystal. Copyright # 2006 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/17/v17.html
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INTRODUCTION


Although many chemists consider that the conjugative
stabilisation of a,b-unsaturated carbonyl compounds
gives only the s-trans conformer (Fig. 1) there is little
evidence to justify this. An early molecular mechanics
investigation2 calculated the energy difference (s-cis–s-
trans) in a number of aldehydes and ketones. For acrolein
(Fig. 1, X, R1, R2, R3¼H) this was 1.6 kcal/mol.3 In 1 this
increased to 3.3 kcal/mol but in 2 the difference was only
0.56 kcal/mol and in cis 1-methyl-1-buten-3-one (Fig. 1,
X, R3¼Me, R1, R2¼H,) the energy difference was
�1.7 kcal/mol. There was little experimental evidence to
confirm these predictions at that time.
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More recently there has been evidence both for and
against the predominance of the s-trans form. Ab initio
calculations on acrolein4 gave the trans form as ca 2 kcal/
mol more stable than the cis. A LIS analysis5 using only
Eu(fod)3


1H LIS values gave 10% s-cis for 1 and 27% s-cis
for 2 in solution. An IR and Raman study6 of 2 in the vapour
gave DE 0.80 kcal/mol. The IR spectrum of the s-cis form
could not be detected in the solid7 and the rotational
spectrum of the s-cis form could not be detected in the
vapour.8 A recent theoretical study9 suggested that the s-cis
form was destabilised by steric interactions between the
C——O and the cis ethylene proton. An IR investigation on
methyl acrylate10 gave DE 0.33 kcal/mol in CS2 solution
assuming the s-trans form as the more stable form.
However, a more recent electron diffraction study11 using
ab initio geometries gave the ratio of s-cis–to-trans as 2:1.
This agrees with the earlier value of the energy difference
but the conformer stabilities are reversed.


There are few investigations of the s-cis/s-trans ratio
in the phenyl compounds. IR studies12,13 suggested that
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Figure 1. Conformational isomerism in a,b-unsaturated
carbonyl compounds


CONFORMATIONAL ANALYSIS OF a,b-UNSATURATED CARBONYL COMPOUNDS 385

4 exists almost entirely in the s-trans form but in 5 the s-
cis/s-trans ratio was ca 43:57%. An NMR/NOE study of 6
concluded that the s-cis form is slightly favoured over the
s-trans form.14


These somewhat conflicting results suggested that it
would be useful to examine the s-cis/s-trans isomerism of
different a,b-unsaturated carbonyl compounds with the
same technique and we present the results of an investigation
on simple aldehydes, ketones and esters and similar phenyl
compounds (Fig. 1) using LIS together with theoretical
calculations. In order to increase the definition in the LIS
experiments (as discussed below) methyl and phenyl
derivatives were used. All the compounds examined may
exhibit conformational flexibility. In addition a correspond-
ing investigation of the conformation of phenyl acetate 7 in
solution is given. The structure in solution of 7 is unknown
but the crystal structure is non-planar with the phenyl ring at
an angle of 428 with the ester group.15

THEORY


Previous LIS investigations in our laboratories have
demonstrated the importance and utility of the LIS

Figure 2. The LIRAS3 (a) and LIRAS4 (b) Lanthanide coordinatio


Copyright # 2006 John Wiley & Sons, Ltd.

method in determining the structures and conformations
of a variety of molecules in solution1,16–21 and the
essential conditions necessary for successful LIS studies
have been given. Amongst these are the determination of
only one or two molecular parameters (e.g. a torsional
angle or conformer ratio) and both the quality and the
comprehensiveness of the experimental data. In particu-
lar, (i) Yb(fod)3-induced shifts (DMi) are collected for all
the 1H and 13C nuclei of the substrate, (ii) La(fod)3 or
preferably Lu(fod)3 is used to evaluate diamagnetic
complexation contributions (DDi), (iii) pseudocontact
contributions (DM–DD)i are simulated according to the
McConnell–Robertson equation and a chemically reason-
able multi-site complexation model is used.16 Recent very
accurate ab initio calculations22 on carbonyl complexes in
which the C——O..M (M——H,B etc.) angle is ca. 1208
strongly support the use of multi-site models for such
weak interactions.


The lanthanide coordination models used for the
carbonyl group in our previous LIS investigations are the
two-site and four-site models of LIRAS3 and the three-
site model of LIRAS4. In the two-site model, the
lanthanide is assumed to complex along the C——O lone
pairs and the complexation coordinates are given by R,w,
c (Fig. 2a). In order to take account of the two C——O lone
pairs without doubling the number of parameters the
lanthanide position is reflected in the x-z plane (Fig. 2a)
but the populations of the two sites may be varied from 0
to 100%. Thus four parameters are required to fix the
lanthanide coordinates and populations. In the more
diffuse four-site model (not shown in Fig. 2) the
lanthanide position is reflected about both the x-z and
x-y planes. The population of the two couples of sites
reflected about the x-z plane may be varied as in the two-
site model but the population of those reflected about
the x-y plane is kept constant at 50:50. Note that the two-
site model becomes a one-site model when the lanthanide
populations are 0 or 100% and for a planar substrate
molecule the two-site and four-site models are identical.


The LIRAS4 model of Fig. 2b was constructed to take
account of the very different coordination geometry when
a lanthanide complexes to a sulphone21 or sulphoxide22


group. The S—O bond is more appropriately considered

n models
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as a single bond rather than as a double bond and the
model was modified accordingly. In this model there are
three possible coordination sites separated by 1208
dihedral angles from the three lone pairs on the sp3


hybridised oxygen atom. These may be rotated an angle b
about the S—O bond and their populations may be varied
from 0 to 100%. This coordination model has the same
number of variables as LIRAS3. Full details of these
programmes have been given.16


There are, however, some deficiencies in this treatment.
Lutetium is more similar to Ytterbium than Lanthanum
(the atomic radii are 85.0, 85.8 and 101.6 pm respect-
ively) and is therefore a better model than lanthanum for
the diamagnetic effects of Ytterbium. There are, however,
still differences between Lutetium and Ytterbium ions
and this could affect the weighting of the diamagnetic
contribution. In the LIS calculations the agreement factor
(Rx) is obtained by normalising the experimental and
calculated shifts.16 This is necessary as the equilibrium
constants for the Yb Substrate (and Lu Substrate)
equilibria are not known. In our previous work these
were assumed to be identical. This assumption may be
removed by normalising the diamagnetic contribution as
in Eqn (1) where f is a normalising factor to be determined
(¼1 if Lu(fod)3 was identical to Yb(fod)3).


DMPC ¼ DM � fDD (1)


Also errors can be introduced into the LIS analysis by
small amounts of impurity in the commercial Yb(fod)3.23


This would not affect the calculations if only the
paramagnetic shifts were considered but this is not
the case when the diamagnetic shifts are included as the
normalised values of DMPC will be affected by these
factors. Again these errors can be reduced by using
the diamagnetic normalising factor. The LIRAS3 and
LIRAS4 programs have now been rewritten to include
this new treatment and are termed LISA3 and LISA4. In
the new treatment there are now six unknown parameters,
four to define the lanthanide-substrate coordination
geometry and the site populations and the two normal-
izing factors. Thus six equations are required to define the
system. The least well-defined compound considered is 2
in which eight LIS are measured. Compounds 1,3,7 have
nine LIS and 4,5,6>12 LIS, thus all the systems are over-
determined.

COMPUTATIONAL


As has been mentioned previously, ab initio theory at
various levels of sophistication has been used to deduce
the geometries and energies of these molecules. Wiberg
et al.4 used geometries minimised at the MP2/6-31G��


level with single point energies calculated at the higher
MP3/6-311þþG�� level to obtain the s-cis/s-trans
energies of acrolein. Garcia et al.9 stated that geometries

Copyright # 2006 John Wiley & Sons, Ltd.

minimised at the RHF/6-31G� level were adequate
provided that single point energies were calculated at
high levels. They used the same level as Wiberg4 to
calculate s-cis/s-trans energies in 2 and methyl acrylate.
Egawa et al.11 used geometries minimised at the RHF/4-
31G� level to provide structural constraints for their
analysis of the electron diffraction pattern of methyl
acrylate. Recently a systematic study of ab initio methods
for small molecules was given and the B3LYP calculation
with a reasonably large basis set such as 6-311G�� was
shown to give good general agreement with experiment
for small molecule geometries and energies.33


In order to differentiate the effects of the method of
calculation and the basis set, we have used first the RHF
method with the 6-31G basis set, then the RHF method
with an extended basis set (6/311G��) and finally the
B3LYP calculation with the same extended basis set to
calculate the molecular geometries and energies. Com-
parison of these different methods with both the
molecular mechanics energies and the observed data is
of some interest (as discussed below).


Recent advances in ab initio methods have included
solvation in the calculations. Awell known example is the
polarisable continuum model (PCM) of Tomasi et al.34 It
has been noted35 that this model is the quantum
mechanical version of the classical Onsager solvation
model and as such the energy difference between two
conformers with similar dipole moments will not be
affected by the solvent. In the molecules investigated here
there is no evidence and no expectation of any appreciable
change in the conformer energy with solvent. This is in
direct contrast to conformer energies of molecules with
two polar functional groups, such as 2-halocycohex-
anones or furfural, which are strongly dependant on the
solvent.36

EXPERIMENTAL


All samples were obtained commercially (Aldrich).
Compounds 1–4 were distilled before use, all the others
used directly for the LIS experiments. The solutions were
made up as 0.5 M in CDCl3 which had been stored for at
least 24 h over molecular sieves prior to use. The shift
reagent Yb(fod)3 is available commercially while
Lu(fod)3 was prepared following Springer et al.24 The
shift reagents were dried in vacuo over P2O5 at ca. 35 8C
for 24 h, and maintained in vacuo over P2O5 between
successive additions to the sample. Three additions of
Yb(fod)3 (ca. 15–20 mg each) were weighed directly in
the NMR tube. The plots of chemical shift vs. r (the
ligand/substrate molar ratio) were checked for linearity
(all correlation coefficients >0.9992) and for the intercept
at the origin (a good test for any impurities). The slopes
obtained are the DM values recorded. The diamagnetic
shifts (DD) were obtained from identical experiments
using Lu(fod)3. The LIS measurements for compounds 1
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and 2 were performed on a Varian Gemini 200
spectrometer operating on 1H and 13C at 22 8C. Digital
resolution was better than 0.09 Hz for the proton spectra
and 0.36 Hz for the carbon spectra. A 4 sec pulse delay
was used for the accumulation of the carbon spectra. The
measurements for compounds 3–7 were recorded on a
Bruker AMX-400 spectrometer at 20 8C. Typical spectral
widths were 1H, 6000 Hz with 128 K transform, C-13
23,000 Hz with 128 K transform using a line broadening
of 2.0 Hz.

RESULTS


Spectral assignments


The spectral assignments were straightforward and
agreed with previous literature assignments.12,14,25 The
observed chemical shifts (di), LIS values (DMi) and
diamagnetic shifts (DDi) are given in Tables 1 and 2. The
nomenclature used follows Fig. 1.

The molecular geometries


The initial molecular geometries were taken from
molecular mechanics (PCMODEL with the MMFF94
force field)26 and ab initio optimisations (GAUSSIAN98
at the RHF/6-31G, RHF/6-311G�� and B3LYP/6-311G��


levels and basis sets).27


A selection of the more important bond lengths (Å) and
bond and dihedral angles (degrees) for 1, 2 and 3 is given
in the supplementary material. In both conformers of
these compounds all the calculations give a planar carbon
skeleton and the heavy atom dihedral angles are all 0 and

Table 1. 13C and 1H chemical shifts (d), LIS values (DM) and dia


1


CHO C2 C3 C4


da 195.20 140.49 149.56 14.83
DMb 140.32 50.18 32.46 13.78
DDc 6.35 0.14 7.43 0.77


2


C1 CO C3 C4


da 26.27 198.95 137.38 128.97
DMd 54.93 131.00 54.14 33.25
DDe �1.20 8.39 �1.23 5.04


3


CO C2 C3 C4


da 167.23 122.76 144.96 18.21
DMf 138.57 58.52 37.94 9.94
DDg 5.14 �1.16 5.83 0.00


a [S]0 0.5 Ml�1


b Yb(fod)3 experiment: r� 10�2 0.00, 1.87, 4.31, 9.64, corresponding coefficien
c Lu(fod)3 experiment: r� 10�2 0.00, 4.02, 7.13, 10.49, corresponding coefficien
d Yb(fod)3 experiment: r� 10�2 0.00, 4.39, 7.49, 13.74, corresponding coefficie
e Lu(fod)3 experiment: r� 10�2 0.00, 3.79, 5.48, 8.88, corresponding coefficient
f Yb(fod)3 experiment: r� 10�2 0.00, 2.65, 5.45, 8.13, 11.00, corresponding coe
g Lu(fod)3 experiment: r� 10�2 0.00, 1.37, 2.72, 4.20, 5.72, corresponding coef
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1808. In 1 in both conformers the methyl groups are
oriented such that a proton of each methyl is coplanar
(eclipsed) to the double bond. The distance between these
protons is calculated as 2.10 Å (PCMODEL) or 2.19 Å
(RHF/6-311G��). All the calculations give the s-trans
form of 1 as much more stable than the s-cis form, the s-
trans form of 2 as more stable but with a much smaller
energy difference and the s-cis form of 3 more stable than
the s-trans.


The geometries of the phenyl compounds 4–6 are very
comparable to those of the corresponding 1–3 except for
the phenyl group. The phenyl group is a regular hexagon;
the C3—C10 bond length is 1.470� 0.005 Å and the C2—
C3—C10 angle equals 127.5� 0.58. The phenyl group is
also coplanar with the double bond in the ab initio
geometries but makes a dihedral angle (C2—C3—C10—
C20) of 368 with the C——C bond in the PCMODEL
geometry. More complete data are given in Refs. [28] and
[29]. NOE work14 on 6 suggested the existence of
conformations with the OMe anti to the CO group so
we also took this possibility into account. However,
these forms were found to be much less stable
than the corresponding syn ones in all the calculations,
(e.g. B3LYP/6-311G��: DE(syn-anti)s-cis¼ 9.0 kcal/mol,
DE(syn-anti)s-trans¼ 12.4 kcal/mol) or even did not
correspond to an energy minimum, as in the case of
the s-trans form in the PCModel or RHF/6-31G
calculations.


For 7 all the theoretical calculations gave the ester
group in the favoured cis conformation with the C—O—
C——O dihedral equal 08. This leaves only the phenyl ring
conformation to be obtained. The crystal structure was not
planar with the phenyl dihedral angle of 458 and the C—
O—C angle of 1198. The PCMODEL and MP2
geometries are similar with the corresponding angles

magnetic shifts (DD) for compounds 1, 2 and 3


2-CH3 CHO H3 H4 2-CH3


8.88 9.40 6.61 1.99 1.75
37.36 76.70 21.43 11.15 32.67
�0.46 �0.11 0.19 0.05 �0.05


H1 H3 H4n H4x


2.26 6.31 6.16 5.88
37.01 40.80 28.51 15.87
0.19 0.27 0.32 0.24


OCH3 H2 H3 H4 OCH3


51.60 5.85 6.98 1.88 3.72
47.98 36.57 33.62 6.12 35.75
2.18 0.19 0.32 �0.09 0.16


ts> 0.9993.
ts> 0.9988.


nts> 0.9993.
s> 0.9950.
fficients> 0.9998.
ficients> 0.9989.
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Table 2. 13C and 1H chemical shifts (d), LIS values (DM) and diamagnetic shifts (DD) for compounds 4, 5, 6 and 7


4


CO C2 C3 C10 C20.60 C30.50 C40 CHO H2 H3 H20.60 H30.50 H40


da 193.66 128.59 152.75 133.99 128.49 129.10 131.27 9.70 6.71 7.48 7.56 7.44 7.44
DMb 171.59 62.88 37.70 15.27 12.07 6.93 7.29 87.06 53.02 26.20 11.19 4.89 3.87
DDc 6.71 �1.02 6.47 0.0 1.12 0.51 1.66 0.0 0.0 0.0 0.0 0.0 0.0


5


C1 CO C3 C4 C10 C20.60 C30.50 C40 H1 H3 H4 H20.60 H30.50 H40


da 27.50 198.29 127.16 143.39 134.44 128.25 128.97 130.50 2.38 6.71 7.51 7.54 7.39 7.39
DMd 71.61 170.92 69.99 47.25 16.61 11.72 6.25 6.51 47.24 50.60 42.52 10.01 3.70 3.01
DDe �0.31 8.29 �1.21 6.27 �0.44 1.12 0.42 1.63 0.0 0.0 0.25 0.0 0.0 0.0


6


CO C2 C3 C10 C20.60 C30.50 C40 OCH3 H2 H3 H20.60 H30.50 H40 OCH3


da 167.31 117.81 144.78 134.38 128.00 128.83 130.21 51.58 6.44 7.69 7.51 7.37 7.37 3.80
DMf 135.69 56.26 34.52 9.21 4.97 1.63 2.08 48.20 36.00 31.55 3.48 0.67 0.67 36.06
DDg 4.90 �1.59 4.10 �0.49 0.56 0.10 0.96 2.18 0.14 0.15 0.0 0.0 0.0 0.17


7


CH3 CO C1 C2,6 C3,5 C4 CH3 H2,6 H3,5 H4


da 21.10 169.45 150.77 121.57 129.42 125.82 2.27 7.08 7.36 7.21
DMh 59.28 144.55 44.82 27.34 11.05 8.28 36.16 26.62 4.19 2.62
DDi �0.31 6.00 �0.31 �0.42 0.12 0.71 0.0 0.0 0.0 0.0


a [S]0 0.5 Ml�1.
b Yb(fod)3 experiment: r� 10�2 0.00, 4.18, 7.17, 10.84, corresponding coefficients> 0.9996.
c Lu(fod)3 experiment: r� 10�2 0.00, 2.90, 5.30, 11.85, corresponding coefficients> 0.9975.
d Yb(fod)3 experiment: r� 10�2 0.00, 1.85, 5.39, 10.33, corresponding coefficients> 0.9996.
e Lu(fod)3 experiment: r� 10�2 0.00, 3.80, 5.84, 9.84, corresponding coefficients> 0.9966.
f Yb(fod)3 experiment: r� 10�2 0.00, 5.46, 8.85, 13.77; corresponding coefficients> 0.9995.
g Lu(fod)3 experiment: r� 10�2 0.00, 3.65, 7.53, 11.93, corresponding coefficients> 0.9990.
h Yb(fod)3 experiment: r� 10�2 0.00, 1.66, 3.33, 4.77; corresponding coefficients> 0.9996.
i Lu(fod)3 experiment: r� 10�2 0.00, 1.42, 3.09, 4.49, corresponding coefficients> 0.9990.
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588 and 1168 (PCMODEL) and 428 and 1178 (MP2). The
B3LYP minimisation produced two geometries. The
higher energy one was a flat geometry having the ester
group in the plane of the phenyl ring. The lower energy
conformer has the ester group out of the plane by 648 and
a C—O—C angle of 1208. The energy difference between
the two conformers was only 0.16 kcal/mol.

Conformational analysis


The LIS data in Tables 1 and 2 may now be used to
investigate the conformational equilibria in these com-
pounds. It is important to restate the caveat mentioned
earlier, that due to the small number of LIS only one or two
unknowns can be investigated in any given system. Here we
will attempt to determine the conformational equilibria, that
is the ratio of the s-cis and s-trans forms in these
compounds. For the ketones studied previously any solution
(observed minus calculated shifts) with an agreement factor
(Rx)� 1.0% (i.e. 0.01) and with all calculated LIS within
1.0 ppm of the observed shifts was regarded as an
acceptable solution.16 The compounds considered here
have similar LIS thus this limit may be adopted here.

Tiglic aldehyde 1


The analysis of the observed LIS was carried out using the
LISA3 program incorporating the two-site or four-site

Copyright # 2006 John Wiley & Sons, Ltd.

coordination model. These give the same answer for a
planar molecule thus as all the heavy atoms are in one
plane and the out-of-plane hydrogens are rapidly inter-
converting their positions they give identical answers here.
None of the geometries gives an acceptable answer for the
s-cis form (Rx> 10.0) and only one of the ab initio
geometries a barely acceptable answer for the s-trans form.
However, when a combined z-matrix is constructed
involving proportions of both forms the answers are very
different. In every case excellent agreement was obtained
for a large majority of the s-trans form (Table 3). The
percentage of s-trans for the best agreement is 89%
(PCMODEL) and 92, 95 and 95% for the three ab initio
geometries. We conclude that 1 is largely in the s-trans
form in solution with 6� 1.5% of the s-cis form, which
corresponds to an energy difference of 1.64� 0.1 kcal/mol.

Methyl vinyl ketone 2


For 2 as for 1 the two-site and four-site models of LISA3
give identical answers. Analysis of the LIS with LISA3
showed again that no geometry gave an acceptable
solution for either the s-cis or s-trans form. When they
were combined the answers were much better. The LIS
analysis is illustrated in Fig. 3a. All the geometries gave
excellent agreement for 59–60% s-trans (Table 3),
corresponding to an energy difference (s-cis–s-trans) of
0.24 kcal/mol.
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Table 3. LISA3 analysis of compounds 1, 2 and 3


Compound Method Percentage of s-trans Rx(%) R (Å) f (8) c (8)a Population (%)b f c


1 PCMODEL 89 0.465 2.70 72 121 100 0.85
RHF/6-31G 92 0.448 2.60 80 123 100 0.90
RHF/6-311G�� 95 0.399 2.61 83 125 100 0.85
B3LYP/6-311G�� 95 0.485 2.70 70 124 100 0.95


2 PCMODEL 60 0.508 2.89 61 140 25 0.65
RHF/6-31G 59 0.326 2.84 62 142 26 0.65
RHF/6-311G�� 59 0.113 2.84 67 142 26 0.60
B3LYP/6-311G�� 59 0.552 2.83 69 143 29 0.65


3 PCMODEL 24 0.320 2.58 66 167 15 0.60
RHF/6-31G 21 0.443 2.51 80 168 1 0.65
RHF/6-311G�� 23 0.429 2.57 88 161 28 0.60
B3LYP/6-311G�� 23 0.400 2.60 79 160 29 0.65


a two-site model.
b Percentage of population anti to the C==C bond.
c Diamagnetic normalising factor.
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Methyl crotonate 3


In this case there are in principle four possible conformers
as the ester methyl group can be either cis or anti to the
carbonyl group. We have shown earlier that all the
calculations give the cis orientation to be much more
stable than the anti. This is observed experimentally
unless there are large steric interactions involved (e.g.
t-butyl acetate).30 We will therefore not consider the anti
methyl conformer henceforth. With this resolved the
conformational analysis of this compound was virtually
identical to that of 2 above, with a planar heavy atom
skeleton for both conformers and the hydrogens
symmetrical about this plane. Analysis of the LIS with
LISA3 showed again that no geometry gave an acceptable
solution for either the s-cis or s-trans form. When they
were combined the solutions were much better. The best
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Figure 3. (a) Rx vs. percentage of the s-trans form in 2 and (b) Rx v
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agreement was for 24% s-trans (PCMODEL) and 21, 23
and 23% for the ab initio geometries all with excellent Rx


(Table 3 and Fig. 3b). The results are consistent with 23%
of the s-trans form corresponding to an energy differe-
nce (s-cis–s-trans) of �0.72 kcal/mol. Noteworthy in
Fig. 3a,b is the sharp definition of the minima, giving very
accurate results.

trans Cinnamaldehyde 4


The s-trans form gave an unacceptable agreement for the
PCMODEL geometry (Rx¼ 1.189) but acceptable values
of 0.642 and 0.440 and 0.678 for the ab initio geometries.
Much better agreement was obtained when small amounts
of the s-cis conformer were included in the z-matrix.
The agreement factors and lanthanide coordination
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Table 4. LISA3 analysis of compounds 4, 5, 6 and 7


Compound Method Percentage of trans Rx (%) R (Å) f (8) c (8)a Population (%)b f c


4 PCMODEL 90 0.452 2.56 50 139 100 1.00
RHF/6-31G 94 0.375 2.37 55 149 100 1.00
RHF/6-311G�� 98 0.376 2.40 55 154 100 1.00
B3LYP/6-311G�� 94 0.436 2.50 53 145 100 1.00


5 PCMODEL 50 0.558 2.87 60 141 20 0.95
RHF/6-31G 50 0.862 2.73 70 145 22 1.00
RHF/6-311G�� 51 0.826 2.65 78 150 24 0.95
B3LYP/6-311G�� 51 1.011 2.61 82 151 25 0.95


6 PCMODEL 29 0.559 2.56 63 164 28 0.55
RHF/6-31G 30 0.642 2.43 77 168 13 0.55
RHF/6-311G�� 36 0.913 2.47 76 167 16 0.65
B3LYP/6-311G�� 30 0.697 2.45 101 168 13 0.60


7


GEOM Population (%)g


Crystal 54d, 121e 0.427 3.30 24 134 100 0.45
PCMODEL 54d, 118e 0.740 2.78 50 145 96 0.15
MP2/6-31G�� 56d, 117e 0.748 3.22 26 134 100 0.50
B3LYP/6-311G��f 59d, 117e 0.728 3.24 26 136 100 0.80


a two-site model.
b Percentage of population anti to the C==C bond.
c Diamagnetic normalising factor.


d Phenyl dihedral angle.
e C–O–C angle.
f On-planar geometry.
g The percentage of population is anti to the ester oxygen.
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geometries for these solutions are given in Table 4.
The best agreement was for 10% s-cis (PCMODEL) and
6, 2 and 6% for the ab initio geometries. Thus 4 is mainly
in the s-trans form in solution with ca 6% of the s-cis
form, corresponding to an energy difference of 1.76 kcal/
mol.

trans-Cinnamyl methyl ketone 5


Neither of the pure conformers gave acceptable agree-
ment in the analysis with Rx values of ca 6% in all cases.
Again a combined z-matrix gave much better results. The
best agreement for all the geometries considered was for
50:50% of the two conformers. The agreement factors
(Rx) and lanthanide coordination geometries are given in
Table 4.

trans Methyl cinnamate 6


The LISA analysis of 6 proceeded in similar fashion to
that of methyl crotonate 3. The conformers with the O-
methyl anti to the carbonyl group may be ignored for the
same reasons as in 3. Using only the s-cis and s-trans
geometries gives again poor agreement in the LISA
analysis for all the geometries considered. Varying the s-
trans/s-cis ratio gave better agreement with the best
agreement for 61–65% s-cis form but the Rx values were
still ca. 1.3–2.4% well above the recommended limit

Copyright # 2006 John Wiley & Sons, Ltd.

(1%). In previous LIS investigations on esters19 the ether
oxygen bond angle (C—O—C) was observed to be very
flexible. In the calculated geometries the angle varies
from 1148 (PCMODEL) to 1218 (6-31G) (also see 7
below) and an attempt was made to see if changing this
angle would give any better agreement. Reducing the
angle to 1108 (PCMODEL) and 1138 (ab initio) gave
better agreement, but this was still not good enough for
the ab initio geometries. When the methyl and phenyl
orientation in the ab initio geometries were altered to
agree with the PCMODEL geometry (methyl staggered to
CO and phenyl 348 out of the molecular plane) all the
geometries gave good agreement (Table 4). From the
values in Table 4 the percentage of s-trans is 32� 2%
which corresponds to an energy difference (s-cis–s-trans)
of �0.41� 0.05 kcal/mol.

Phenyl acetate 7


The conformation of this compound was required for an
investigation of the effect of the ester group on 1H NMR
chemical shifts.31 The conformation is unknown in
solution and the theoretical calculations did not give an
unambiguous geometry. The only unknown parameters
are the conformation of the ester group and the dihedral
angle made with the phenyl group. Thus two dihedral
angles need to be determined, the C—O—C——O and
Cortho—C1—O—C angles.

J. Phys. Org. Chem. 2006; 19: 384–392
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Some of the geometries of phenyl acetate produced
were not planar. For example carbons C1 and C4 of the
phenyl ring are not exactly in the plane of the ester group.
For this reason the four-site model of LISA3 was
preferred to the two-site model. It is also chemically more
reasonable and also gave much better and more consistent
results. The LISA3 analysis with the observed LIS gave
very different results for the different geometries used. Rx


varied from ca. 1.0 for the crystal, PCMODEL and MP2
geometries to 1.46 for the non-planar B3LYP geometry
and a quite unacceptable value of 8.7 for the flat B3LYP
geometry. An iterative search was then performed varying
both the phenyl dihedral angle and the C—O—C bond
angle (see above) for the calculated geometries. These
results are given in Table 4 together with the coordination
geometries.


All the LIS analyses iterated to give good agreement
except for the flat B3LYP geometry which even after
optimising the C—O—C angle still gave a totally
unacceptable agreement factor. This shows conclusively
that the flat geometry is unacceptable. Note also that the
final geometries when optimised through LISA give
consistent values of both the C—O—C angle (ca. 1188)
and the phenyl dihedral angle (558). The optimised
structures are also very similar to the crystal structure
except that the phenyl ring dihedral angle increases from
458 in the crystal to ca. 558 in solution. This difference
could well be due to crystal packing forces. These results
show clearly that the conformation of phenyl acetate in
solution is similar to the conformation in the crystal with
the ester group out of the phenyl ring plane. The
lanthanide coordination geometries given in Table 4 are
of interest in that the coordinates for the PCMODEL
geometry are quite different from those of the other
geometries. This may be due to the very different
geometry of the ester group in the PCMODEL structure.
The O——C—O angle is 1278 cf 1228 in the crystal and this
may be the reason.

Table 5. Observed versus calculated energy differences (s-cis–s-


Compound


Energy differen


PCMODEL RHF/6-31G RHF/6-311G


1 3.10 2.54 3.25
2 0.64 0.58 0.31
3 �0.64 �0.65 �0.70
4 1.80 0.85 1.40
5 �0.11 �1.34 �0.92
6 �0.88 �0.75 �0.81


a Ref. 5,
b Ref. 6,
c Ref. 10,
d Ref. 11,
e Ref. 13.


Copyright # 2006 John Wiley & Sons, Ltd.

DISCUSSION


The observed and calculated conformer energies are
given in Table 5 and are of some interest. Wiberg et al.32


examined the source of the conjugation in butadiene and
acrolein and concluded that the description of p-electron
system given by the simple Huckel approach is essentially
correct. They did not consider conformer energies as there
was insufficient data available at that time to compare
with the theoretical calculations. The conformer energies
obtained here are in good agreement with those reported
earlier for 1,2,3 and 5. The conformer energies calculated
by PCMODEL are also in good agreement with those
obtained here, the only exception being (1) in which the
calculated value is rather high and this is also the case for
the ab initio calculated energies for (1). The ab initio
calculated energies are also in good agreement with the
observed data for all the compounds except methyl
cinnamyl ketone (5) in which the calculations give the s-
cis form as more stable than the s-trans form by 0.9–
1.3 kcal/mol whereas PCMODEL gives equal energies for
the two forms in agreement with the observed data. Thus
for this set of molecules the MM program PCMODEL
gives as reliable conformer energies as any of the three ab
initio calculations used. An intriguing trend in the MM
and ab initio calculations is that the introduction of the
phenyl group in the ketone (2 vs. 5) stabilises the s-cis
form by ca. 1–2 kcal/mol. but this does not occur in the
ester (3 vs. 6). This is not shown in the observed data, in
which the introduction of the phenyl group in both
molecules has very little effect on the conformer energies.


The lanthanide complexation geometries and crystal-
lographic agreement factors Rx for the best solutions for
compounds (1)–(4) are given in Tables 3 and 4. We note
that the lanthanide population is as expected almost
entirely anti to the double bond in the aldehydes and
ketones but anti to the ester oxygen in all the esters. In
phenyl acetate the lanthanide population is also anti to the

trans) for the compounds investigated


ces (s-cis–s-trans), kcal/mol


�� B3LYP/6-311G��


Experimental


LISA Other


3.07 1.64 1.31a


0.85 0.24 0.59a, 0.80b


�0.85 �0.72 �0.33c, �0.41d


1.21 1.76
�1.00 0.0 0.17e


�0.97 �0.41
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ester oxygen but the y-axis has been reversed in this
analysis.
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ABSTRACT: Vitamin C (L-ascorbic acid) protects human health by scavenging toxic free radicals and other reactive
oxygen species formed in cell metabolism. The surplus supplementation of vitamin C, however, may be harmful to
health because the level of 8-oxoguanine and 8-oxoadenine in lymphocyte DNA varies remarkably. In the process of
the kinetic investigation on the 2,20-azobis(2-amidinopropane dihydrochloride) (AAPH)-induced autoxidation of
glycerol trioleate (GtH) in the micelles of cetyl trimethyl ammonium bromide (CTAB), sodium dodecyl sulfate (SDS)
and Triton X-100, the addition of vitamin C accelerates the autoxidation of GtH even in the absence of the free radical
initiator, AAPH. The initiating rate, Ri, of vitamin C (VC)-induced autoxidation of GtH is related to the micelle
charge, i.e. Ri¼ 14.4� 10�6 [VC] s�1 in SDS (anionic micelle), Ri¼ 1961� 10�6 [VC] s�1 in Triton X-100 (neutral
micelle) and Ri is a maximum in CTAB (cationic micelle) when the vitamin C concentration is �300mM. Thus,
vitamin C can initiate autoxidation of GtH in micelles, especially in the neutral one. Moreover, the attempt to explore
whether �-tocopherol (TocH) could rectify vitamin C-induced autoxidation of GtH leads us to find that the rate
constant of TocH reacting with the anionic radical of vitamin C (VC.�), k�inh, is �103M�1 s�1, which is less than that
of the �-tocopherol radical (Toc.) with vitamin C (kinh¼ �105 M�1 s�1). Thus, the equilibrium constant of the
reaction Toc.þVC�ÐTocHþVC.� is prone strongly to the regeneration of Toc. by vitamin C rather than the reverse
reaction. Copyright # 2006 John Wiley & Sons, Ltd.


KEYWORDS: vitamin C; �-tocopherol; glycerol trioleate; micelle; prooxidant; autoxidation


INTRODUCTION


Vitamin C (L-ascorbic acid) is an important antioxidant
that efficiently scavenges toxic free radicals and other
reactive oxygen species (ROS) formed in cell metabo-
lism. It also acts as a co-substrate of many essential
dioxygenases, regenerating enzyme, and plays a role in
gene expression.1 In particular, esterifying the 6-hydroxyl
by fatty acid to enhance its lipophilicity2 makes it a more
effective antioxidant than its parent against free-radical-
induced peroxidation of human low-density lipoprotein
(LDL)3 and erythrocytes.4 In addition, it can play a
mutually protective role with �-tocopherol (TocH) in
the reaction Toc.þVC! TocHþVC.�,5 for which
the rate constant is kinh �105 M�1 s�1.6 However, the
result of the present study reveals that surplus
supplementation of vitamin C to healthy people leads to
levels of 8-oxoguanine and 8-oxoadenine in their lym-
phocyte DNA that vary remarkably, implying that


vitamin C could exhibit a prooxidant property in vivo.7


Hence, whether the prooxidative behavior of vitamin C
can be validated in a chemical reaction system and what
the kinetic circumstances are in the prooxidative process
of vitamin C are major investigations in this work.
Linoleic acid is generally the substrate in the kinetic


research of a free-radical-related reaction because
a biallyl position in its carbon chain is very susceptible
to free-radical-induced peroxidation, and cetyl trimethyl
ammonium bromide (CTAB), sodium dodecyl sulfate
(SDS) and Triton X-100 are always applied to mimic
the cationic, anionic and neutral media, respectively.8


However, in this work glycerol trioleate (GtH) is chosen
to be the substrate in order to mimic erythrocyte mem-
brane. Moreover, the major unsaturated fatty acid in
human erythrocyte membrane is oleic acid, and the
structure of GtH is similar to phosphoglyceride.9,10
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Furthermore, it is possible for the six allyl positions in
GtH (as the arrows show) to be attacked by free radicals
generated from the decomposition of a water-soluble azo
compound, 2,20-azobis(2-amidinopropane dihydrochlor-
ide) (AAPH) (R—N——N—R, where R¼C(CH3)2C(——
NH)NH2), at 37


�C, for which the free radical generation
rate, Rg, can be calculated by Eqn (1).11


Rg ¼ 1:3� 10�6½AAPH�s�1 ð1Þ


Thus, presented here is a series of kinetic data indi-
cating that vitamin C accelerates the autoxidation of
GtH in the micelles of SDS, CTAB and Triton X-100,
respectively.


EXPERIMENTAL


Glycerol trioleate, vitamin C, SDS and CTAB were pur-
chased from Sino-western Chemical Ltd (Beijing, China)
and AAPH, TocH and Triton X-100 were from Aldrich,
used as received. The AAPH was dissolved in phosphate-
buffered saline (PBS, which contains 5mM Na2HPO4 and
5mM NaH2PO4, pH7.0). The SDS, CTAB and Triton
X-100 were dissolved in PBS to reach concentrations of
100, 20 and 20mM, respectively, and agitated ultrasonically
to form micelles. Glycerol trioleate was dispersed in
various micelle–PBS solutions ultrasonically and kept at
ambient temperature under an atmosphere of oxygen. �-
Tocopherol was also dispersed into the corresponding
micelle–PBS solution just before the experiment.
The process of AAPH-induced peroxidation of GtH


was followed in situ by SP-3 oxygen uptake apparatus
equipped with an oxygen electrode that was sensi-
tive to oxygen concentrations as low as 10�8


M (Shang-
hai Institute of Phytobiology, Chinese Academy of
Sciences). Figure 1 displays a typical oxygen uptake
chart, with every determination repeated at least three
times and an experimental error within 10%. Statistical
analysis of the relationship between the concentration
of vitamin C and the initiating rate, Ri, was performed
by one-way ANOVA using Origin 6.0 professional
software.


RESULTS AND DISCUSSION


Deduction of kinetic equations based on
oxygen uptake determination in the
process of AAPH-induced peroxidation


It has been proved that the free radical (R.)-induced
peroxidation of polyunsaturated fatty acids (LH) in
micelles follows the same rate law as that in hom-
ogeneous solutions,12 which can be represented by the
following procedure:


Initiation:


R� N ¼ N� R!kd 2eR: þ N2 þ ð1� eÞR� R ð2Þ


R: þ O2 !fastROO: ð3Þ


ROO: þ LH ! ROOHþ L: ð4Þ


Propagation:


L: þ O2 !fastLOO: ð5Þ


LOO: þ LH!kp LOOHþ L: ð6Þ


Termination:


LOO: þ LOO:!2kt non-radical product ðNRPÞ ð7Þ


where kd, kp and kt are rate constants for decom-
position of the initiator, chain propagation and termi-
nation, respectively; and e designates the fraction of
the initiator that is effective in initiating the peroxida-
tion due to the cage effect of the solvent. Based on the
steady-state kinetic treatment, the rate of oxygen
uptake in the period of propagation, Rp, can be
expressed as Eqn (8).13,14


Rp ¼ �d½O2�=dt ¼ ðkp=ð2ktÞ0:5ÞR0:5
i ½LH� ð8Þ


Figure 1. Oxygen uptake curves recorded during the AAPH-
induced autoxidation of glycerol trioleate (GtH) in the micelles
of SDS (a), CTAB (b) and Triton X-100 (c). Vertical arrow
indicates the addition of �-tocopherol in concentrations of
5.08mM (a), 20.0mM (b) and 15.2mM (c). [AAPH]¼ 20mM;
[GtH]�8.00mM; micelle concentrations are [SDS]¼100mM,
[CATB]¼ 20mM and [Triton X-100]�20mM. Line d shows
that the addition of vitamin C to GtH at the horizontal arrow
makes the oxygen uptake rate increase rapidly, indicating that
vitamin C initiates the autoxidation of GtH
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where kp/(2kt)
0.5 is referred to as the oxidizability of


the substrate, representing the susceptibility of LH to
undergo peroxidation. When an antioxidant (AH) such
as TocH is added to the above reaction system, it traps
the peroxyl radical (LOO.) to generate an antioxidant
radical (A.), as Eqn (9) shows. If A. is so stable that it
couples rapidly with LOO. to form a non-radical pro-
duct LOOA, as Eqn (10) shows, the peroxidation would
be inhibited efficiently.


LOO: þ AH!kinh LOOHþ A: ð9Þ


LOO: þ A: !fast LOOA ð10Þ


According to the steady-state hypothesis, the rate of
LOO. formation is equal to that of LOO. trapped by AH
in the inhibitive period, thus the rate during the inhibition
period, Rinh, is given by


Rinh ¼ kinh n ½AH�½LOO:� ð11Þ


where the stoichiometric factor n designates the number
of LOO. radicals trapped by every AH molecule, and can
be expressed as


n ¼ ðRi tinhÞ=½AH� ð12Þ


For example, the n for AH (which is TocH) is 2, meaning
that one molecule of TocH traps two free radicals.15,16


Thus, the initiating rate, Ri, can be obtained in accordance
with Eqn (12) by measuring the inhibition period, tinh.
Meanwhile, the application of steady-state treatment to
Eqns (9–12) leads Rinh to be expressed as Eqn (13).17


Rinh ¼ �d½O2�=dt ¼ ðkpRi½LH�Þ=ðnkinh½AH�Þ ð13Þ


Moreover, the kinetic chain length kcl, which defines the
cycle number of chain propagation, is given by Eqn (14)
in the period of inhibition (kclinh) and propagation (kclp).


kclinh ¼ Rp=Ri and kclp ¼ Rp=Ri ð14Þ


Therefore, according to the kinetic detail, the benefit of
oxygen uptake measurement for a free radical reaction
could be revealed simply by determination of tinh, Rinh


and Rp.
18


Kinetic data of AAPH-induced autoxidation
of GtH in various micelles


Lines a, b and c in Fig. 1 are typical oxygen uptake curves
of AAPH-induced autoxidation of GtH in SDS, CTAB


and Triton X-100, respectively. Each line is divided into
three parts: the rapid oxygen consumption in the first
period (0–200 s) shows that AAPH initiates the autoxida-
tion of GtH; then the oxygen-exhausting rate slows down
due to the addition of TocH at the point of the vertical
arrow, with the slope of the oxygen uptake curve in this
period given by Rinh; finally, the oxygen-exhausting rate
increases, with the slope of the oxygen uptake curve
in this period given by Rp, indicating that the
AAPH-induced autoxidation of GtH continues after
depletion of TocH. The time within the TocH-adding
point and the turning point is the inhibition period, tinh.
After measurement of Rinh, Rp and tinh in various mi-
celles, the above-mentioned kinetic data are calculated
and collected in Table 1.
The radical-generating rate of AAPH, Rg, is


2.6� 10�8
M s�1 in accordance with Eqn (1), and


20mM AAPH is utilized. But Ri in Table 1 is less than
Rg because the phase-transfer efficiency


" ¼ Ri=Rg ð15Þ


is< 1.16 It can be calculated by Eqn (15) that in CTAB
" �1, in Triton X-100 "¼ 0.77 and in SDS "¼ 0.23. This
result implies that not all the free radicals derived from
the decomposition of AAPH are able to transfer through
the micelle to initiate the autoxidation of GtH. In
particular, the anionic micelles of SDS decrease the
transfer efficiency of free radical from the aqueous phase
to micelles. This maybe because the cationic radicals
from AAPH, .OOC(CH3)2C(¼NH)NH3


þ , are adsorbed
by the anionic surface of SDS micelles, thus hindering
their embedding into the intra-micelle of SDS. Triton
X-100 supplies a non-charged microenvironment for the
cationic radicals to transfer into the intra-micelle. Thus,
the 0.77 value of " in Triton X-100 indicates the diffuse
efficiency of radicals themselves without the influence of
micelle charge. In contrast, the �1 value of " in CTAB
indicates that all the radicals derived from AAPH transfer
into the CTAB micelles to initiate autoxidation of GtH.
The oxidizability, kp/(2kt)


0.5, of GtH in the different
micelles can be calculated using Eqn (8) after the corre-
sponding Ri value has been obtained. As can be seen in
Table 1, the smallest value of kp/(2kt)


0.5 in CTAB (0.0945)
means that it is more difficult for GtH to undergo perox-
idation than in the other twomicelles. Meanwhile, the kclinh
and kclp values, either in CTAB or in Triton X-100, are
smaller than in SDS, revealing that the free-radical chain is
much shorter in these two micelles than in SDS.


Autoxidation of GtH induced by vitamin C


Line d in Fig. 1 shows that the addition of vitamin C at the
vertical arrow accelerates the oxygen uptake remarkably,
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indicating that it is the addition of vitamin C that
accelerates the autoxidation of GtH in these micelles.
In other words, vitamin C replaces the AAPH to be an
initiator to induce autoxidation of GtH. This interesting
phenomenon gives us direct evidence for vitamin C as a
prooxidant in the chemical reaction system. But how the
vitamin C initiates the autoxidation of GtH is worth
investigating and Scheme 1 may be a reasonable deduc-
tion. Firstly, vitamin C as an acid (pKa¼ 4.17) ionizes to
form its anion, VC�, which can be oxidized easily by
oxygen in the experimental system, as Eqn (16) shows.19


O


OH OH


OH
OHO


VC VC− VC−.


− H+


+ H+


O


O OH


OH
OHO O2


O


O O
.


OH
OHO


+ HOO . (16)


Then VC�., as can be seen in Scheme 1, acts as the
initiating radical to abstract the allyl hydrogen atom in
GtH, and HOO. can also oxidize GtH to form Gt., which
combines with oxygen to form the peroxyl radical GtOO.,
as Eqn (17) shows.


GtHþ VC�:ðHOO:Þ !O2
GtOO: þ VC�ðH2O2Þ ð17Þ


Then the free radical propagates by GtOO., as in Eqn (18).


GtOO: þ GtH ! Gt: þ GtOOH ð18Þ


Thus, the vitamin C-induced autoxidation of GtH could
be regarded to proceed along with the self-oxidation of
vitamin C by the oxygen dissolved in the solution.
The initiating rate Ri of vitamin C-induced autoxidation


of GtH is important for revealing its prooxidant property in
detail. Now that the oxidizabilities, kp/(2kt)


0.5, in different
micelles have been obtained (see Table 1), the Ri of vitamin
C can be obtained via Eqn (8) by determination of the
corresponding Rp. Furthermore, the kclp in the presence of
vitamin C can be obtained via Eqn (14). These kinetic data
are collected in Table 2, and the relationship between Ri and
vitamin C concentration is illustrated graphically in Fig. 2.
Figure 2 shows that Ri increases directly with vitamin


C concentration in SDS, and especially in Triton
X-100. The quantitative relationship can be expressed
by Eqns (19) and (20).


In SDS: Ri ¼ 14:4� 10�6½VC�s�1ðP < 0:005Þ ð19Þ


In Triton X� 100: Ri ¼ 1961


� 10�6½VC�s�1ðP < 0:001Þ ð20Þ


The coefficients in Eqns (19) and (20) (14.4� 10�6


and 1961� 10�6) are �11 and �1500 times larger,T
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respectively, than that of AAPH (1.3� 10�6; see Eqn (1)),
indicating that vitamin C functions as a prooxidant to
induce the autoxidation of GtH even more efficiently than
AAPH, especially in Triton X-100 micelles. This is due to
the micelle charge having a much weaker influence on


VC�. in neutral micelles. However, SDS with its anionic
surface could hinder the transfer of VC�. through its
surface. On the other hand, Ri in CTAB increases directly
to become a maximum ([VC] �300mM) and then de-
creases with increase in vitamin C concentration. Never-
theless, the Ri of vitamin C in CTAB is still higher than that
of AAPH and the fact that the micelle charge affects Ri so
remarkably is in agreement with a previous report.6


Attempt to inhibit vitamin C-induced
autoxidation of GtH by addition of TocH


The synergistic antioxidative process between TocH and
vitamin C (see right-hand side of Scheme 1) can be
expressed as Eqn (21).6


Toc: þ VC ! TocHþ VC:� ð21Þ


Whether the converse reaction (right-hand side of
Scheme 1), as Eqn (22) shows, could take place is another
attractive problem in our research.


Table 2. Prooxidative effect of vitamin C on the autoxidation of glycerol trioleate (GtH) in various micelles


Micelle [GtH] (mM) [VC] (mM) Rp (�10�8
M s�1) Ri (�10�8 s�1) kclp


SDS 7.89 497 22.5� 0.57 0.791 28.5
8.03 402 16.7� 0.82 0.419 39.9
8.03 296 13.8� 0.82 0.287 48.1
7.67 201 9.76� 0.40 0.157 62.2
7.67 106 8.66� 0.23 0.124 69.8
8.29 10.6 3.31� 0.21 0.0155 213


CTAB 7.92 497 8.14� 0.78 1.18 6.9
8.09 402 10.7� 0.17 1.95 5.5
8.09 296 13.1� 0.18 2.93 4.5
7.80 201 12.1� 0.51 2.67 4.5
7.95 106 7.87� 0.32 1.10 7.2
7.95 10.6 3.93� 0.22 0.273 14.4


Triton X-100 8.36 200 142� 6.8 41.1 3.5
8.36 105 87.1� 5.2 15.4 5.6
8.36 52.6 54.6� 1.9 6.07 9.0
8.43 5.25 30.7� 1.8 1.89 16.3
8.36 1.58 17.5� 0.81 0.625 28.0
8.36 0.53 8.37� 0.16 0.143 58.7


VC-.


VC-


GtH


Gt .
O2


GtOO .


Gt .
O2


GtOO .HOO .


H2O2


O2


-H2O


GtOOH Toc.


TocH


TocH


micelle micelle
bulk of PBS


VC-


VC-.
kinh ~105M-1s-1


VC-.


k-inh ~103M-1s-1


Scheme 1. Proposed vitamin C-induced autoxidation of glycerol trioleate (GtH)


Figure 2. Relationship between the concentration of vita-
min C and the initiation rate, Ri, in the micelles of SDS (a),
CTAB (b) and Triton X-100 (c)
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Toc: þ VC� Ðkinh
k�inh


TocHþ VC:� ð22Þ


Hence, TocH dispersed in the corresponding micelle is
added to the vitamin C induced autoxidation of GtH for
detecting Rinh, and k-inh is calculated via Eqn (13) and
collected in Table 3.
As can be found in Table 3, Rinh varies slightly in the


presence of various concentrations of TocH, indicating
that the addition of TocH cannot abate the prooxidant
effect of vitamin C on the autoxidation of GtH. The
reason why the reverse reaction of Eqn (22) cannot
be observed significantly should be explained by calcula-
tion of the equilibrium constant of Eqn (22), Keq, as
Eqn (23) shows.


Keq ¼ kinh=k�inh ð23Þ


The magnitudes of kinh (�105 M�1 s�1)6 and k-inh
(�103 M�1 s�1) lead to Keq �100. This result reveals


that the equilibrium of Eqn (22) is prone to the regenera-
tion of Toc. by vitamin C rather than the reverse reaction.
Moreover, the relationships between k-inh and [TocH]/
[VC] are illustrated in Fig. 3.
Interestingly, along with the increase in the concentra-


tion of TocH, k-inh decreases remarkably in three kinds of
micelles, particularly in CTAB and Triton X-100. This
phenomenon must be related also to the distribution
status of the TocH and GtH, the diffusive velocity of
VC.� in different micelles and the interaction of VC.�


with TocH. As shown on the right-hand side of Scheme 1,
vitamin C plays the antioxidant role by repairing Toc. in
the micelles, and the left-hand side of Scheme 1 shows
that vitamin C can initiate autoxidation of GtH by its
self-oxidation.


CONCLUSION


In summary, the self-oxidation of vitamin C by oxygen in
solution could be the reason why vitamin C can initiate
autoxidation of GtH in different micelles. The initiating
rate (Ri) of vitamin C is larger than that of AAPH,
especially in Triton X-100, and in CTAB micelle it
tends towards a maximum with an increase of vitamin
C concentration. Moreover, TocH cannot rectify the
prooxidant property of vitamin C because the equilibrium
of the reaction, Toc.þVCÐTocHþVC.� is prone to the
forward rather than the backward reaction. The result
obtained here is direct evidence for the prooxidant
property of vitamin C in a chemical reaction system.
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Table 3. The effect of �-tocopherol (TocH) on vitamin C-induced autoxidation of glycerol trioleate (GtH) in various micelles


Micelle [VC] (mM) [GtH] (mM) [TocH] (mM) Rinh (�10�8
M s�1) k-inh (�103M�1 s�1)


SDS 106 8.59 127 5.95� 0.20 0.0679
(Ri¼ 1.24� 10�9s�1) 8.59 102 6.34� 0.35 0.0825


8.59 76.2 5.54� 0.25 0.126
8.37 50.8 6.48� 0.34 0.157
8.37 25.4 6.28� 0.12 0.324


CTAB 106 8.35 126 8.97� 0.54 0.404
(Ri¼ 11.0� 10�9s�1) 8.10 100 8.35� 0.30 0.530


8.10 76.2 8.06� 0.15 0.723
8.52 50.1 8.26� 0.21 1.13
8.46 26.1 7.76� 0.33 2.29
8.46 6.00 8.57� 0.56 8.99


Triton X-100 52.6 7.94 152 15.3� 0.28 1.04
(Ri¼ 60.7� 10�9 s�1) 8.65 122 16.9� 0.59 1.28


8.65 91.3 16.7� 0.69 1.73
8.85 60.9 20.7� 0.88 2.13
7.94 30.4 23.4� 0.78 3.39
8.85 9.13 38.4� 0.66 7.66
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Figure 3. Relationship between the inhibition rate con-
stant, kinh, and the concentration ratio between �-toco-
pherol and vitamin C in the micelles of SDS (a), CTAB (b) and
Triton X-100 (c)
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Solvent effect and proton inventory in the hydrolysis
of p-methylphenyl trichloroacetate
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ABSTRACT: Hydrolysis of p-methylphenyl trichloroacetate in water–acetonitrile mixtures was studied as a function
of water concentration in the range 5.5–55.5 M. The proton inventory technique, in H2O–D2O mixtures, shows, for a
value of D atom fraction in the solvent n¼ 0.5, deviations from the expected value (for a reaction with one proton
being transferred) of 7.5 and 12.3%, for experiments in the presence of 16.6 and 33.3 M L2O (L¼H or D),
respectively. Theoretical treatment of the data obtained at [L2O]¼ 16.6 M using the Gross–Butler equation are
consistent with a cyclic transition-state structure with three protons involved. Conversely, similar experiments in the
presence of [L2O]¼ 33.3 M show that multiple water molecules are involved in the transition state of the reaction.
Copyright # 2006 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
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INTRODUCTION


Proton transfer is the most common enzyme-catalyzed
reaction, i.e. enzymes can catalyze efficiently proton trans-
fer reactions involving what would otherwise be high-
energy intermediates.1 In this context, there is considerable
interest in the role of hydrogen bonding in view of the fact
that low-barrier hydrogen bonds (LBHB) may play an
important role in the proton transfer mechanism in enzyme
catalysis.2 However, Warshel and Papazyan3 postulated
that LBHB do not offer a catalytic advantage over ordinary
hydrogen bonds. In fact, ordered water molecules seem to
play a critical role in several enzyme-catalyzed processes,
which provide a scaffold to impart proximity, orientation
and nucleophilicity to water molecules.
It is known that in the water-catalyzed hydrolysis of


esters the rate constants have a strong dependence on the
water concentration. For example, reaction of p-nitrophe-
nyl trifluoroacetate is thought to proceed with three
protons undergoing bonding changes in an eight-mem-
bered transition state (1).4


A great number of both experimental4–8 and theoreti-
cal8–12 studies have been devoted to the hydrolysis
reactions of aldehydes, ketones, esters and amides.13–17


It has been observed that the nucleophile attack on a
carbonyl group is mediated by water molecules that
previously hydrated the carbonyl group.12 The concerted
reaction involves proton transfers with carbon–nucleo-
phile bond formation avoiding the energetic cost of
desolvation. Engbersen and Engberts13 suggested that
the strongly negative entropy observed in these reactions
indicates that the transition state is highly hydrated
compared with the reagents in the ground state.
In order to examine the effects of the composition of


the solvent in water–acetonitrile mixtures in the structure
of the transition state, we decided to examine the hydro-
lysis of p-methylphenyl trichloroacetate, where the pre-
sence of the �-chloro substituents should facilitate the
hydration and the reaction should therefore be sensitive to
the composition of the solvent mixture.


RESULTS AND DISCUSSION


The hydrolysis reaction of p-methylphenyl trichloroace-
tate (2) was carried out in aqueous acetonitrile and
resulted in the formation of p-cresol and trichloroacetic
acid (Scheme 1). First-order rate constants for the hydro-
lysis of 2, measured in the range 0.001–0.1MHCl,
showed that the reaction was independent of acid
concentration and the average value in the plateau
region corresponds to the first-order rate constant of the
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spontaneous water reaction (k0¼ 2.69� 10� 3 s� 1,
Fig. 1S in the Supplementary Material, available in Wiley
Interscience).
The rate constant for the hydrolysis of 2 depends


strongly on the composition of the solvent and, in
water–acetonitrile mixtures, a 10-fold increase in water
concentration results in an �2700-fold increase in the
rate constant (Table 1).
The strong dependence of the rate constant on the water
concentration observed in Table 1 is strongly indicative
of a reaction involving several molecules of water
(Scheme 1) and consistent with the equation


kobs ¼ k1½H2O�x ð1Þ


Hence the logarithmic form of Eqn (1) should allow us to
estimate the order of the reaction in relation to water:


logkobs ¼ logk1 þ xlog½H2O� ð2Þ


According to Eqn (2), a plot of logkobs versus log[H2O]
is expected to be linear, with slope x, the apparent order
with respect to water. In most cases, the relation observed
is not linear because of a variety of effects, of which
changes in polarity as a function of the solvent composi-
tion is most evident and, responsible for major effects in
the observed rate constants. As a consequence, the value
of the slope is not expected to be an accurate value for the
order of the reaction, but to give an indication of the
number of water molecules involved in the rate-limiting
transition state. However, experimentally, the plot of the
observed rate constant for the hydrolysis of 2 as a
function of water concentration, shows considerable


curvature (Fig. 1). Indeed, it is approximately linear in
the water concentration range from 5.5 to �22M


(log[H2O]¼ 1.35), with a slope which indicates a kinetic
order of 1.6� 0.1, and this kinetic order is 3.1� 0.1 if we
use the activity of water in acetonitrile instead of the
concentration of water (plot not shown).18 Above 33.3M


(log[H2O]¼ 1.52), there is a steep increase in slope and,
in the high water content region, the calculated limiting
slope indicates that the kinetic order in relation to water is
8.0� 0.4, a result consistent with the increase in hydro-
gen bonds between water molecules provoked by the
decrease in molar fraction of the organic solvent (the
kinetic order is 9.9� 0.1 using the activity data).18


The observed reaction order is indicative that at low
water content the reaction behaves as if it were a third-
order reaction in relation to the water concentration and
that, at the limit of high water concentration, multiple
water molecules (probably a considerable part of those
forming the cybotactic region) are participating in the
reaction. Clearly, the observed effects may be interpreted
as reflecting changes in the structure of the solvent
mixture, which in turn will reflect variation of the transi-
tion-state structure with solvent composition in the hy-
drolysis of 2. A similar behavior has been reported for the
hydration reaction of 2,2-dichloro-1-(3-nitrophenyl)etha-
none in H2O–THF mixtures.7


In Fig. 1, we also plot the activity coefficients of water
in acetonitrile versus log[H2O] as determined by French
measurement of vapor pressures of acetonitrile–water
mixtures over the whole composition range using the
static method.18 It is clear that there is only a very small
effect on the activity coefficient of water above 33.3M


and, in this region, as the concentration of acetonitrile in
the mixture becomes higher, the activity coefficient
increases by only about 10% compared with pure water.
It is important to note that very small changes in activity
coefficients are observed in the same region where the


Scheme 1


Table 1. Rate constants for the hydrolysis of p-methylphe-
nyl trichloroacetate as a function of the concentration of
water in H2O–CH3CN mixtures at 25 �C


[H2O] (M) kobs (10
�3 s�1)


5.50 0.0670
11.0 0.174
16.6 0.367
22.4 0.630
27.5 1.91
33.3 3.03
38.9 8.91
43.7 22.3
50.1 70.6
55.0 184


Figure 1. Plots of logkobs versus log[H2O] for the hydration
of p-methylphenyl trichloroacetate in H2O–CH3CN mixtures
(filled squares, left axis) and activity coefficients of water in
H2O–CH3CN mixtures (open squares, right axis)
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increase in concentration of water has a strong effect on
the observed rate constant. The observed experimental
results could be explained according to a ‘microdomains’
model, where the limit of water concentration at which
acetonitrile can be accommodated within the cavities of
ordinary water is �37M (log[H2O] � 1.56).19,20 Below
this limit there are two microdomains, the first highly
structured consisting predominantly of coordinated water
molecules and the second relatively disordered contain-
ing mostly acetonitrile and hydrogen-bonded water mo-
lecules.20,21 Indeed, for log[H2O]< 1.35 the solvent
mixture is dominated by the formation of acetonitrile–
water clusters and, as a consequence, in this acetonitrile-
rich region, the rate constant decreases linearly with
decreasing water concentration. In the water-rich region,
the decrease in water concentration is accompanied by a
sharp decrease in kobs and, most probably, the observed
effect is related to the effect of enhanced cooperative
water–water hydrogen bonding.22,23 In the intermediate
region (log[H2O] from 1.52 to 1.35), the statistical weight
of each type of microdomain is changing and the ob-
served dependence of the rate constant for the hydrolysis
reactions follows the change in composition of the
solvent.20


Since the slopes of plots of logkobs versus log[H2O]
may be affected by the non-ideal behavior of the solvent
mixture,19,24 we applied the proton inventory technique
in order to gain further insight into the structure of the
transition state for the hydrolysis of 2 in H2O–CH3CN
mixtures. With this technique it is possible to obtain
information about the number of hydrogen atoms that are
effectively transferred in the rate-determining step of the
reaction.
The proton inventory technique is based on the fact that


the solvent isotope effect, k0/kn, for a variety of proton-
transfer reactions in H2O–D2O mixtures is a function of
n, the atom fraction25 of deuterium in the mixture. This
happens because not all the exchangeable protons caus-
ing the isotope effect have the same composition as the
bulk solvent. Equation (3), known as the Gross–Butler
equation, shows the theoretical treatment of this phenom-
enon for rate processes:


kn ¼ k0
Yv
i


1� nþ n�T
i


� � Yv
j


1� nþ n�R
j


� �," #
ð3Þ


where kn and k0 are the rate constants for a solvent whose
D atom fraction is equal to n and for a pure protiated
solvent, respectively, � are the fractionation factors for
every proton which exchanges with the solvent during the
process under study and the superscripts R and T refer to
reagents and transition state, respectively; n is the atom
fraction of deuterium in the solvent and varies from 0
(pure protiated solvent) to 1 (pure deuterated solvent).
The rates constants for the hydrolysis reaction of


2 were determined in different molar fractions of


L2O–CH3CN mixtures (Table 2). The total water con-
centration ([L2O], where L¼H or D) was maintained
constant at 16.6 and 33.3M to obtain information about
the number of protons involved in the transition states of
both regions of the water order plot (Fig. 1).
The results are consistent with a normal isotope effect


with values for KH2O=KD2O of 2.85 and 3.11, at [L2O]
16.6 and 33.3M, respectively, and they are similar to
those for the reaction of other activated aryl esters.14,26 In
both cases a downward curvature is obtained when the
observed rate constants are plotted against the molar
fraction of deuterium (Fig. 2). The degree of curvature
depends on the increase in the molar concentration of
L2O in the mixture, showing, for a value of n¼ 0.5,
deviations from the expected value (for a reaction with
one proton being transferred) of 7.5 and 12.3% for
[L2O]¼ 16.6 and 33.3M, respectively. Thus, an increase
in the molar concentration of L2O in the solvent mixture


Table 2. Observed rate constants for the hydration of p-
methylphenyl trichloroacetate in DCl/D2O–H2O/CH3CN at
different deuterium molar fractions n


n knobs (10
�4 s�1)


[L2O]¼ 16.6 M [L2O]¼ 33.3 M


0 3.010 28.04
0.1 2.700 25.72
0.2 2.520 22.74
0.3 2.340 20.56
0.4 2.080 18.28
0.5 1.880 16.25
0.6 1.700 14.97
0.7 1.540 12.61
0.8 1.320 11.13
0.9 1.160 10.42
1.0 1.056 9.00


Figure 2. Rate constants for the hydrolysis of p-methylphe-
nyl trichloroacetate in L2O–CH3CN mixtures as a function of
the deuteriummolar fraction, n, for [L2O]¼16.6 and 33.3M.
Theoretical Gross–Butler curves correspond to three protons
(&) and multiprotons (*) intervening in the transition state


SOLVENT EFFECT IN HYDROLYSIS OF p-METHYLPHENYL CHLOROACETATE 145


Copyright # 2006 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2006; 19: 143–147







causes an increase in the number of protons that take part
in the transition state. The experimental data shown in
Fig. 2 are consistent with three or more protons being
involved in the process. The arguments follow.
Theoretical treatment of the data (Fig. 2) was per-


formed using the Gross–Butler equation for a reaction
where there is no contribution of the reagent to the
observed isotope effect:25


kobsn ¼ kobs0 1� nþ n�T
� �m ð4Þ


where m corresponds to the number of protons that
contributed to the observed isotope effect.
Thus, the solid lines in Fig. 2 represent the best fits


obtained for the experimental data assuming three pro-
tons and multiprotons participating in the transition state
for [L2O]¼ 16.6 and 33.3 M, respectively.
According to the Gross–Butler theory, the equations


kn=k0ð Þ1=3¼ 1þ �T � 1
� �


n ð5Þ


ln kn=k0ð Þ ¼ �m 1� �T
� �


n ð6Þ


are adequate for reactions where the numbers of protons
participating in the rate-limiting step of the reaction are 3
and infinity, respectively.25 Hence the linear plot ob-
served for the experimental data at [L2O]¼ 16.6 and
33.3M indicates that the number of protons participating
in the reaction increases from 3, for [L2O]¼ 16.6 M, to a
multiproton reaction at water concentration 33.3M (cor-
relation coefficients >0.99, Fig. 3).
The slopes of the lines in Fig. 3, based on a three-


proton and multi-proton model, with each proton having
an identical fractionation factor, are 0.707� 0.003 and
0.869� 0.001, respectively. The first value is very similar


to that observed by Venkatasubban et al. for p-nitrophe-
nyl trifluoroacetate, a fractionation factor of 0.697�
0.005 for a three-proton model.4


Structure 3 is consistent with the observed effect and
we can see that the three hydrogens Ha are most likely
responsible for the global isotope effect, since the hydro-
gens Hb contribute little or nothing, since they are
expected to have a fractionation factor of 1.
Since the value of kH2O=kD2O is 2.85, at [L2O]¼ 16.6, it


is very difficult in this particular case to distinguish a two-
proton from a three-proton mechanism. This experimen-
tal difficulty is related to the relatively small global
isotope effect and to the associated precision necessary
to distinguish between these mechanistic possibilities.
Despite this fact, we believe that the choice of an eight-
membered transition state, rather than a six-membered
transition state involving two water molecules, is appro-
priate given that the former has bond angles that accom-
modate approximately linear hydrogen bonds.4,27


The water-assistance mechanism in ester hydrolysis
has a substantial advantage in comparison with a single
water attack. Molecular orbital calculations carried out
by Hori et al.10 for the oxygen exchange accompanying
the alkaline hydrolysis of methyl acetate showed that
the activation barrier for the water-assisted mechanism
is lower [3.8 kcalmol�1 (1 kcal¼ 4.184 kJ)] than that
of the hydroxide attack without water assistance
(21.8 kcalmol�1). In addition, results reported by
Guthrie12 have shown that a water-assisted mechanism
involving proton transfer from water to carbonyl oxygen
in a cyclic transition state avoids the cost of desolvation
of the negative charge generated by the nucleophilic
attack and, therefore, favors a concerted mechanism.
The data for hydrolysis at [L2O]¼ 33.3 M are indica-


tive of a highly hydrated transition state. Structure 4 is
consistent with a large number of water molecules
participating in the transition state.


Cyclic transition-state structures are frequently postu-
lated in the literature,4–6,9,10 including for proton transfer


Figure 3. Plots of ln(kn/k0) or (kn/k0)
1/3 for the hydrolysis of


p-methylphenyl trichloroacetate in L2O–CH3CN mixtures as
a function of the deuterium molar fraction, n, for
[L2O]¼16.6 (&) and 33.3M (*)
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in water12,28 and acid-12 and base-catalyzed10–12 hydro-
lysis of esters. In pure water or in water-rich solvent
mixtures, water-to-water hydrogen bonds predominate
and a multiple number of protons participate in the
transition state for the hydrolysis of p-methylphenyl
trichloroacetate. As this structure is disrupted by the
addition of the organic cosolvent, the number of protons
participating in the transition state gradually decreases,
reaching the minimum value of three, which corresponds
to the structure 3. Clearly, in aqueous solutions and in
mixtures of water and organic solvents the role of
hydrogen bonding is fundamental. It is difficult to distin-
guish between the contribution of low-barrier hydrogen
bonds and ordinary hydrogen bonds in terms of catalytic
advantage.2 However, it seems that in this particular
reaction, the highly hydrogen-bonded water structure
typical of the water-rich region provides a reaction cage
which favors proximity, orientation and, as a conse-
quence, increases the rate of the reaction.


EXPERIMENTAL


Preparation of p-methylphenyl trichloroacetate. A solu-
tion of trichloroacetyl chloride (0.1mol), p-methylphenol
(0.1mol) and pyridine (0.1mol) in diethyl ether (250ml)
was refluxed for 2.5 h. The solvent was evaporated and
the resultant solid was passed through a column of silica
gel HF 60, eluted with hexane–acetone (9:1, v/v). The
solvent was removed and a clear yellow solid was
obtained in 83% yield, m.p. 51 �C.


Kinetics. The aqueous solutions were prepared from
deionized, doubly distilled water. Deuterium oxide and
deuterium chloride with a minimum isotopic purity of
99.9 atom-% of deuterium were purchased from Aldrich
and manipulated under a nitrogen atmosphere.
The rate constants of p-methylphenyl trichloroacetate


hydrolysis were followed spectrophotometrically with a
Hewlett-Packard Model 8452 spectrometer equipped
with a thermostated water-jacketed cell holder at
25.0� 0.05 �C. In a typical run, the reaction was initiated
by injection of 20 ml of a 10�2


M stock solution of the
substrate in acetonitrile (Merck, HPLC grade) to 3ml of
aqueous solvent mixture equilibrated at 25.0� 0.05 �C.
The absorbance (A) decay was recorded at 244 nm and
absorbance versus time data were stored directly on a
microcomputer. First-order rate constants, kobs, were
estimated from linear plots of ln(A1�At) against time
for at least a 90% reaction using an iterative least-squares


program; correlation coefficients, �, were >0.999 for all
kinetic runs and, between replicates, the standard devia-
tion for the first-order rate constants was always <2%.
The pH was maintained at 2.0 with HCl and the solutions
were prepared immediately before use, except in the
study of the solvent isotope effect, where the solutions
were left standing for 15 h at room temperature in order to
allow the H/D balances to be reached.


Acknowledgements


We are indebted to PRONEX, CAPES and CNPq for
financial support.


REFERENCES


1. Kirby AJ. Acc. Chem. Res. 1997; 30: 290–296.
2. Northrop DB. Acc. Chem. Res. 2001; 34: 790–797.
3. Warshel A, Papazyan A. Proc. Natl. Acad. Sci. USA 1996; 93:


13665–13670.
4. Venkatasubban KS, Bush M, Ross E, Schultz M, Garza O. J. Org.


Chem. 1998; 63: 6115–6118.
5. Bell RP, Critchlow J. Proc. R. Soc. London, Ser. A 1971; 325: 35–


55.
6. Bell RP, Sorensen PE. J. Chem. Soc., Perkin Trans. 2, 1972; 1740–


1743.
7. Wendhausen Jr. R, Zampirón E, Vianna JJ, Zucco C, Rezende


MC, Nome F. J. Phys. Org. Chem. 1990; 3: 89–94.
8. Bowden K, Fabian WMF, Kollenz G. J. Chem. Soc., Perkin Trans.


2 1997; 547–552.
9. Guthrie JP. J. Am. Chem. Soc. 1996; 118: 12878–12885.


10. Hori K, Hashitani Y, Kaku Y, Ohkubo K. J. Mol. Struct. (Theo-
chem) 1999; 461–462: 589–596.


11. Janoschek R, Fabian WMF. J. Org. Chem. 1999; 64: 3271–3277.
12. Guthrie JP. J. Am. Chem. Soc. 2000; 122: 5529–5538.
13. Engbersen JFJ, Engberts JBFN. J. Am. Chem. Soc. 1975; 97:


1563–1568.
14. Fernandez MA, de Rossi RH. J. Org. Chem. 1999; 64: 6000–6004.
15. Ba-Saif S, Luthra AK, Williams A. J. Am. Chem. Soc. 1989; 111:


2647–2652.
16. Stefanidis D, Cho S, Dhe-Pagamon S, Jencks WP. J. Am. Chem.


Soc. 1993; 115: 1650–1656.
17. Hengge AC, Hess RA. J. Am. Chem. Soc. 1994; 116: 11256–


11263.
18. French HT. J. Chem. Thermodyn. 1987; 19: 1155–1161.
19. Marcus Y, Migron Y. J. Phys. Chem. 1991; 95: 400–406.
20. Easteal AJ, Woof LA. J. Chem. Thermodyn. 1982; 14: 755–762.
21. Gorbunov BZ, Nabrukhin YI. J. Mol. Struct. 1972; 14: 113–116.
22. Engberts JBFN. Pure Appl. Chem. 1982; 54: 1797–1808.
23. Symons MCR. Acc. Chem. Res. 1981; 14: 179–187.
24. El Seoud OA, El Seoud MI, Farah JPS. J. Org. Chem. 1997; 62:


5928–5933.
25. Schowen KBJ. In Transition States of Biochemical Process,


Gandour RD, Schowen RL (eds). Plenum Press: New York,
1978; 225–283.


26. Oakenfull DG, Riley T, Gold V. Chem. Commun. 1966; 385–387.
27. Gandour RD. Tetrahedron Lett. 1974; 295–298.
28. HuskeyWP,Warren CT, Hogg JL. J. Org. Chem. 1981; 46: 59–63.


SOLVENT EFFECT IN HYDROLYSIS OF p-METHYLPHENYL CHLOROACETATE 147


Copyright # 2006 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2006; 19: 143–147








Inductive effect of uncharged groups: dependence on
electronegativity


Otto Exner1 and Stanislav Böhm2*
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ABSTRACT: Substituent effects in rigid non-conjugated systems were followed on the series of 3-substituted 1-
fluoro-bicyclo[1.1.1]pentanes and 2-substituted 1-fluoroethanes in the fixed ap conformation. Their energies were
calculated within the framework of the density functional theory at the B3LYP/6-311þþG(3df,3pd)//B3LYP/6-
311þþG(3df,3pd) level and the substituent effects were expressed in terms of isodesmic homodesmotic reactions. The
results were confirmed by the energies of 1,4-disubstituted bicyclo[2.2.2]octanes reported in the literature and
calculated at a lower level. Interaction of two common substituents of low or medium polarity cannot be described as
the classical inductive effect by one term, proportional in all series, but an additional parameter is necessary, which
depends only on the first atom of the substituent and may be identified with its electronegativity. The second term
decreases with the distance more steeply than the first term and is always much less important. Nevertheless its
statistical significance was proved by several sensitive tests at the highest level used in statistics. When one of the
substituents is charged (or at least strongly polar as NO2 or CN), the first term is much increased and the second
becomes less significant or insignificant. Therefore, the standard definition of the inductive effect with a uniform,
universally valid constant can be retained as far as one treats only the ionization equilibria, both in solution and in the
gas phase, or kinetics with a strongly polar transition state.


In contrast to the firm statistical proofs, the physical meaning of the electronegativity term was not established. Any
relation to various group electronegativities does not exist, similarity to the 13C NMR shifts is merely qualitative.
Copyright # 2006 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/
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INTRODUCTION


Representation of substituent effects as a linear combi-
nation of several components1–3 can be questioned in
spite of the undisputed success obtained with correlation
of restricted sets of experimental data, both in solution2


and in the gas phase.3 The objections raised concerned
particularly the decomposition into inductive and
resonance components (the DSP treatment), particularly
the non-constancy of the resonance component4 or too
broad application to some physical properties.5 However,
one principle remained unquestionable in this analysis
and was still supported by new data; it is the classical
inductive effect.6,7 It can be observed separately as
interaction of two groups in every molecule when these
groups are not sterically adjacent and not conjugated. In
our opinion, the exact physical definition,8 mathematical


model4a,9 or the question2,10 of whether the effect is
‘pure’ are not so important. Essential is the experimental
fact that the same effect, almost exactly proportional, is
observed in various series, even on very different
properties.1,11 This is expressed by Eqn (1) where the
parameter sI depends only on the variable substituent and
rI only on the given system; E can stand for the reaction
energy, Gibbs energy or activation Gibbs energy but
similar equation can be formulated even for various
physical quantities.1,11


DE � DE� ¼ rIsI (1)


The constants sI have been determined on various
systems with essentially concordant results.1b,2 From the
theoretical point of view a very suitable system1b,2,12 is
ionization of 4-substituted bicyclo2.2.2]octane-1-car-
boxylic acids (1) since it uses molecules of ideally rigid
structure. The inductive effect may be defined4a as
reaction enthalpy or Gibbs energy of the isodesmic11,13


(and homodesmic14) reaction, Eqn (2). This reaction was
investigated broadly both in solution2 and in the gas
phase.3,15
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Further extensive correlations were carried out with
Eqn (1) using the reactivity data in solution2,7,8 and in the
gas phase.3,16,17 Recently important confirmation of Eqn
(1) was obtained from reaction energies calculated by
quantum chemical methods at various levels;15,17–20


derivatives of bicyclo[2.2.2]octane played an important
role.15,19,20 In spite of all this evidence, contemporary
textbooks mention the inductive effect as a phenomenon
of marginal character.21


Although some indications appeared in the litera-
ture19b,22 that the inductive effect is perhaps not always
simple, the first well documented example has been
presented23 on common bis derivatives of bicy-
clo2.2.2]octane 2.


X + YXY +


2
(3)


Reaction energy D3E of the isodesmic reaction, Eqn
(3), is a measure of interaction of the groups X and Y.
WhileD3E can be expressed by Eqn (1) when one group Y
is charged, this equation is insufficient when both groups
X and Y are uncharged. In this case D3E is given23 by the
two-parameter equation, Eqn (4).


DE � DE� ¼ rIsI þ zxð1Þ (4)


The intercept DE8 is statistically not different from
zero. The additional parameter x(1) was identified with the
electronegativity24 of the first atom of the substituent
(relative to the electronegativity of hydrogen) but the
physical meaning of electronegativity and its various
definitions24–26 are not important in this connection;
deciding is that x(1) depends only on the first atom. (It is
for instance the same for the groups NO2 and NH2 in
sharp contrast to the pertinent values of sI.) This is
difficult to understand since the constants sI depend also
on more remote atoms2,7 and the inductive effect
diminishes regularly with the distance.7,27 Nevertheless,
the statistical proofs were convincing that the second term
in Eqn (4) is significant when the groups X and Y are
uncharged and of medium polarity (for instance NH2, OH,
Cl). When Y is charged (COO�, O� NHþ


3 ), the first term
of Eqn (4) is so great that the second term has not been
evidenced; similarly also with Y¼COOH or CN where
still x(1) was too small (i.e., the electronegativity little
different from hydrogen). Note that the values of D3E are
rather small for uncharged groups, at most 10 kJmol�1, as


compared to more than 40 kJmol�1 when one group is
charged.


We wanted to throw some light on the mysterious
correlation with electronegativity by means of model
molecules with the two substituents situated at a shorter
distance. We chose the molecules 3 and 4.


(5)


(6)


Some bicyclo[1.1.1]pentane derivatives 3 were pre-
viously investigated both experimentally28,29 and theore-
tically19a,29 but only for Y¼COOH and COO�, that is,
the dissociation constants of carboxylic acids. Therefore,
only the dependence on the inductive constants was
observed. The same applies to the open-chain aliphatic
derivatives like 4: Smaller series of 3-substituted
propionic acids and 2-substituted ethylamines were
investigated in solution2 and several propionic acids in
the gas phase;16a population of the conformers remained
unknown. Our calculations were carried out for the single
conformer 4 (ap), uniform for all derivatives. For our
purpose it was not important how much this conformer is
populated in the equilibrium mixture; it was only
necessary that all molecules involved in Eqn (6) had
the same conformation. The DFT calculations of
molecules 3 and 4 were carried out with a larger basis
set (as discussed in the Calculations section) than in
previous work23 since the molecules were smaller.


In investigating the effect of more remote atoms we
obtained important support from the recent work of Guo
and coauthors30 who calculated the energies of an extended
set of derivatives 2 (Eqn (3)), with a different and broad
selection of substituents: X¼CH3, CN, NO2, NH2, OH.
SH, F, Y¼CH3, CH2F, CH2Li, NH2, NHF, NHLi, OH, OF,
OLi, SiH3, SiH2F, SiH2Li, PH2, PHF, PHLi, SH, SF, SLi. In
the original paper30 the energies D3E were correlated only
with sI but they gave us the opportunity to test the
preference of Eqn (4) against Eqn (1). The merit of this set
of substituents is in comparing the pairs like OF and OLi,
and similar, differing very markedly on the second atom.
Our ultimate intention was to give firm support to the
correlation equation, Eqn (4), while it was not possible to
offer a physical interpretation at present.


+ COOXCOO + COOHCOOHX


1


(2)
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RESULTS AND DISCUSSION


Complex character of the inductive effect of
uncharged groups


Detailed analysis of the so-called inductive effect was
carried out23 on the model reaction, Eqn (3), using always
a series of derivatives with constant Y and variable X. The
reaction energies D3E were correlated with the simple
linear relationship, Eqn (1), and with the two-parameter
equation, Eqn (4). The predominance of the latter, that is,
the statistical significance of the second term, was proven
by convincing statistical tests for five such series with
Y¼NH2, NO2, OH, Cl, or CH3. Since Eqn (3) is
symmetrical with respect to X and Y, the reaction energy
D3E can be also correlated by a general equation valid for
all X and Y but it has been established19d that
simultaneous dependence on two substituents should be
expressed by a more complex equation.


Therefore, we carried out the tests in terms of Eqns (1)
and (4) with always one substituent Y fixed. The
regression coefficients rI and zwere optimized separately
in each case irrespective of the assumption that they
should be approximately proportional to the constants sI
and x(1) of the permanent substituent Y. Treatment of this
kind is common in the correlation analysis where
commonly one group is viewed as substituent, the other
as the functional group. We had at disposal the DFT-


calculated reaction energies D3E both from our previous
work23 and from Guo and colleagues30 Since the latter
were calculated at a different level, we did not merge the
two series and three series were processed twice
(Y¼NH2, OH, and CH3) with a different selection of
substituents. With two of these series, the results were
practically identical; the series Y¼CH3 is not typical
since the interaction energies are too small.


Correlations of our original results were reported,23


correlation of the Guo’s data are described in Table 1. In
summary, we had 27 reaction series. The second term of
Eqn (4) was statistically significant in 10 series at the
confidence level a 0.01 or better (Y¼NH2, OH, Cl, CH3,
and NH2, NHF, OH, OF, SH, F), in three series at a 0.025
(Y¼NHLi, OLi, SLi), in 14 series it was not significant
(Y¼CN, NO2, COOH, CH2Cl, and CH3, CH2F, CH2Li,
PH2, PHF, PHLi, SiH3, SiH2F, SiH2Li, SF). The F-test
was in accord with the values of partial correlation
coefficients R12.3 and R13.2 (Table 1), which measure the
correlation of D3E with one explanatory variable, as it
would be if it were not simultaneously correlated with the
second explanatory variable. For sI, R12.3 is typically
greater than 0.99; for x(1), R13.2 is very variable and
greater than 0.89 only in the 10 named series. The most
important series was with Y¼ F, containing 19 items; the
second term was significant at amuch smaller than 0.001.
(In this series, the substituents X and Y were exchanged
and some parameters sI for uncommon substituents had to


Table 1. Statistics of correlation of the stabilization energy of the model compounds 2, 3, 4 with Eqn (4): importance of the
electronegativity term


Compound Substituent Y rI
a (kJmol�1) za (kJmol�1) Rb sb (kJmol�1) Nb ac RZX.Y


d RZY.X
d


1 2 Y¼CH3 0.54 (31) þ0.566 0.22 8 þ0.564 þ0.702
2 CH2F 3.86 (32) þ0.979 0.22 8 þ0.988 þ0.699
3 CH2Li �10.69 (44) �0.9950 0.30 8 �0.9970 þ0.653
4 NH2 2.31 (12) 0.62 (6) 0.9961 0.081 8 �0.001 þ0.9931 þ0.981
5 NHF 7.17 (41) 0.83 (19) 0.9935 0.27 8 0.01 þ0.9918 þ0.891
6 NHLi �10.03 (33) 0.52 (15) 0.9973 0.22 8 0.025 �0.9972 þ0.836
7 OH 4.77 (44) 1.03 (20) 0.987 0.29 8 0.005 þ0.979 þ0.916
8 OF 10.70 (27) 0.93 (12) 0.9988 0.17 8 <0.001 þ0.9985 þ0.961
9 OLi �12.36 (51) 0.78 (23) 0.9959 0.34 8 0.025 �0.9958 þ0.832
10 SiH3 2.98 (47) þ0.934 0.32 8 þ0.964 �0.673
11 SiH2F 4.76 (38) þ0.981 0.26 8 þ0.989 �0.666
12 SiH2Li �8.99 (42) �0.9934 0.29 8 �0.9947 �0.518
13 PH2 4.43 (20) þ0.9941 0.13 8 þ0.9951 þ0.481
14 PHF 6.60 (24) þ0.9961 0.16 8 þ0.9961 þ0.259
15 PHLi �6.73 (61) �0.977 0.41 8 �0.982 þ0.498
16 SH 6.72 (19) 0.39 (9) 0.9983 0.13 8 0.01 þ0.9980 þ0.894
17 SF 9.72 (34) þ0.9964 0.23 8 þ0.9978 þ0.672
18 SLi �4.83 (25) 0.41 (12) 0.9932 0.17 8 0.025 �0.9932 þ0.848
19 F 8.84 (14) 1.22 (8) 0.9982 0.17 19 �0.001 þ0.9982 þ0.969
20 3 Y¼F 11.9 (32) 13.3 (14) 0.976 2.1 9 �0.001 þ0.827 þ0.970
21 4 Y¼F 20.9 (41) 4.6 (17) 0.930 2.5 9 0.05 þ0.902 þ0.747


a Regression coefficients of Eqns (1) or (4); Eqn (4) used only when the second term was significant at least at a¼ 0.05; standard deviations are given in
parentheses.
b Correlation coefficient R (RZX in the simple regression or RZ.XY in the multiple regression as the case may be), standard deviation from the regression s and
number of data N, respectively.
c Significance level of the second term (F-test).
d Partial correlation coefficients for sI and x(1), respectively.


Copyright # 2006 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2006; 19: 393–401


ELECTRONEGATIVITY DEPENDENCE OF INDUCTIVE EFFECT 395







be estimated; the estimated values are given in Table 2
and will be discussed later.)


The interpretation of our results is unambiguous: when
the fixed substituent Y has a small value of x(1) and
relatively great sI, rI in Eqn (4) is much greater than z and
significance of the electronegativity term cannot be
proven. A simple graphical representation may be


perhaps more impressive than statistical proofs. In
Fig. 1 the values of D3E predicted either according to
Eqn (1) or Eqn (4) were plotted against D3E calculated by
DFT. This means that the quantum chemical calculations
were used as reference standard, similarly as it would be
experimental data. All available data were included. It is
evident that Eqn (1) describes the relationship well for


Table 2. Inductive substituent constants derived from isolated molecules


Substituent D2E Eqn (2) kJmol�1 Reference sI sI in solutiona


H 0 0.000 0
CH3 �2.00b 20 0.032 �0.01
C(CH3)3 �2.02b 20 0.033 �0.01
CH2Cl �16.34b 20 0.270 0.17
CF3 �26.62b 20 0.440 0.40
CCl3 �27.82c This work 0.460 0.36
CHO �25.1d 19a Supplementary information 0.458 (0.35)f


COOH 17.01 23 0.281 0.30
COOCH3 �13.12b 20 0.217 0.32
CONH2 �15.95c This work 0.264 0.28
CSNH2 �21.82c This work 0.361 (0.24)f


CN �37.08b 20 0.613 0.57
SiH3 �10.0d 19a Supplementary information 0.191 (0.16)f


NH2 �6.64 20 0.109 0.17
N(CH3)2 �5.23c This work 0.087 0.17
N¼NCH3-(E) �10.68b 20 0.173
NO2 �39.69b 20 0.657 0.67
PH2 �13.99c This work 0.231 0.18
OH �12.58b 20 0.208 0.24
OCH3 �10.01b 20 0.166 0.30
SH �12.6d 19a Supplementary information 0.235 0.27
SO2CH3 �37.50c This work 0.620 0.59
SO2CF3 �51.02c This work 0.844 0.71
F �21.97b 20 0.364 0.54
Cl �26.85b 20 0.444 0.47
Br �29.15c This work 0.482 0.47
CH2F Estimatede 0.16 (0.20)f


CH2Li Estimatede �0.46
NHF Estimatede 0.31
NHLi Estimatede �0.43
OF Estimatede 0.45
OLi Estimatede �0.53
SiH2F Estimatede 0.19
SiH2Li Estimatede �0.39
PHF Estimatede 0.27
PHLi Estimatede �0.30
SF Estimatede 0.41
SLi Estimatede �0.21
COO� 226.27 23 �3.74 �0.19
O� 263.28b 20 �4.36
NHþ


3
�281.22b 20 4.65


a Ref. 2, based either on pK of 4-substituted bicyclo[2.2.2]octane-1-carboxylic acids in 50% ethanol or of 2-substituted acetic acids in water; these two models
gave compatible results.
b The values of DE in Ref. 16 are by 4% too low due to a mistake in the program; the values of sI are correct.
c Obtained from the following energies calculated at the level B3LYP/6-31þG(d,p)//B3LYP/6-31þG(d,p): 4-CCl3-C8H12-1-COOH, �1920.1784146; 4-CCl3-
C8H12-1-COO


�, �1919.6310671; 4-NH2CO-C8H12-1-COOH, �670.7588476; 4-NH2CO-C8H12-1-COO
�, �670.2069784; 4-NH2CS-C8H12-1-COOH,


�993.7102525; 4-NH2CS-C8H12-1-COO
�, �993.1606202; 4-N(CH3)2-C8H12-1-COOH �635.9950604; 4-N(CH3)2-C8H12-1-COO


�, �635.4391085, 4-
PH2-C8H12-1-COOH, �843.9719749; 4-PH2-C8H12-1-COO


�, �843.4193587; 4-CH3SO2-C8H12-1-COOH, �1089.9764341; 4-CH3SO2-C8H12-1-COO
�,


�1089.4327743; 4-CF3SO2-C8H12-1-COOH, �1387.7730726; 4-CF3SO2-C8H12-1-COO
�, �1387.2345592; 4-Br-C8H12-1-COOH, �3075.5530138; 4-Br-


C8H12-1-COO
�, �3075.0061717 (a.u.).


d Calculated at the level MP2/6-311þþG��//B3LYP/6-311þG�; D2E are smaller in absolute values than our values but sI have been scaled and are comparable
with the other constants.
e Estimated from the regression of D4E (Ref. 29) on sI when the values for the substituents COOH and COO� were not available.
f Ref. 1b, mostly derived from 19 F NMR shifts.
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many substituents but for some of them the improvement
with Eqn (4) is obvious; the sI term is decisive, the x(1)


term is valid only in the named cases but it is necessary.
A particularly sensitive graphical test may show the


significance of the electronegativity term in a given series.
The first term of Eqn (4) was subtracted from D3E; the
differences may be viewed also as residuals after
processing with Eqn (1). In Fig. 2 these residuals were


plotted against x(1). The dependence is evident, in
particular one sees clearly that the electronegativity term
is controlled only by the first atom of the substituent: there
is no difference between the substituents NH2, NHF,
NHLi and only insignificant difference between OH, OF,
and OLi. The dependence only on the first atom is thus the
most remarkable property of Eqn (4). When this test was
reversed, the second term of Eqn (4) (a smaller correction)
was subtracted from D3E and plotted against sI. We got a
closer regression (Fig. 3) since the term with sI is more
important; particularly impressive is the difference
between substituents OF and OLi—the inductive effect
depends sensitively also on the more remote atoms of the
substituent. In our opinion, the importance of the
electronegativity term is revealed very clearly in this
way. As far as we know, common two-parameter
equations have never been checked by this very sensitive
test.


Dependence of the substituent effects on the
distance


We examined the dependence on the distance on
bicyclo[1.1.1]pentane derivatives 3 and on ethane
derivatives 4 with the fixed conformation ap; the fixed
substituent Y¼F was chosen since its electronegativity is
extreme and its effect should be very marked. The
substituent effects are represented by the reaction
energies D5E and D6E, Eqns (5) or (6), respectively
(Table 3). Their correlation with the two-parameter
equation, Eqn (4), is described in Table 1, lines 20 and 21.
Compared to similarly substituted bicyclo[2.2.2]octanes
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2 (line 19), the overall correlation is less precise but the
electronegativity term is statistically significant. With 3,
this term is increased and even more important than the
inductive term, with 4 it is smaller and just at the limit of
statistical significance.


To get a better survey of the dependence on the
distance, we present in Table 4 the relative values of the
coefficients rI and z (Eqn (4)) for the compounds 2, 3, and
4. As expected rI decreases steeply and regularly as
reported many times4a,9 for the classical inductive effect
(i.e., when charged groups are involved). The decrease
was related either to the geometric parameters19a,27,30 or
to the number of bonds;31,32 the problem of which
mathematical model is better was discussed exten-
sively7,9,10,27 and will not be repeated here. Our scarce
data of rI would be compatible with both theories. Our
ratio of rI of 3 an 2 (1.35) agrees with the ratio from the
experimental gas-phase acidities of the corresponding
carboxylic acids29b (1.295).


The electronegativity effect was expected to drop with
the distance still more steeply, just because it is controlled
by the first atom of the substituent. This has not been
confirmed. In 3 it is much greater than in 2 but in 4 it is
again smaller. It evidently does not depend only on the


distance but also on the geometry and on bonds present in
the molecule between the two interacting groups. We
shall return to this question in the next section. A
remarkable mention in the older literature33 assumed that
the inductive effect can be different in cyclic and acyclic
systems but the evidence was not convincing.


Some relationship with the electronegativity


For the time being we are unable to offer any physical
explanation of the second term in Eqn (4); the problem is
already in the definition of electronegativity, particularly
for groups.26 Dependence on the electronegativity was
claimed34,35 for some NMR shifts observed in our
compounds: 13C in342 with Y¼CH3,


19F in352 with
Y¼ F, 19F in36,373 with Y¼ F, respectively. Some
correlations were excellent, the other poor but the
electronegativity was defined in a different way and
sometimes even not quite unambiguously. The shifts in 2
were correlated with an equation formally similar to Eqn
(4) but the electronegativities used35 (denoted i) were
taken from the older paper of Inamoto and Masuda38


neglecting the newer values.26b (Note that even the
original definitions26b,38 were not quite clear.) Also the
values of sI used


34,35 were specially derived39 from NMR
shifts of a similar system but they were nearly
proportional to the common scale. In the correlations
of 3, the electronegativities were replaced36 by the
electronegativity parameters sx defined on a very simple
quantum chemical model.40 Later this model was
improved37 using a larger basis set but the new values
were rather different. According to our experience,41 a
larger basis set need not give better results with these
oversimplified models.


We carried out the correlations of these 13C and 19F
shifts34–36 with Eqn (4), using our defined scale of sI and


Table 3. Calculated energies and some bond lengths of substituted bicyclo[1.1.1]pentanes 3 and 1,2-disubstituted ethanes 4


Substituent X


3 Y¼H 3 Y¼F


D5E
(kJmol�1)


4 Y¼H 4 Y¼ F


D6E
(kJmol�1)E(DFT) a.u. E(DFT) a.u. C–F (Å) E(DFT) a.u. E(DFT) a.u. C–F (Å)


H �195.3260086 �294.6091466 1.365 0 �79.8627823 �179.1348672 1.399 0
CF3 �532.5037902 �631.7836297 1.357 8.66 �417.0386334 �516.3055717 1.392 13.51
CN �287.6004703 �386.8798750 1.354 9.80 �172.1327732 �271.4005771 1.388 11.24
NH2 �250.7056680 �349.9845254 1.362 11.24 �135.2317644 �234.5020277 1.396 4.78
NO2 �399.9077293 �499.1830962 1.352 20.40 �284.4406164 �383.7050675 1.386 20.04
OH �270.5821744 �369.8581638 1.358 18.77 �155.1069780 �254.3751881 1.393 10.17
SH �593.5522917 �692.8312538 1.362 10.96 �478.0817317 �577.3504439 1.394 8.86
F �294.6091466 �393.8821189 1.354 26.69 �179.1348672 �278.4005875 1.391 16.71
Cl �654.9624672 �754.2377295 1.357 20.68 �539.4912073 �638.7591344 1.394 10.92
O� �269.9938256 �369.2806961 1.401 43.70 �135.5920858 �234.8458580 1.369 48.08
NHþ


3
�251.0660367 �350.3325316 1.332 �9.80 �154.4932381 �253.7759421 1.439 �27.88


Li �202.2107143 �301.5056316 1.407 �30.93 �86.7415299 �186.0282479 1.447 �38.42


Table 4. Dependence of the inductive effect on the dis-
tance of the substituenta


Equations Compounds ra za rbÅ


3 Bicyclo[2.2.2]octanes 2 Y¼ F 1 1 3.278
5 Bicyclo[1.1.1]pentanes 3 Y¼F 1.35 10.9 2.512
6 Ethanes 4 Y¼F 2.37 3.8 1.874


a Relative values of the regression coefficients of Eqn (4) when it is applied
to the reaction energies D3E, D5E, and D6E of the reactions of Eqns (3), (5),
and (6).
b The distance from the center of the C–F bond to the C atom bearing the
variable substituent X.
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Dx(1) of Allred,24 to obtain a reference excluding any
ambiguity: any group electronegativities were avoided
and various scales for atoms are numerous but little
different from each other.23 The electronegativity term
was always highly significant; with 13C and 19F of 2 it was
more important than the inductive term (Table 5, lines 3
and 4), with 19F of 3 it was the only significant (line 5).
However, the overall fit was bad as seen from the
correlation coefficients R< 0.93. We are of the opinion
that the NMR shifts are influenced by electronegativity
but affected also by some specific effects; their detailed
interpretation is rather complex.37


The most striking property of Eqn (4) is that the second
term depends only on the first atom of the substituent;
one can imagine something as direct interaction of the
bonds C—X and C—Y in 2–4, or say any interaction of
the pertinent orbitals. We examined the dependence of
the C—F bond length in 3 and 4 on the substituent X.
Eqn (4) holds only for 3 and the second term is
significant at a¼ 0.005 (Table 5, line 1). Evidently the
interaction depends not only on the distance but also on
the detailed geometry. One remembers the old theory of
interaction of distant localized orbitals;42,43 the inter-
action was strongly dependent on symmetry and
strengthened by the bonds situated between the interact-
ing orbitals. We chose the molecules 3 with the
symmetrical substituents X¼H, CN or F, and investi-
gated the orbitals contributing to the sigma frame. The
most interesting are the orbitals No. 13 (X¼H), No. 16
(X¼CN) and No. 15 (X¼ F), which are shown in detail
in Figures S1–S3, Supplementary Material. With the first
two molecules, when there is a great difference in the
electronegativity of X and Y, we found direct bonding
interaction between the orbital located on the substituent
and orbitals on the bonds of the parent skeleton. With
X¼ F, that is, when X and Y are identical, we found no
orbital with the same properties. This result could be
qualitatively in accord with the mentioned theory42,43 but
does not say more for the quantitative explanation.
Another interpretation can be attempted in terms of
repulsion of the carbon orbitals in the bridgehead


positions44 but this explanation can apply only to 2
and 3, not to 4.


Inductive effect in the gas phase and in
solution


In the course of this investigation, the substituents were
always characterized by constants measuring the induc-
tive effect in isolated molecules or in the gas phase. These
were obtained either from the defining reaction20 Eqn (2)
or statistically from several reactions;23 subsequently
they were scaled to resemble the best known scale2 of
constant sI determined from data in water solution. In this
paper further values were estimated in an indirect way
from literature data.29 We collected all values available,
giving preference to the values derived from the standard
defining reaction, Eqn (2). It turned out that they are
slightly smaller than the standard sI in solution. There-
fore, we rescaled our sI values with the factor of 1.023
determined on seven selected substituents and we present
the rescaled values in Table 2, column 4. In our opinion
they are the best values for isolated molecules available to
date. They differ from the previous values20 only by the
mentioned factor; hence all correlations described earlier
retain their validity.


There is a rather close resemblance of sI determined for
isolated molecules and in water solution2 (R¼ 0.965),
taking into account both the experimental uncertainty and
the imperfection of the theoretical model. However, some
differences exceed clearly this uncertainty and are worth
mention (Table 2). In general, one expects that
substituents that are able to join into the system of
hydrogen bonds will make the value of sI in water greater.
This is evidently the case with F, while with NH2 the
effect is smaller and with OH and COOH negligible. It is
particularly difficult to understand why sI of the alkylated
groups OCH3, COOCH3 and N(CH3)2 are significantly
raised in water compared to OH, COOH, and NH2. On the
opposite, substituent breaking the structure of water
should possess smaller or negative sI. The effect of CH3


Table 5. Statistics of correlations of the bond lengths and NMR shifts of the model compounds 2, 3, 4 with Eqn (4)


Compound Quantity rI
a za Rb sb Nb ac


1 3 Y¼ F C–F bond length �0.0168(17) �0.0030(7) 0.980 0.0010 9 0.005
2 4 Y¼ F C–F bond length �0.0164(26) — 0.924 0.0016 9 —
3 2 Y¼CH3


13C NMR shift �1.14(33) �0.79(13) 0.889 0.25 19 <0.001
4 2 Y¼ F 19F NMR shift �3.4(14) �4.0(6) 0.922 0.98 15 �0.001
5 3 Y¼ F 19F NMR shift — �43(5) 0.923 4.2 16 —


aRegression coefficients of Eqns (1) or (4); Eqn (4) used only when the second term was significant at least at a¼ 0.05; standard deviations are given in
parentheses.
b Correlation coefficient R (RZX in the simple regression or RZ.XY in the multiple regression as the case may be), standard deviation from the regression s and
number of data N, respectively.
c Significance level of the second term (F-test).
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and C(CH3)3 is small but the strong effect of SO2CF3 and
CH2Cl can be understood in this way. A more exact
investigation would evidently need a more efficient model
in water solution.


CONCLUSIONS


The classical inductive effect is certainly the best defined
and best supported phenomenon in the area of correlation
analysis. Its broad applicability and transferability from
one system to another was proven on the experimental
gas-phase equilibria3,15,16a and on the calculated ener-
gies11,18,19 with a greater precision than it was possible
formerly on reactivities in solution.2,17,28 In our opinion,
the calculated energies are as dependable as the
experimental values: Any artifact of the method can be
excluded with respect to the diverse character of the
compounds within each series; in addition calculations
and experiments were many times closely correlated.


The more complex character of the inductive effect was
discovered only recently23 and was confirmed here on
further systems, partly also on the independent literature
data.30 The principle is that a simple transferable
inductive effect can be observed only on the interaction
with a charged (or strongly polar) group; when both
interacting groups are less polar, the effect must be
expressed by two terms. The second term depends only on
the first atom of the substituent and decreases with the
distance more steeply. Its physical meaning is still
unclear; the relation to the electronegativity cannot be
simply interpreted. Note that this term is small. Its
significance was proven by statistical tests with all
possible dependability but its experimental confirmation
would be almost impossible, for instance the accuracy of
the enthalpies of formation would not be sufficient. Some
confirmation was obtained here from the NMR shifts but
these quantities are evidently still more complex in
character.


CALCULATIONS


DFT calculations were performed at the levels B3LYP/6-
311þþG(3df,3pd)//B3LYP/6-311þþG(3df,3pd) (series
of compounds 3 and 4) or B3LYP/6-311þG(d,p)//
B3LYP/6-311þG(d,p) (several additional compounds to
the series 1). The Gaussian 03 program45 was used; no
corrections for the zero-point energy were introduced. No
symmetry conditions were presumed. Several possible
conformations of the functional group were always taken
into consideration; the resulting minimum-energy con-
formation was always the same in bifunctional and
monofunctional compounds. All minimum-energy struc-
tures were checked by the vibrational analysis and were
found to represent energy minima. In the case of
compounds 4, we started from a conformation on the


C—C bond near to ap and let the optimization proceed.
The conformation has never changed during the
calculation. What we obtained, was a stable conformer,
checked also by the vibrational analysis; we have only not
examined whether this conformer is more or less stable
that the second conformer sc.


The energies of compounds 3 and 4 are listed in Table 3
together with reaction energies D5E and D6E of the
isodesmic reactions, Eqns (5) and (6), respectively.
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ABSTRACT: Novel photochromic bis-styryl dihydroindolizines (DHIs) 5a-b bearing different cycloalkanone ring
sizes were prepared in 11–42% yield via nucleophilic addition of bis-styryl cycloalkanones 2a–k to substituted
spirocyclopropenes 1a–g. The absorption maxima (lmax) of the colored betaines 4a-b (formed after UV-irradiation)
were detected by millisecond flash photolysis, laser flash photolysis as well as FT-UV/VIS measurements. All betaines
4a-b showed two absorption maxima, one in the visible region (500–575 nm) and another one in the IR-region (800–
878 nm). The kinetics of the fast cyclizing process of betaines 4a-b to DHIs 5a-b were studied in dichloromethane
solution by millisecond flash photolysis and were found to take place in the millisecond range (76–450 msec). The
strong colorability of betaines 4a-b may be attributed to the highly conjugated betaine structures as well as to the
presence of the carbonyl chromophore. Interestingly, a remarkable photo-fatigue resistance of some studied betaines 4
showed t30-values higher than the standard one. Large solvatochromic effects on the absorption maxima (lmax) as well
as a substantial increase of the half-lives (t1/2) with solvent polarity of betaines 3a-b were also observed. Copyright #
2006 John Wiley & Sons, Ltd.


KEYWORDS: photochromism; Bis-styryl dihydroindolizines (DHIs); IR-sensitive materials; flash photolysis; solvato-


chromism

INTRODUCTION


Photochromism is defined as the reversible photocolora-
tion of a single chemical species between two states having
distinguishably different absorption spectra, which is
brought about by the action of an electromagnetic radiation
in at least one direction. Photochromism poses the same
problems as other photochemical reactions, that is, the
system generally represents a photoequilibrium and the
photoproduct does not appear as a separate phase.
However, it is distinguishable from general photochemical
reactions by a characteristic feature: reversibility.1


Photochromic compounds are of great interest in
industry. In deed, although they have been exploited in a
wide range of applications that spans from manufacturing
of optical lenses to color printing and optical recording,
many other promising utilizations are as yet to be put in
practice.1 In 1952, Fisher and Hirshberg2 first defined as
photochromic a chemical species capable of undergoing,
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under the influence of an electromagnetic irradiation, a
reversible isomerization to a new species with a different
absorption spectrum. In the last decade, the design and
synthesis of organic molecular materials, whose structure
and macroscopic properties can be controlled by external
triggers, has become a challenging topic of multidisci-
plinary research. This considerable research effort is
justified by the potential applications of these materials
in emerging opto-electronic and photonic technologies.3 In
this context, a photochromic system, working through an
external light stimulus, can be the basic unit for a molecular
switch.3 Then, under appropriate light irradiation, intrinsic
changes of the geometry and polarity of the chromophoric
entity can lead to a topological change of an attached
molecular system, modifying in turn the photophysical
properties of the material under consideration.4–10


Since the discovery of the photochromic dihydroindo-
lizines (DHIs) and tetrahydroindolizines (THIs) by Dürr
in 1979,11,12 they became a very interesting class of
photochromic molecules and have been extensively
studied and received particular attention owing to their
remarkable photofatigue-resistance and wide broad
photochromic properties.13–39 Due to these important
and interesting properties, they have already found their
applications in optical technology,33,35,36,39 ophthalmic
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lenses,33,39 data storage,27,33 photoswitches,25,26,33,39


dental filling materials,18,19,25,28 IR-sensitive photo-
switchable materials,14,18,19,38 and DNA markers.29


These interesting molecules undergo a photo-induced
change of color in solutions and in polymer matrices
when exposed to UV radiation or direct sunlight
exposure. They return to the initial state when the
illumination ceases, normally via a thermal pathway. The
photochromic behavior of DHIs is based on a reversible
pyrroline ring opening, induced by light, that converts
a colorless form (usually named the ‘closed form’) to
the colored form (betaine form). The thermal back
reaction—the 1,5-electrocyclization—from the ring-
open betaine to DHI shows rates extending from
milliseconds to several weeks14,19,33 depending on the
substituents and structure of the involved molecule. This
interesting wide range in the lifetime of the colored form
leads these molecules to find many applications.33,36,38


In continuation of our previous work dealing
with the synthesis and photochromic properties of
DHIs,14,15,18,19,24,27,32–39 in this manuscript, we wish to
report the synthesis and photochromism of novel
photochromic DHIs bearing highly conjugated bis-styryl
cycloalkanone moieties, a system with interesting
absorption in the IR-region and storage of the colored
form for several weeks without any color fading.

RESULTS AND DISCUSSION


Synthesis of novel bis-styryl dihydroindolizine
cycloalkanones 4a-b system


Substituted fluorene spirocyclopropenes 1a–g were
obtained via the pyrazole route11–13,32–39 by photolysis

Scheme 1. Preparation outline of photochromic bis-fluorene sty


Copyright # 2006 John Wiley & Sons, Ltd.

of the substituted fluorene pyrazoles using a 125 W high
pressure mercury lamp in dry ether at room temperature.
The obtained photolyzed products were used without
further purification. The different 2,6-diquinolidenecy-
cloalkanones precursors 2a–d were prepared in low to
moderate yields (20–50%) via zinc chloride catalyzed
aldol condensation of quinoline-4-carboxaldehyde with
cycloalkanones, namely, cyclopentanone, cyclohexa-
none, cycloheptanone, and cyclooctanone.40–42 The
reaction of the substituted fluorene spirocyclopropenes
1a–g with 2,6-diquinolidenecycloalkanones 2a–d in
dry ether at ambient temperature for 24–66 h under
dry nitrogen atmosphere in absence of light gave the
fluorene-bis-styrylquinolinedihydroindolizines (DHIs)
5a-b (Scheme 1) in poor to moderate yields (11–42%)
(Table 1). Either increasing the reaction time or reactant
ratio did not show any yield improvements.


The formation of DHIs 5a-b occurs through the
nucleophilic addition of the nitrogen of the N-hetero-
cyclic quinolines 2a–d to the electron-deficient cyclo-
propenes 1a–g, which undergo ring opening via a
cyclopropyl-allyl conversion 3a-b to the colored betaines
4a-b. A subsequent ring-closure to DHI 5a-b results in a
fast 1,5-electrocyclization reaction (Scheme 1) which can
be reversed upon exposure to light. Pure cycloalkanyl
bis-styryl DHIs 5a-b were obtained in all cases by twice
column chromatography on silica using dichloromethane
as the eluent (Table 1).


The newly synthesized photochromic bis-styryl DHIs
5a-b were characterized by elemental analysis, 1H, 13C,
1H, 1H-COSY, 1H, 13C-COSY, and 1H, 1H-NOESY NMR
experiments, mass and IR spectroscopy (see Experimental
section). For example, it is worth commenting upon some
typical features of the NMR spectra, illustrated by that of
5d (Scheme 2). The 1H–1H-correlation of 5d showed that

rylquinolines DHIs 5a-b via the spirocyclopropene route
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Table 1. Substituent pattern of the 28 DHI derivatives prepared (5a-b) and their melting points and reaction yields


DHIs 5 R n Reaction time (h) Mp (8C) Yield (%)


a CH3 0 24 172 42.4
b CH3 1 28 161 36.2
c CH3 2 44 154 30.9
d CH3 3 60 143 19.3
e C2H5 0 30 163 30.4
f C2H5 1 36 150 26.3
g C2H5 2 40 136 24.6
h C2H5 3 51 130 18.3
I CH(CH3)2 0 40 150 30.8
j CH(CH3)2 1 46 143 27.3
k CH(CH3)2 2 53 130 20.9
l CH(CH3)2 3 56 122 14.3
m C(CH3)3 0 47 142 26.9
n C(CH3)3 1 55 136 25.3
o C(CH3)3 2 63 120 28.9
p C(CH3)3 3 66 117 19.3
q CH3(CH2)4 0 46 120 19.3
r CH3(CH2)4 1 52 112 16.8
s CH3(CH2)4 2 58 103 11.0
t CH3(CH2)4 3 65 99 12.6


u 0 42 149 33.5


v 1 44 135 30.7


w 2 50 122 29.2


x 3 51 117 27.9


y 0 50 156 39.3


z 1 53 150 33.9


a 2 57 142 35.9


b 3 59 131 23.7
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both 20,30-methyl ester groups experience no coupling with
other protons and appear as two singlets at 3.18 and
4.26 ppm, respectively. The three protons H100a, H100, and
HA are the most characteristic. The chemical shifts for
H100a (5.52, dd, J H100–H100a¼ 0.99, 5J H100a–HA, 4.6 Hz)
and H100 (5.17, dd, 4J H100–HA, 5.6, J H100–H100a, 0.99 Hz)
are noticeable; the first is observed down field owing to the
electronegative neighborhood of a nitrogen and a double
bond as well as the anisotropic effect of the fluorene ring.38


In contrast, the diamagnetic current of the aromatic nucleus
induces a large high field shift for the H100 signal.
Interestingly, the HA proton appears as a doublet at
6.92 ppm (4J¼ 0.99 Hz) due to the coupling with H100.
Typical signals and couplings of cyclooctane methylene
protons at 1.4, 2.3 ppm were recorded.

Copyright # 2006 John Wiley & Sons, Ltd.

In addition, the chemical structure of 5d was assigned
by 2D-NMR spectroscopy. The 1H–1H-correlation of 5d
was used to assign the protons of the quinoline rings as
well as the HA proton (region C) and in the 1H,1H-COSY
spectrum both 20- and 30-methyl ester groups showed no
coupling with other protons and appeared as two singlets
3.18 and 4.26 ppm. The 100-CH signal was shifted to high
field and appeared as a double doublet at d¼ 5.18 ppm
showing two coupling systems. The first is due to 3J-
coupling with the 100a-CH, which appears as doublet at
d¼ 5.60 ppm, the second is due to 4J-coupling with the
HA which appears as a double doublet at d¼ 6.92 ppm.
Further assignments of HA, 100CH and 100a-CH were
done by the aid of NOESY spectrum of 5d. Here we
observed that 100a-CH at d¼ 5.60 ppm is close in space to

J. Phys. Org. Chem. 2006; 19: 402–414







Scheme 2. 1HNMR data for structure determination of DHI 5d
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both 100-CH at d¼ 5.17 ppm and 1-CH of the fluorene
moiety at d¼ 7.64 ppm. This system proves that 100a-CH
is in 100a-position and not at 100-position. Additionally,
the connectivity between 100-CH and 8-CH of the
fluorene part at d¼ 7.52 ppm was observed. This vicinity
of 100-CH with 8-CH proved that the quinoline moiety is
perpendicular to the fluorene skeleton as proved by a
molecular modeling calculation37 of 5d (Fig. 1). It
showed that the distance between both 100a-CH, 100-CH
and 1-CH, 8-CH of the fluorene moiety is <3 Å. Probably
60-CH and 30-CH3 of the ester group at d¼ 4.26 ppm are
close in space to each other (Fig. 1).

Photophysical properties of new
photochromic DHIs 5a-b and their
corresponding betaines 4a-b in solution


Electronic spectra of the newly synthesized DHIs 5a-b
were measured in dichloromethane solution using a
UV/Vis spectrophotometer with concentration of

Figure 1. Representation of the optim


Copyright # 2006 John Wiley & Sons, Ltd.

1� 10�5 mol/l at 23 8C. The intensities (log e) of these
bands were found to be between 3.88 and 4.25. The
absorption of DHIs 5a-b was observed in the UV-region
and showed two absorption maxima, one lies between 331
and 352 nm and the other lies between 367 and 388 nm.
These absorptions are depending on the type of the esters
and the size of the cycloalkanone moieties. Due to the
increase in the conjugated DHI skeleton and the presence
of the chromophoric carbonyl group of the cycloalkanone
moiety, a shift of around 20 nm was recorded compared
with our previous work on 9-styryl DHI system.38 As
established previously,1 these absorption bands can be
assigned to the locally excited p–p�-transition (LE)
located in the butadienyl-vinyl-amine chromophore1,32–39


of the DHIs 5 (Table 2).
Irradiation of DHI 5a-b in CH2Cl2 solution with


polychromatic light at room temperature did not led to
any color change owing to the fast 1,5-electrocyclization
of the betaines 4 back to DHIs 5. On the other hand,
after cooling to �20 8C (FT-UV/VIS at 253 K), irradiation
of 5a-b afforded a brown colored solution with two

ized (MM2) structure of DHI 5d
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Table 2. UV/VIS absorption DHIs 5a-b and betaines 4a-b and kinetic data of betaines 4a-b in the msec range (recorded by
millisecond flash photolysis) in CH2Cl2 solution (23 8C, c¼ 1� 10�5mol/l)


4/5 lmax(DHI) (nm) log (e) lmax(betaine) (nm) k� 10�3 (sec�1) t1/2 (msec) Color of betaine


a 352;388 4.25 575;850 1.35 356 Orange-brown
b 349;386 4.15 550;875 1.77 397 Orange-brown
c 344;381 4.08 525;900 1.54 450 Brown
d 343;380 4.07 525;900 1.51 459 Brown
e 348;382 4.22 550;850 3.30 210 Orange-brown
f 243;378 4.17 525;825 2.92 237 Orange-brown
g 339;373 4.07 500;825 2.48 280 Orange-brown
h 339;372 4.04 500;800 2.44 284 Orange-brown
I 345;380 4.20 550;850 4.28 162 Orange-brown
j 342;377 4.14 525;825 3.48 199 Orange-brown
k 337;371 4.08 525;800 2.94 236 Orange-brown
l 337;370 4.07 525;800 2.88 241 Orange-brown
m 342;378 4.19 550;850 7.00 99 Brown
n 340;375 4.12 525;825 5.64 123 Orange-brown
o 336;372 4.03 525;800 4.18 166 Orange-brown
p 335;372 4.16 500;800 4.08 170 Orange-brown
q 340;377 4.10 500;800 2.04 340 Orange-brown
r 338;375 4.02 500;800 2.25 308 Orange-brown
s 336;373 4.00 525;825 2.50 277 Orange-brown
t 331;370 4.15 575;850 2.58 269 Brown
u 341;378 4.01 550;850 2.40 289 Brown
v 339;374 3.95 575;850 2.73 254 Brown
w 338;370 3.94 550;850 3.25 213 Brown
x 336;369 3.89 500;850 3.62 209 Brown
y 342;377 4.05 550;825 9.12 76 Brown
z 340;373 3.97 525;850 6.60 105 Brown
a 336;366 3.90 525;875 5.13 135 Brown
b 336;367 3.88 500;825 5.21 133 Orange-brown
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absorption bands ranging (Table 2) between 500 and
575 nm and between 800 and 900 nm, respectively
(Figures 2 and 3) with a tail extending beyond
1100 nm as recorded by FT/UV-VIS spectrophotometer.
To examine more deeply the absorption maxima in the IR-

igure 2. Kinetic FT-UV/VIS spectrum of the thermal fading of betaine 4s to bis-DHI 5s (cycle time¼2.5 sec, run time¼50 sec)
CH2Cl2 (c¼1� 10�5mol/l at 253K)

F
in

Copyright # 2006 John Wiley & Sons, Ltd.

region, both millisecond flash photolysis and laser flash
photolysis measurements were done (Figures 4 and 5).
For instance, the millisecond flash photolysis spectrum of
betaine 4a showed two maxima, one at 525 nm and the
other in the IR-region at 875 nm (Figure 4). In addition,
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Figure 3. Kinetic FT-UV/VIS spectrum of the thermal fading of betaine 4y to bis-DHI 5y (cycle time¼ 1 sec, run time¼ 30 sec) in
CH2Cl2 (c¼1�10�5mol/l at 253K)
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the laser flash photolysis spectrum of betaine 4l (Figure 5)
revealed two maxima, one at 525 nm and the other in the
IR-region at 800 nm. Irradiation of DHI 4a-b in
CH2Cl2 at 77 K (liquid nitrogen) afforded a very strong
orange-brown to brown colored betaines 4a-b which
could be stored at this temperature for several weeks
without any color decay. The strong colorability of
betaines 4a-bmay be attributed to their highly conjugated

Figure 4. Absorbance decay curves and half-life determination
25 nm). Insert shows the kinetic analysis of the curve at 525 nm
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structure as well as to the presence of the chromophoric
carbonyl group.


Effect of Substituents on the lmax of the bis-
photochromic DHIs 5a-b.

(i) E

of be
(t1/2¼

ffect of the alkyl ester groups on the absorption
maxima of the DHIs 5a-b(region B). Generally,

taine 4a at different wavelengths (350–900 nm every
135msec with correlation coefficient¼ 0.9987)
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Figure 5. Transient absorption spectra of compound 4l in dichloromethane solution excited at 340 nm with a ruby laser and
analysed at different times (400, 2000, 4000, 8000, 14 000msec) after the laser pulse at ambient temperature
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changing the alkyl ester group has resulted in a very
small influence on the lmax of DHIs.3,19 A hypso-
chromic shift in the absorption maxima of the bis-
photochromic DHI 5a-b from 3 to 8 nm was
observed by changing the alkyl ester from methyl
to ter-butyl group. The cyclohexyl and norbonyl
alkyl ester groups DHIs 5u–x and 5y-b showed
almost the same absorption maxima with a hypso-
chromic shift of about 10 nm compared with the
substituted methyl ester groups DHI 5a–d (Table 2).
These small hypsochromic shifts did not lead to any
color change of the DHIs in solution as well as in the
solid state. These results were in good agreement
with former studies on the styryl-DHI system.32,38

(ii) E

ffect of the cycloalkanone ring size on the absorp-
tion maxima of DHI 5a-b. A small hypsochromic
shift by about 5 nm in the first absorption maxima
and 10 nm by increasing the DHIs cycloalkanone

re 6. Absorbance-time relationship for the kinetic thermal fading
750) for determination of the electrocyclization rate constant k a
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ring size was noticed. For example, DHI 5u (bearing
cyclopentanone) showed absorption maxima at 341
and 378 nm while DHI 5x (bearing cyclooctanone)
showed absorption maxima at 336 and 369 nm
(Table 2). This noticeable bathochromic shift maybe
due to the steric hindrance of the large size of the
cycloalkanone with the DHI skeleton as well as the
stabilization of the electron density on the carbonyl-
oxygen chromophore. A non-pronounced difference
of the absorption maxima of the DHIs bearing
cycloheptanone and DHIs bearing cyclooctanone
was recorded.

(iii) E

ffect of alkyl ester groups on the absorption max-
ima of the colored betains 4a-b (region B). The
change of the alkyl ester group in a fixed betaine
system generally has no marked influence on the
lmax of the betaine form as well as on the color.32–39


It was noticeable that there is a small hypsochromic

of betaine 4s at different wavelengths (450, 550, 650,
t 253K
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Figure 7. Absorbance-time relationship for the kinetic thermal fading of betaine 4y at different wavelengths (450, 550, 600,
650, 700, and 750) for determination of the electrocyclization rate constant k at 253K
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shift by about 50 nm (as recorded by millisecond
flash photolysis measurements) by changing the
alkyl ester from methyl (4a) to pentyl groups. This
was in agreement with the former results on the
effect of ester groups on the absorption maxima of
the colored betaines (Table 2) which showed that the
bulky ester groups led to a hypsochromic shift. Also,
a hypsochromic shift by 25 nm by changing the alkyl
ester group from cyclohexyl to norbonyl groups.
Generally, it has been considered that a bulky sub-
stituent sometimes causes strain to hamper charge
delocalization, namely, planar structure formation
resulted in hypsochromic shift.37

(iv) E

ffect of the cycloalkanone ring size on the absorp-
tion maxima of DHI 5a-b. Interestingly, a bath-
ochromic shift by 25–75 nm of the absorption
band in the IR-region by increasing the cycloalk-
anone ring size was recorded. On the other hand, a
hypsochromic shift by 25–50 nm of the absorption
band in the UV-region was observed. This may be
attributed to the enlargement of the ring size which
has more-electron donating methylene groups,
which led to increase the electron density on the
carbonyl oxygen chromophore.14,15 The absorption
maxima of the DHIs bearing a cycloheptanone ring
showed almost the same absorption maxima of the
DHIs bearing cyclooctanone ring.

Kinetics of the 1,5-electrocyclization of
betaines 4a-b to DHIs 5a-b


The kinetics of the fast reverse 1,5-electrocyclization of the
colored betaines 4a-b into the corresponding DHIs 5a-b
were detected using both FT-UV/VIS (Figs. 2,3,6,7),
millisecond flash photolysis (Fig. 4) and laser flash

right # 2006 John Wiley & Sons, Ltd.

photolysis measurements (Fig. 5). The decrease in
absorption of the colored betaine with time was measured
according to the measurement techniques. The cyclization
rate constant (k) and the half-lives (t1/2) are listed in Table 2.

(i) E

ffect of alkyl ester groups on the half-lives of the
colored betains 4a-b. Changing the alkyl group from
methyl to ethyl and isopropyl or ter-butyl in the ester
group leads to a decrease in the half-life time by a
factor of 3.60. This may be due to the strong electron
donation of the ter-butyl group compared with the
methyl group. The norbornyl ester betaine 4y showed
a smaller t1/2 by a factor of 4.68 than the betaine 4a, in
which the bulky norbornyl groups might be associ-
ated with larger electron-donating effects. These
interesting results reflect well the tuning of the
photophysical properties by changing the substitution
in the DHI system, which may lead to tunable the
DHI system for applications.

(ii) E

ffect of cycloalkanone ring size on the half-lives of
the colored betaines 4a-b. A pronounced increase in
the half-lives of the colored betaines 4a–b by increas-
ing the cycloalkanone size was observed. For
example, there is an increase of the t1/2 of betaine
4m (bearing cyclopentanone ring, t1/2¼ 99 msec) by
factor 1.72 compared with the t1/2 of betaine 4p
(bearing cyclooctanone ring, t1/2¼ 170 msec). A
noticeable small increase in the t1/2 of the betaines
carrying the cyclooctanone ring by about 5 msec
compared with those bearing cyclooctanone. These
results are attributed to the steric effect of the bulky
cycloalkanone ring which hinders the 1,5-electrocy-
clization process. All above mentioned influences are
in agreement with our former studies on photochro-
mic DHIs.33–36
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Figure 8. FT-UV/VIS curve analysis at 850 nm for betaine 4a
in CH2Cl2 at �20 8C (c¼1�10�5mol/l)
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Photo-Fatigue Resistance of Photochromic D-
HIs 5a-b and their Corresponding Betaines 5a-
b at low temperature


In studying the quality of a photochromic system or in
other terms, the thermal full reversibility of a specific
photochromic molecule, the problem of carrying out a
large number of colorization–decolorization cycles arises
frequently. The gradual loss of the ability to change color
by exposure to visible or ultraviolet light in this context
has been termed fatigue.1,16a Gautron43 has advanced a
quantitative approach to measure the fatigue in photo-
chromic systems.


By irradiation of degassed dichloromethane solutions
of the bis-spirodihydroindolizines 5a-b with polychro-
matic light (l¼ 200–400 nm) at 253 K (due to the fast
thermal bleaching process), the orange-brown to brown
colored betaines 4a-b were produced. Upon continued
irradiation they decomposed after some time. However, if
oxygen is excluded, these systems are noticeably more
stable. It is possible that in the presence of oxygen, the
betaines 4a-b act as sensitizers towards singlet oxy-
gen.1,38 The t30-value which is the time of fading of the
initial absorbance of the colored betaine from 100% at
time¼ 0–30% of its initial absorbance in the photode-
gradation experiments was recorded.


From the photodegradation data represented in Table 3
and Figs. 8 and 9, it appears that, the betaine form of the
dimethyl ester bis-styryl DHI 5a (t30¼ 409 min, Fig. 8)) is
the most stable betaine studied, which is also more stable
than the standard dicyano-pyridazine DHI (t30¼ 278 min),
by a factor of 1.47. This is due to the high electron
attraction of the cyano groups in the reference compound.
The betaines with ter-butyl, cyclohexyl, and norbornyl
ester groups showed a lower stability than dimethyl
substituted betaine 4a probably due to the steric hindrance
of the bulky ester groups.22 Interestingly, by increasing the

able 3. Photodegradation data of selected betaines 4 in
ichloromethane (c¼ 1�10�5mol/l) at �20 8C


t1/2


(msec)
lmax Betaine


(nm)
t30-betaine/
DHI (min) F


356 575;850 409 1.47
450 525;900 321 1.15
237 525;825 349 1.26
284 500;800 316 1.14
162 550;850 395 1.42
236 525;800 310 1.15
99 550;850 371 1.33


170 500;800 296 1.06
277 525;825 305 1.10
289 550;850 335 1.21
254 575;850 321 1.15
209 500;850 260 0.94
76 550;825 276 0.99


135 525;875 253 0.91
133 336;825 239 0.86


tandard 56.2 538 278 1.0


igure 9. Balcony diagram showing the t30-values of some
elected betaines recorded from the photo-fatigue exper-
ents (c¼ 1�10�5mol/l)
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cycloalkanone ring size, a remarkable decrease in the
photostability of the betaine forms was recorded. For
example increasing the cycloalkanone ring size from
cyclopentanone as in the case of betaine 4i (t30¼ 395 min.)
to cycloheptanone (t30¼ 310 min.) led to decrease the
photostability by a factor of 1.27 but still has a t30-value
higher than that of the standard betaine by a factor 1.15.
These results may be attributed to the highly pronounced
steric hindrance of the large size cycloalkanone ring from
cyclopentanone to cyclooctanone. The steric effect of the
large size cycloalkanones showed a pronounced effect on
the photodegradation of the colored betaines 4 which is the
main goal of the present work.

F
s
im

J. Phys. Org. Chem. 2006; 19: 402–414







Figure 10. Balcony diagram showing the relationship
between the half-lives (t1/2) of betaines 3b,d,l,n,o,q,r,t,x
with differing solvent polarity (c¼1� 10�5mol/l) at 296K
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Solvatochromism


It has long been known that UV/vis/near-IR absorption
spectra of chemical compounds may be influenced by the
surrounding medium and that solvents can bring about a
change in the position, intensity, and shape of absorp-
tion.44 The term solvatochromism is, however, so well
established in the literature that it would be difficult to
convince the scientific community to change this term to
perichromism, which is certainly a more general
expression for the spectroscopic phenomena under
consideration.


A strong effect of the solvent polarity on the lmax and
the half-lives of betaine 4a-b were observed. Changing
the solvent from dichloromethane to ethanol causes
hypsochromic shifts of Dnffiþ500 cm�1 in the visible
region, and markedly larger shifts of Dnffiþ1100 cm�1 in

Table 4. Half-lives (t1/2) of thermal 1,5-electrocyclization of sel
different solvents detected by millisecond flash photolysis experi


Solvents


Betain


4b 4d 4g 4l


n-Pentane 306 366 224 173
Toluene 325 373 241 201
Dioxane 342 407 253 217
Tetrahydrofurane 364 419 255 222
Chloroform 371 431 260 236
Dichloromethane 397 459 280 241
Acetonitrile 439 522 310 276
2-Propanol 482 556 341 291
Ethanol 519 578 368 311
Methanol 529 638 391 337
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the near IR-region. This solvatochromic effect is in
agreement with previous observations on DHIs.18,19,38


These two solvatochromic shifts are ascribable to p–p�-
transitions in the visible region and charge transfer
transitions in the near IR-region32,34,45 (Table 4).


The effect of solvent polarity was also studied by using
FT-UV/VIS technique to determine the half-life (t1/2) of
betaines 4a-b in ten different solvents (Table 3). As
expected, the half-lives increase with increasing solvent
polarity (Fig. 10). This is due to the partial charge transfer
from the betaine form to the solvent and vice-versa, as a
result of the weak Coulombic-exchange effects. There-
fore, the charged zwitterionic structure was stabilized by
increasing the solvent polarity due to the electrostatic
interactions.1,32–38

SUMMARY AND CONCLUSION


The main motivation behind this work was to synthesize,
develop and tune the photophysical properties of novel
bis-photochromic DHIs based on 1,5-electrocylization
bearing different sizes of cycloalkanone moieties at the
70-position of the DHI skeleton. These novel photo-
chromic compounds 5a-b derived from bis-styrylquino-
linedihydroindolizines (DHIs) showed an interesting
absorption in the VIS/IR region. Irradiation of com-
pounds 5a-b led to colored betaines 4a-b showing two
main absorption maxima, one in the visible and the other
in the IR-region, which were observed using UV–VIS
spectrometry at low temperature(253 K), millisecond
flash photolysis at ambient temperature and laser flash
photolysis. Tuning of the photophysical properties of
DHIs 5a-b and their colored betaines 4a-b by changes in
the ester groups as well as in the cycloalkanone ring size
was clearly achieved. This series of substituted DHIs
shows improved physical properties as compared with
previous related compounds:1b longer half-lives and
further bathochromic shifts in the IR region (more than
750 cm�1). A noticeable increase of the t30-values of
some selected betaines 4a-b by a factor ranging between

ected betaines 4b,d,g,l,n,o,r,t,x and ET(30) values of ten
ments (c¼1� 10�5mol/l) at 23 8C


es t1/2 (ms)


ET(30)4n 4o 4r 4t 4x


97 127 248 213 166 32
107 133 254 219 178 34
112 149 267 239 182 36
113 152 279 244 188 37
119 154 289 259 191 39
123 166 308 269 209 41
143 189 344 306 229 46
153 203 364 326 249 49
157 216 396 346 258 52
165 221 427 371 294 56
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1.10 and 1.47 compared with the betaine form of
dicyanopridazine DHI used in former studies as standard
(t30¼ 278 min) was observed. The high photo-fatigue
resistance of these betaines will help to find applications.
An increase in the half-lives of selected betaines 3a-b
with increasing solvent polarity was observed. The steric
effect of the large size cycloalkanones showed a
pronounced effect on the photochromism of the colored
betaines 4 such as absorption spectra, kinetics of 1,5-
electrocyclization, photodegradation as well as solvato-
chromism, which is the main goal of the present work.

EXPERIMENTAL


The solvents used (Aldrich or Merck were spectroscopic
grade) were dried, according to standard procedures,46


over sodium or potassium metal (diethyl ether, toluene,
THF, n-pentane, n-hexane), CaH2 (ethanol, methanol, 2-
propanol), and P2O5 (CH2Cl2, CHCl3, acetonitrile) and
were all stored over sodium wire or molecular sieve (5 Å)
in brown bottles under nitrogen atmosphere.


Spirocyclopropene derivatives were obtained via
photolysis of the corresponding pyrazoles prepared
according to reported procedures. Photolysis was carried
out in the photochemical reactor of Schenck47 made of
Pyrex (l> 290 nm). The source of irradiation was a high-
pressure mercury lamp Philips HPK 125 W. Solutions to
be photolyzed were flushed with dry nitrogen for 30 min
before switching on the UV lamp. The progress of the
reaction and the purity of the products isolated were
monitored using TLC. Separation and purification of all
synthesized photochromic materials were carried out
using column chromatography (1 m length� 2 cm
diameter) on silica gel and CH2Cl2 as eluent. Melting
points were measured on a Gallenkamp or a Büchi (Smp-
20) melting point apparatus.


All NMR spectra were recorded on a Bruker DRX 500
spectrometer (500 MHz) in CDCl3 using TMS as the
internal standard. Chemical shifts (d) are reported in ppm.
IR spectra were measured on a BIO-Rad Excalibur series,
FTS 3000. Mass spectra were recorded on a Mat-90,
FINNIGAN MAT mass spectrometer. Elemental analysis
(CHN) was carried out on a LECO CHNS-932-analyzer.
UV-spectra were recorded on a FT-UV/ VIS HP 6543
computer-spectrometer. Millisecond flash photolysis was
carried out with a 12 V (50 W) halogen lamp, Photoflash
(METZ 32 Z-1). The laser flash photolysis experiments
were carried out with frequency-double-pulsed ruby laser
excitation and Nd:YAG-laser.24,28,35,36,38 A detailed descrip-
tion of the experimental setup has been published.24,28


General procedure for preparation of DHIs 5a-b and
full spectroscopic and elemental analysis data of DHIs
5a–d are listed below as reference compounds. A
satisfactory typical NMR, IR, MS, and elemental analysis
for the rest of the synthesized DHIs 5e-b were recorded.

Copyright # 2006 John Wiley & Sons, Ltd.

Preparation of bis-[dimethyl 9(-styryl-
spiro[fluorene-9,1(-pyrrolo-[1,2-a] quinoline]-
2,3-dicarboxylate]cycloalkanones 5a-b


General procedure. To a solution of spirocyclopropenes
1a–g (0.001 mol) in dry diethyl ether (50 ml) was added a
solution of 2,6-diquinolidenecycloalkanones 2a–d
(0.001 mol) in dry diethyl ether (10 ml) over 15 min
under dry nitrogen atmosphere. The mixture was stirred at
room temperature for about 24 h (TLC-controlled) in the
absence of light. The solvent was evaporated under reduced
pressure and the pure products were obtained by column
chromatography on silica gel using CH2Cl2 as eluent and
recrystallized from the appropriate solvent to give DHIs
5a-b as white to yellow needles in 11–42% yield.


bis-[dimethyl 90-styryl-spiro[fluorene-9,10-pyrrolo-
[1,2-a] quinoline]-2,3-dicarboxylate]cyclopentanone
(5a). Reactants: 306 mg (0.001 mol) spirocyclopropene
1a, 362 mg (0.001 mol) 2,6-diquinolidenecyclopentanone
2a; yield 353 mg (42.4%) white crystals from ether; m.p.
172 8C. 1HNMR (CDCl3): d¼ 7.75–7.77 (m, 4H, CH-
arom.), 7.56–7.58 (d, J¼ 7.12 Hz, 2H, CH-arom.), 7.47–
7.49 (d, J¼ 7.11 Hz, 2H, CH-arom.), 7.35–7.42 (m, 2H,
CH-arom.), 7.27–7.30 (m, 4H, CH-arom.), 7.17–7.22 (m,
6H, CH-arom.), 7.04–7.08 (dd, J¼ 7.00 Hz, 2H, CH-
arom.), 6.90–6.99 (dt, J¼ 7.55, 2H, CH-arom.), 6.93–
6.94 (d, 2H, HA), 5.59–5.60 (dd, 2H, H100), 5.45 (dd, 2H,
H100a), 4.29 (s, 6H, 30-CH3), 3.19 (s, 3H, 20-CH3), 2.68 (d,
4H, 2CH2-cyclopentanone), ppm. 13CNMR (CDCl3): d¼
163.23 (CO-cyclopentanone), 162.23 (30-CO), 161.99
(20-CO), 69.63 (100a-C), 63.19 (spiro-C), 53.45 (30-CH3),
51.01 (20-CH3) ppm. MS (70 eV): m/z (%)¼ 975.00 [Mþ]
(12.30), 49.23 [Bþ] (100). IR (KBr): n¼ 3078 (C—H,
arom.), 2825–2993 (C—H, aliph.), 1736 (30-C——O), 1687
(C——O-cyclopentanone), 1679 (20-C——O), 1592 (C——C),
1499, 1263, 1219, 1153, 1100, 990, 736, 689 cm�1.
Elemental analysis for C63H46N2O9 (molecular
weight¼ 975.01): calc. %: C, 77.60; H, 4.76; N, 2.87;
found C, 77.61; H, 4.77; N, 2.90%.


bis-[dimethyl 90-styryl-spiro[fluorene-9,10-pyrrolo-
[1,2-a] quinoline]-2,3-dicarboxylate]cyclohexanone
(5b). Reactants: 306 mg (0.001 mol) spiropcyclopropene
1a, 376 mg (0.001 mol) 2,6-diquinolidenecyclohexanone
2a; yield 358 mg (36.2%) white crystals from ether-
CH2Cl2 (8:4); m.p. 161 8C. 1HNMR (CDCl3): d¼ 7.78–
7.79 (m, 4H, CH-arom.), 7.57–7.59 (d, J¼ 7.12 Hz, 2H,
CH-arom.), 7.46–7.47 (d, J¼ 7.11 Hz, 2H, CH-arom.),
7.35–7.40 (m, 2H, CH-arom.), 7.29–7.31 (m, 4H, CH-
arom.), 7.19–7.24 (m, 6H, CH-arom.), 7.06–7.09 (dd,
J¼ 7.00 Hz, 2H, CH-arom.), 6.92–6.96 (dt, J¼ 7.55, 2H,
CH-arom.), 6.94–6.96 (d, 2H, HA), 5.60–5.62 (dd, 2H,
H100), 5.44–5.46 (dd, 2H, H100a), 4.32 (s, 6H, 30-CH3),
3.21 (s, 3H, 20-CH3), 2.69 (d, 4H, 2CH2-cyclohexanone),
1.99 (dt, 2H, CH2-cyclohexanone) ppm. 13CNMR
(CDCl3): d¼ 163.00 (CO-cyclohexanone), (162.26 (30-
CO), 162.00 (20-CO), 69.67 (100a-C), 63.22 (spiro-C),
53.49 (30-CH3), 51.23 (20-CH3) ppm. MS (70 eV): m/z
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(%)¼ 990 [Mþ1] (19.13), 39.92 [Bþ] (100). IR (KBr):
n¼ 3093 (C—H, arom.), 2885–2995 (C—H, aliph.), 1744
(30-C——O), 1682 (C——O-cyclohexanone), 1687 (20-C——
O), 1586 (C——C), 1492, 1267, 1212, 1158, 1091, 967,
722, 684 cm�1. Elemental analysis for C64H48N2O9


(molecular weight¼ 989.03): calc. C, 77.72; H, 4.89;
N, 2.83; found C, 77.81; H, 4.92; N, 2.77%.


bis-[dimethyl 90-styryl-spiro[fluorene-9,10-pyrrolo-
[1,2-a] quinoline]-2,3-dicarboxylate]cycloheptanone
(5c). Reactants: 306 mg (0.001 mol) spiropcyclopropene
1a, 390 mg (0.001 mol) 2,6-diquinolidenecycloheptanone
2c; yield 310 mg (30.9%) as white crystals from ether;
m.p. 154 8C. 1HNMR (CDCl3): d¼ 7.76–7.78 (m, 4H,
CH-arom.), 7.55–7.56 (d, J¼ 7.12 Hz, 2H, CH-arom.),
7.44–7.46 (d, J¼ 7.11 Hz, 2H, CH-arom.), 7.39–7.42 (m,
2H, CH-arom.), 7.26–7.28 (m, 4H, CH-arom.), 7.21–7.22
(m, 6H, CH-arom.), 7.11–7.14 (dd, J¼ 7.00 Hz, 2H, CH-
arom.), 6.94–6.93 (dt, J¼ 7.56, 2H, CH-arom.), 6.93–
6.96 (d, 2H, HA), 5.63–5.65 (dd, 2H, H100), 5.44–5.45 (dd,
2H, H100a), 4.38 (s, 6H, 30-CH3), 3.29 (s, 3H, 20-CH3),
2.72 (d, 4H, 2CH2-cycloheptanone), 1.98 (d, 4H, 2CH2-
cycloheptanone) ppm. 13CNMR (CDCl3): d¼ 162.89
(CO-cycloheptanone), (162.27 (30-CO), 162.12 (20-CO),
69.64 (100a-C), 63.24 (spiro-C), 53.47 (30-CH3), 51.27
(20-CH3) ppm. MS (eV): m/z (%)¼ 1003 [Mþ] (22.84),
43.99 [Bþ] (100). IR (KBr): n¼ 3085 (C�H, arom.),
2884–2998 (C�H, aliph.), 1746 (30-C——O), 1680 (C——
O-cycloheptanone), 1690 (20-C——O), 1584 (C——C),
1497, 1266, 1217, 1156, 1098, 967, 723, 686 cm�1.
Elemental analysis for C65H50N2O9 (molecular
weight¼ 1003.06): calc. C, 77.83; H, 5.02; N, 2.79;
found C, 77.96; H, 4.98; N, 2.81.


bis-[dimethyl 90-styryl-spiro[fluorene-9,10-pyrrolo-
[1,2-a] quinoline]-2,3-dicarboxylate]cyclooctanone(5d).
Reactants: 306 mg (0.001 mol) spirocyclopropene 1a,
196 mg (0.001 mol) 2,6-diquinolidenecyclooctanone 2d;
yield 194 mg (19.3%) as white crystals from ether; m.p.
143 8C. 1HNMR (CDCl3): 1HNMR (CDCl3): d¼ 7.79–
7.81 (m, 4H, CH-arom.), 7.54–7.55 (d, J¼ 7.12 Hz, 2H,
CH-arom.), 7.46–7.48 (d, J¼ 7.11 Hz, 2H, CH-arom.),
7.41–7.43 (m, 2H, CH-arom.), 7.28–7.29 (m, 4H, CH-
arom.), 7.22–7.27 (m, 6H, CH-arom.), 7.11–7.15 (dd,
J¼ 7.00 Hz, 2H, CH-arom.), 6.95–6.96 (dt, J¼ 7.56, 2H,
CH-arom.), 6.91–6.93 (d, 2H, HA), 5.60–5.61 (dd, 2H,
H100), 5.17–5.19 (dd, 2H, H100a), 4.26 (s, 6H, 30-CH3),
3.18 (s, 3H, 20-CH3), 2.72 (d, 4H, 2CH2-cyclooctanone),
1.98 (d, 6H, 2CH2-cyclooctanone) ppm. 13CNMR
(CDCl3): d¼ 162.84 (CO-cyclooctanone), 162.24 (30-
CO), 162.11 (20-CO), 69.62 (100a-C), 63.21 (spiro-C),
53.43 (30-CH3), 51.26 (20-CH3) ppm. MS (eV): m/z
(%)¼ 1018 [Mþ1] (16.89), 32.01 [Bþ] (100). IR (KBr):
n¼ 3072 (CH-arom.), 2865–2993 (C—H, aliph.), 1742
(30-C——O), 1679 (C——O-cyclooctanone), 1673 (20-C——
O), 1582 (C——C), 1489, 1264, 1222, 1151, 1093, 967,
720, 681 cm�1. Elemental analysis for C66H52N2O9


(molecular weight¼ 1017.09): calc. C, 78.06; H, 5.15;
N, 2.75; found C, 77.99; H, 5.02; N, 2.69%.

Copyright # 2006 John Wiley & Sons, Ltd.

Acknowledgements


The author is highly indebted to Prof. Dr Heinz Dürr
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1. (a) Dürr H. In Photochromism-Molecules and Systems, Dürr H,
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Hauck G, Hermann H. Chem. Ber. 1983; 116: 3915–3925; (d)
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21. Dürr H, Gross H, Zils KD. Deutsche Offenlegungs-Schrift Pat.


1983; 32 20 275 A 1.
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Dürr H. Eur. J Org. Chem. 2001; 21: 4077–4080.
40. (a) Bergman C. J. Org. Chem. 1947; 12: 363–367; (b) Geoffrey G,


Spiros P. Aust. J. Chem. 1989; 42: 279–285; (c) Radhakrishnan K,
Srinivasam C. Indian J. Chem. Sect. A. 1995; 34: 712–715.


41. (a) Kaplan H, Lindwall HG. J. Am. Chem. Soc. 1943; 65: 927–928;
(b) Tipson RS. J. Am. Chem. Soc. 1945; 67: 507; (c) Hamer FM. J.
Chem. Soc. 1923; 123: 246; (d) Gilman H, Karmas G. J. Am. Chem.
Soc. 1945; 67: 342.


42. Hesse M, Meier H, Zeeh B. Spektroskopische Methoden in der
Organischen Chemie. Georg Thieme Verlag, Stuttgart: New York,
1995; 185–186.


43. Gautron R. Bull. Soc. Chim. France. 1968; 3190.
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ABSTRACT: 1-[6-(Acridine-9-carbonyloxy)hexyl]pyridinium chloride (1) was synthesized and studied as a potential
inhibitor of acetylcholinesterase (AChE), which is frequently involved in Alzheimer’s disease. UV spectrophotometry
showed that 1 is a reversible and competitive inhibitor of AChE (Ki� 2� 10�7M). NMR (TrNOESY) showed that 1,
bonded to AChE, maintains an extended form that allows hydrophobic interactions to occur between the aliphatic
chain and the deep and narrow gorge of AchE and favors interactions between the acridine group and the catalytic and
anionic subsites situated at the bottom of the gorge, and also between the pyridinium ring and the peripheral site. A
more detailed picture of the structure of the complex was obtained by combining NMR structural data and molecular
modeling (docking, dynamics simulation and energy calculations). Copyright # 2006 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/


KEYWORDS: acetylcholinesterase inhibitor; 1-[6-(acridine-9-carbonyloxy)hexyl]pyridinium chloride; UV; NMR;


dynamics; molecular modeling


INTRODUCTION


Previous laboratory studies have shown that esters of the
type RCOO(CH2)nC6H5N


þ Cl� are competitive inhibi-
tors of cholinesterases and have an anticholinesterase
activity similar to that of physostigmine. 1-[6-(Acri-
dine-9-carbonyloxy)hexyl] pyridinium chloride (1) was
chosen to evaluate the anticholinesterase activity of this
type of molecule for several reasons. Acridine is itself a
significant inhibitor of acetylcholinesterase (AChE).1 The
functional groups of 1, the 9-substituted acridine and
pyridinium, are likely to interact with various sites of the
enzyme. Sussman et al.2 established the crystallographic
structure of Torpedo californica AChE. The catalytic site
comprises the triad of amino acids Ser200, His440 and
Glu327. It is situated at the bottom of a deep and narrow
gorge densely lined by aromatic residues. Near the
bottom of the gorge, a secondary site, namely the anionic
subsite, includes in particular Trp84. At the opening of the
gorge, a peripheral site comprises Tyr70, Phe290 and
Trp279. There are thus several different sites at which
the various elements of an inhibitor can bind to AChE.
For example, molecular modeling has shown that in the
complex formed with N-monoalkylated derivatives of


9-amino-1,2,3,4-tetrahydroacridine, the planar tacrine
moiety (THA) is sandwiched between Phe330 and Trp84,
while the alkylene chain is aligned within the gorge.3


Compounds bearing functional groups such as a carbonyl
or a carbamate have been shown to act as inhibitors.1,4 On
the basis of the crystallographic structure of Torpedo
californica AChE,2 a dual binding site mode has been
shown to occur with dimers bearing quaternary groups,
e.g. decamethonium, edrophenium.5 In addition to the
catalytic site, the peripheral site is also involved and
Trp279 appears to interact with quaternary groups that
have a permanent positive charge. A study of alkylene-
linked bis-THA has shown that it has much greater
inhibitor potency than the monomer, provided that the
spacer between quaternary groups is long enough. An
aliphatic chain with seven methylene groups best satisfies
this requirement.6 The association of a tacrine unit and of
a 5-amino-5,6,7,8 tetrahydro-2(1H)-quinolinone unit to
form a hybrid akylene-linked inhibitor results in high
AChE inhibition potency and selectivity with respect to
butyrylcholinesterase (BchE).7


In 1, both the acridine ring system and the pyridinium
are able to interact with the binding sites of AChE. The
acridine ring nitrogen or the carbonyl might be involved
in a hydrogen bonding interaction. Taking into account
the COO group linked to the hexamethylene chain,
the tether length is nearly equivalent to that in the
heptamethylene-linked tacrine dimer.8
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An alternative to using molecular modeling to gain
information on the molecular form of an inhibitor linked
to AChE is to use NMR transferred NOE from the bonded
inhibitor to the free inhibitor.9 Compound 1 was found to
meet the stringent conditions required. In the context of a
slow exchange and with a small fraction of the ligand in
the bound state, the exchange rates were fast enough to
transfer the cross-relaxation pathways in the AChE–
ligand complex to the free ligand resonances.


RESULTS AND DISCUSSION


Synthesis


Compound 1 was synthesized according to the usual
procedure (Scheme 1),10–12 and was characterized by
1H and 13C NMR spectroscopy in D2O solution (see
NMR study). The pKa* (uncorrected for the deuterium
isotope effect) of 1, determined in D2O solution by 1H
NMR spectroscopy, was 3.6.


Anticholinesterase activity


UV spectrophotometry was used to compare the
anticholinesterase activities of 1 and acridine. The
enzymatic activity of electric eel AChE was measured
using the Ellman method.13 The substrate, S, is acet-
ylthiocholine iodide. The hydrolysis product reacts with
added 5,50-dithiobis(2-nitrobenzoic acid) (DTNB) which
is instantaneously converted to 5-thio-2-nitrobenzoate
anion. The absorbance, A0, of the 5-thionitrobenzoate
anion was measured as a function of time at
�max¼ 412 nm ("¼ 13 600M


�1 cm�1). For each substrate


concentration, the initial velocity, V0, of the enzymatic
reaction was obtained from the initial slope of the curve
A0¼ f(t). The maximum velocity, Vmax, and the Michae-
lis–Menten constant, KM,


14 are best deduced from a
double reciprocal plot of the enzyme kinetics, 1/V0, as a
function of 1/[S] (Lineweaver–Burk plot).15 The mean
value of KM for AChE–acetylthiocholine was (0.85�
0.11)� 10�4


M (11 independent measurements) (Fig. 1).
Measurement of the rate of catalysis for different


concentrations of inhibitor makes it possible to distin-
guish between non-competitive and competitive inhibi-
tion.16 In non-competitive inhibition, the intercept on the
y-axis of the Lineweaver–Burk plot is increased when the
inhibitor is added, whereas in competitive inhibition it
remains the same in the presence and absence of inhibitor
(Fig. 2). For a competitive inhibitor, the slope of the
straight line is increased by a factor of 1þ [I]/KI, where
[I] is the inhibitor concentration and KI the dissociation
constant of the enzyme–inhibitor complex.
The IC50 value of the inhibitor studied was determined


graphically by plotting the percentage inhibition,
100(V0�Vi)/Vi, as a function of [I] at a constant substrate
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Figure 1. Lineweaver–Burk plot for AChE–acetylthiocholine
(S)
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Figure 2. Lineweaver–Burk plot for AChE–acetylthiocholine
in the absence (I¼ 0) or presence of 1 (I¼ 0.2 and 1 mM)
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concentration [S] chosen to ensure a value of V0 approx-
imating to Vmax in the absence of inhibitor.
Finally, the reversibility of the inhibition produced by 1


was checked by means of the dilution test. The reaction
velocity, �A0min�1, was measured without inhibitor
before and after diluting by a factor of 10. The values
were 2 and 0.17, respectively. In the presence of inhibitor at
IC50, the reaction velocities found before and after dilution
were much less different, 0.75 and 0.11, respectively. These
results demonstrate the reversibility of the inhibition.
Data characteristic of the inhibition of AChE by 1,


acridine and various derivatives are reported in Table 1.
The UV spectrophotometric study clearly shows that 1


is a reversible and competitive inhibitor of AChE. Com-
parison of 1 with 4 demonstrated the important role
played by the pyridinium group.
It is highly likely that an interaction occurs with the


enzyme in the dual binding site mode. The acridine group


in 1 probably allows, like acridine itself, good insertion
into the hydrophobic pocket in the vicinity of the anionic
site and the charged pyridinium group interacts with
Trp279. The binding efficiency of 1 is similar to that of
good inhibitors currently being tested, such as physos-
tigmine (Ki¼ 0.27mM) and heptylphysostigmine (Ki¼
0.1mM),4,18 and approaches that of tacrine (Ki¼
0.01mM), a drug in use for Alzheimer’s disease.


NMR study of 1-[6-(acridine-9-carbonyloxy)
hexyl]pyridinium chloride (1)


In the 1H spectrum, the AA0XX0M spin system of the
pyridinium ring is clearly distinguished from the first-
order spin system of the acridine group (Fig. 3). The six
methylene groups give distinct signals. Univocal assign-
ments require it to be possible to distinguish between the


Table 1. Inhibition of acetylcholinesterase (from electric eel) by 1, acridine and some acridine derivatives (substitution at
position 9)


Compound IC50 (mM) Ki� 20%(mM) LogP� 0.3


1-[6-(Acridine-9-carbonyloxy)hexyl]pyridinium chloride (1) 0.60 0.2 0.76a


6-Chlorohexyl-9-acridine carboxylate (4) 30 10 5.89a


Acridine 60 17 3.41a


9-Amino-1,2,3,4 tetrahydroacridine (tacrine) 0.223� 0.011c 0.01 3.30b


9-Aminoacridine (aminacrine) 0.21 0.07 2.74b


aLogP (octanol–water partition coefficient) was evaluated with ACD/LogP Prediction software.
bRef. 17.
cRef. 7.


Figure 3. 1D 1H NMR spectra of (bottom) free ligand 1 (1mM) and (top) the ligand 1 in the presence of AChE (15 mM) in
phosphate buffer (pH*¼7.4, 298K). The significant line broadening observed in the presence of the enzyme indicates binding
of the small molecule. In the presence of AChE, � and �0 signals have disappeared owing to strong broadening. The peak
marked with an asterisk is due to an impurity coming from HPLC (sodium formate)
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signals of H1, H8 and H4, H5 and between the signals of
the � and �0 methylene groups. Through a NOESY
experiment, the proximity between the acridine protons
at 7.95 ppm and the aliphatic protons at 4.66 ppm was
clearly demonstrated, making it possible to assign the
corresponding signals to H1, H8 and to the �-methylene
of the chain respectively (see Supplementary material,
available in Wiley Interscience). The assignments of the
other protons were then obtained by use of a 2D COSY
experiment. The assignments of the 13C resonances were
finally deduced from 13C–1H correlations on the basis of
2D HSQC and HMBC experiments. Data are reported in
Table 2.
The values of the 3J coupling constants measured for


the methylene protons indicate an extended conforma-
tion, and this was further confirmed by the dipolar
interactions detected in the NOESY map between H�
and H� and between H�0 and H�0. Finally, dipolar
interactions were found to be less intense between H1,
H8 and H� than between H1, H8 and H� or H�. Hence
the C� in the alkyl chain appeared to be located in the
s-cis position with respect to the carbonyl in its preferred
conformation.
The chemical shifts of the various protons in 1 depend


on the concentration. This effect, which is more marked
for the protons of the acridine group, decreases within the
chain from the � to the �0 position and finally becomes
insignificant for the protons of the pyridinium group.
These data suggest a dimerization of 1, involving the
stacking of the acridine groups and a head-to-tail dis-
position of the two molecules. The dimerization constant


determined by 1H NMR spectroscopy and by concentra-
tion curve fitting nevertheless had a low value,
39� 10M�1 at 296K, and the monomer remains the
predominant form.


NMR study of the interaction between AChE
and compound 1


NMR spectroscopy is widely used to study enzyme–
substrate and enzyme–inhibitor interactions in solution.
Among the NMR parameters, chemical shift, linewidth
and relaxation times are those most likely to undergo
significant changes. Since in the present case the mole-
cular weights of the enzyme and of the inhibitor are very
high (�260 kDa) and low (420.5Da), respectively, the
correlation times are very different (ca 10�7 and 10�10 s,
respectively). This means that in the 1H NMR spectrum
recorded for an enzyme–inhibitor mixture, the reso-
nances of the enzyme are not observed, whereas those
of the ligand are easily detected. Nevertheless, according
to the Swift and Connick relation,19 significant broad-
ening is expected for the signals of the ligand L when it
complexes:


��� ¼ 1


Tobs
2
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þ f C
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þ 1
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where the exponents F and C indicate the free and bound
states, respectively, �� the width at half-height in the


Table 2. 1-[6-(Acridine-9-carbonyloxy)hexyl]pyridinium chloride (1) (1.2�10�3
M) in D2O:


1H NMR chemical shifts and
coupling constants and 13C NMR chemical shifts


Site 1H � (ppm)a 1H �� (ppm)b J(H,H) (Hz� 0.3) 13C � (ppm)c


1–8 7.95 �0.34 J(1,2)¼ J(8,7)¼ 8.7 124.91
J(1,3)¼ J(8,6)¼ 2.1
J(1,4)¼ J(8,5)¼ 1.3


2–7 7.66 �0.27 J(2,3)¼ J(7,6)¼ 6.6 128.02
J(2,4)¼ J(7,5)¼ 1.2


3–6 7.90 �0.25 J(3,4)¼ J(6,5)¼ 8.8 131.95
4–5 8.14 �0.31 128.06
4a, 10a 147.89
9 137.94
9a, 8a 122.02
CO 169.18
� 4.66 �0.23 J(�,�)¼ 6.2 68.20
� 1.85 �0.20 J(�,�)¼ 7.3 27.41
� 1.47 �0.20 J(�,�0)¼ 7.5 25.25
�0 1.33 �0.20 25.12
�0 1.93 �0.15 J(�0,�0)¼ 7.5 30.19
�0 4.46 �0.10 J(�0,�0)¼ 7.2 61.93
10–50 8.60 �0.06 — 144.00
20–40 7.75 0.0 — 127.97
30 8.24 �0.01 J(30,20)¼ J(30,40)¼ 7.8 145.47


J(30,10)¼ J(30,50)¼ 1.4


aReferenced to DSS (0 ppm) at 296K.
bChemical shift variation with increased concentration (from 1.2� 10�3 to 10.2� 10�3


M).
cReferenced to DSS (0 ppm) at 296 K.
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absence of coupling interaction, fC¼ [LC]/[LT] the molar
ratio of bound ligand, [LT] the total concentration,
�!C¼!C�!F the angular frequency change after com-
plexing, �C the life time in bound state and 1/T2


F and 1/T2
C


the relaxation rates. This equation is valid if [LC]< [LF].
Comparison of the spectra of 1, recorded in the absence


and presence of AChE (15 mM active sites), clearly shows
that all the signals were significantly broadened in the
latter case (Fig. 3). In contrast, the chemical shifts
showed no significant change, owing to the very low
fraction of bound ligand.
The widening of the signals in itself is not sufficient to


demonstrate whether the frequency of the exchange be-
tween the free and bound ligand is rapid, intermediate or
slow. Nevertheless, when the dissociation constant has a
low value, as is the case for the complex AChE–1
(�2� 10�7


M as estimated by UV spectrophotometry),
the exchange is slow on the frequency scale.20,21 The
spectrum of 1 (1mM) in the presence of AChE (2.24mM
active sites) was recorded as a function of temperature
(Fig. 4). Since the linewidth increases when the tempera-
ture increases, the exchange is indeed in the slow domain.
In this experiment, changes in chemical shifts resulted from
the decrease in the dimerization constant of free ligand 1.
Further valuable information was obtained using the


NOE transfer experiment, which demonstrates the in-
teraction of a ligand with a macromolecular system and
provides 3D structural data for the ligand. The need for


such an investigation is the rapid exchange on the
relaxation rates scale. In order to reduce the contribu-
tion of the intramolecular NOE within the free ligand
and to minimize spin diffusion in the bound state, the
mixing time used in the TrNOESY sequence was kept
short (65ms). In the presence of AChE, 1 in the bound
state has a correlation time, �c, similar to that of the
enzyme (!�c much greater than 1.12). Negative NOEs
are then transferred by exchange from the bound ligand
to the free ligand, correlations of which are observed in
the TrNOESY map (see Supplementary material). As a
result, the intra-ligand cross peaks and the diagonal
peaks have the same sign. The qualitative NOE and
TrNOE data are listed in Table 3. The cross peaks that
result from interactions between H� and H� and be-
tween H�0 and H�0 and in contrast the lack of any cross
peaks resulting from interactions between the pyridi-
nium ring and the acridine motif, demonstrate that 1
maintains an extended conformation when it is bound to
the enzyme. This conformation is required for the
interaction with the enzyme to occur in the dual binding
site mode.


Modeling of the interaction between AChE
and compound 1


The molecular modeling protocol was as follows.
The calculations were performed using the molecular


Figure 4. 1H NMR spectra of the aromatic region of 1 (1mM) in the presence of AChE (2.24 mM) in phosphate buffer (100mM,
pH*¼7.4) at different temperatures. The line broadening observed with increasing temperature indicates an exchange in the
slow domain on the frequency scale between the free and bound ligand. The peak marked with an asterisk is due to an impurity
coming from HPLC (sodium formate)
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modeling software package SYBYL 6.5 (Tripos Associ-
ates, St. Louis, MO, USA) on a Silicon Graphics Indigo 2
Extreme workstation. The Tripos force field with a di-
electric constant of 80 and a cutoff of 8 Å for the non-
bonded interaction and electrostatic Gasteiger–Hückel
charges for the ligand was applied.
The structure of the complex formed between AChE


and 1 was calculated using standard computational pro-
cedures of docking, energy minimization (EM) and
molecular dynamics (MD) simulation.
To initiate the docking stage, a refined structure of 1,


(EM and MD kept in a linear conformation), was super-
imposed on the (S,S)-(� )-bis(10)-hupyridone molecule,
a neighboring ligand embedded in the binding active site
of the Torpedo californica acetylcholinesterase,
TcAChE,22 taken from the crystallographic structure of
the complex (Brookhaven database, entry 1h22.pdb). The
enzyme was kept as a rigid template and ligand 1 was
anchored by superimposing the main axis of its structure
extended linearly in coherence with the NMR TrNOESY
data. The orientation of 1 was chosen from its hydro-
phobic and expected electrostatic affinity to the active and
anionic peripheral site of the enzyme. It was positioned
by defining constraints with distance range between 3 and
5 Å, with a force constant of 5 kcal�1mol�1 Å�2 during
the simulation. Despite the lack of experimental NOEs
between the ligand and the enzyme, the constraints are
defined as follows: on the one hand between the H2, H3,
H4, H5 and H6 protons of the acridine ring and the
aromatic protons of Trp84, Phe330and His440 at the bottom
of the enzyme gorge, and on the other hand between
the H10, H20, H30 and H40 of the pyridinium ring and
the protons of Tyr70, Phe290 and Trp279 at the peripheral
site. Manual docking to choose an initial conformation of


the inhibitor docked into the active site was performed
where the enzyme was kept as a rigid template first
outside a sphere of 20 Å.
From this model, a first step of EMwas performed with


200 steps of steepest descent, 200 steps of conjugate
gradient procedure. Repeated simulated annealing con-
sisted in the dynamic molecular simulation procedure:
10 steps from 0 to 1000K, 10 ps at 1000K and decreasing
to 300K for 10 ps. This was followed by an energy
minimization stage, with 250 steps of steepest descent,
250 steps of conjugate gradient procedure, followed by
1000 steps with the Powell method.
The resulting lowest energy molecules were kept


and superimposed. Compound 1 embedded in the
TcAChE gorge displays a well-defined conformation
represented by one mean structure (Fig. 5). It shows a
3D structure tightly bound and well fitted to the active
and peripheral sites. The position of 1 appears stabilized
by hydrophobic interactions between the aromatic pro-
tons of the acridine part and the aromatic protons of
Phe330, His440 and Trp84of the TcAChE catalytic and
anionic subsites, respectively, and by hydrophobic inter-
actions occurring between the cationic pyridinium part
and the peripheral site, namely the amino acids Phe290–
Trp279–Tyr70 (Trp279 is known to interact with cationic
ligands). The C6 aliphatic chain perfectly fits into the
gorge, extending from the active site toward the periph-
eral site.
The modeling of the complex provides a likely con-


formation of 1 that accords with the TrNOESY NMR
results. It supports the likelihood of specific interactions
involving a dual binding site of 1 with TcAChE, which
would account for the inhibition demonstrated by UV
experiments.


Table 3. Qualitative NOE and TrNOE data for 1-[6-(acridine-9-carbonyloxy)hexyl]pyridinium chloride (1) (1mM) in the absence
and presence of AChE in D2O buffered solution


1H observed 1: NOEsa,b 1 in the presence of AChE: TrNOEsb,c


H1–H8 H2–H7 (s) H� (m) H� (m) H� (m) H2–H7 (s) H� (m) H� (w)
H2–H7 H1–H8 (s) H3–H6 (s) H1–H8 (s) H3–H6 (s) H4–H5 (w*)
H3–H6 H2–H7 (s) H4–H5 (s) H2–H7 (s) H4–H5 (s)
H4–H5 H3–H6 (s) H3–H6 (s) H2–H7 (w*)
H� H� (s) H� (s) H�0 (w*) H� (s) H� (m)
H� H� (s) H� (s) H�0 (s) H� (s) H� (s) H�0 (s)
H� H� (s) H� (s) H�0 (s) H�0 (s) H� (s) H� (s) H�0 (s) H�0 (s)
H�0 H�0 (s) H�0 (s) H� (w*) H�0 (s) H�0 (s) H� (w*)
H�0 H�0 (s) H�0 (s) H� (s) H�0 (s) H�0 (s) H� (s)
H�0 H�0 (s) H�0 (s) H� (s) H� (s) H�0 (w*) H�0 (s) H� (s) H� (s)
H10–H50 H20–H40 (s) H�0 (s) H�0(s) H�0 (m) H20–H40 (s) H�0 (w*) H�0(m)
H20–H40 H10–H50 (s) H30 (s) H10–H50 (s) H30 (s)
H30 H20–H40 (s) H20–H40 (s)
aObserved NOE data from 2D 1H NOESY (�m¼ 1 s, NOEs> 0) experiment at 303K and pH*¼ 7.8. pH*: the pH value reported is the pH meter reading,
uncorrected for the deuterium isotope effect.
b2–3 Å, s: strong, 3–4 Å, m: medium, 4–5 Å, w: weak. (w*: very weak).
cTrNOESY (1: AChE ratio¼ 446, �m¼ 65ms, TrNOEs< 0) experiment at 303K and pH*¼ 7.8.
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CONCLUSION


Using reversible inhibitors of AChE as drugs is one
possible approach to alleviate the acetylcholine deficit
associated with Alzheimer’s disease. Among esters of
type RCOO(CH2)nC6H5N


þCl�, we chose 1-[6-(acridine-
9-carbonyloxy)hexyl]pyridinium chloride (1). Enzymatic
assays using UV spectrophotometry showed that 1 is a
reversible competitive inhibitor of AChE. It is more
potent than 6-chlorohexyl-9-acridine carboxylate (4),
which is devoid of the pyridinium ring (�50-fold), and
than acridine alone (�100-fold). These findings suggest
that 1 is bound to AChE in the dual binding mode
frequently encountered for bifunctional inhibitors. One
requirement for such an interaction to occur is an ex-
tended conformation of the ligand. An NMR NOESY
study showed that in aqueous solution 1 fulfils this
prerequisite. NMR transferred NOESY, an efficient way
to obtain information about a ligand bound to an enzyme
when it cannot be observed directly, demonstrated that 1
bound to AChE does indeed preserve an extended con-
formation. Computerized docking with dynamics simula-
tion of 1 indicates likely binding sites and ligand
orientation, with the acridine moiety anchored in the


catalytic and anionic subsites and the pyridinium inter-
acting with the peripheral site. The length of the tether
would allow it to be aligned along the deep gorge
between these sites.


EXPERIMENTAL


Chemical synthesis. 9-Acridinecarboxylic acid (1 g) was
reacted with SOCl2 (50ml) under reflux for 1 h. The
mixture was poured in water and extracted with diethyl
ether to yield 9-acridinecarboxylic chloride (2). A
solution of 6-chloro-1-hexanol (5ml) in pyridine
(20ml) was refluxed for 5 h. After eliminating the pyr-
idine under vacuum, 6-hydroxyhexyl-1-pyridinium
chloride (3) was obtained in quantitative yield. Com-
pound 2 (1.03� 10�4


M) plus 3 (1.04� 10�4
M) were


dissolved in CDCl3 (5ml) and, after adding 4-dimethy-
laminopyridine (2.31� 10�4


M), a highly efficient cata-
lyst, the mixture was allowed to stand at room
temperature until esterification was complete. Product
1, further purified by reversed-phase HPLC (eluent
water–acetonitrile–triethylamine–acetic acid), was ob-
tained in 70% yield.


Enzyme inhibition in vitro. All reagents were purchased
from Sigma Chemical (St. Louis, MO, USA). AChE
activity from the electric eel (type V-S, E.C.3.1.1.7)
was determined by the Ellman method. The assay
medium contained the substrate acetylthiocholine iodide
(0.33–1.7mM), dithiobisdinitrobenzoic acid (0.5mM),
AChE 0.5 (EUml�1) and sodium phosphate buffer
(0.1M, pH 7.4). The reaction was monitored at 412 nm
and 25 �C with a Pye Unicam SP8–250UV–visible spec-
trophotometer using thermostated cells. The Michaelis–
Menten constant (KM) was determined using graphic
fitting software (Kaleidagraph). Each experiment was
repeated three times. Samples assayed in the absence of
inhibitor served as controls. The inhibition competitive
constant Ki was determined for 1 from the relationship
between Ki and the concentration of inhibitor that causes
50% inhibition (IC50) of the competitive enzymatic
reaction, according to the equation IC50¼Ki (1þ [S]/
KM). Dilution test: conditions before dilution in the
absence or in the presence of inhibitor: [Etot]¼
0.5 EUml�1 and [S]¼ 2.5� 10�4


M; [I]¼ 1 mm.


NMR measurements. The purity (>99%) of 1 was
checked by HPLC. AChE from electric eel was used
without further purification. Solutions were prepared in
100% deuterium oxide (Euriso-top, CEA, Saclay, France)
buffered at the physiological pH (phosphate buffer,
0.1 MNa2HPO4þ 0.1MNaH2PO4, pH*¼ 7.4). All NMR
experiments were carried out at 500.11MHz for 1H and
125.027MHz for 13C and at 298 and 303� 1K on a
Bruker DMX spectrometer equipped with a 5mm Z-


TRP84


HIS440


PHE330


GLU327


SER200


PHE290


TYR70
TRP279


Figure 5. Favorable regions of interaction between 1 and
TcAChE. Near the bottom of the gorge of the enzyme, the
planar acridine moiety is sandwiched between the rings
of Phe330, His440 and Trp84 localized in the catalytic and
anionic subsites, respectively. The extended alkyl chain lines
along the wall of the hydrophobic gorge. At the top of the
gorge, the pyridinium moiety interacts with Trp279 in the
peripheral binding site. Compound 1 is displayed in a stick
representation
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gradient reverse probe and a Silicon Graphics worksta-
tion. Chemical shifts were determined relative to
internal DSS (sodium 2,2-dimethyl-2-silapentane-5-
sulfonate).
For 1D 1H NMR, FIDs were acquired over 5 kHz


spectral width with 32K data points; exponential apodi-
zation gave 1Hz line broadening. Suppression of water
resonance was achieved by low-power irradiation during
the relaxation delay (2 s), with an attenuation of 60 and
55 dB in the absence and the presence of the enzyme,
respectively.
A 2D COSY23 experiment was acquired for 1 (1.2mM)


at 298K using 256 t1 increments with 2K data points and
128 scans each. Partial suppression of the residual HDO
signal was accomplished by presaturating during the 1.5 s
relaxation delay. The data were processed with a non-
shifted sine-bell window in both dimensions.
The phase-sensitive gradient selective HSQC24 and


gradient-selected HMBC25 (delay¼ 70ms corresponding
to 3J(C,H)¼ 7Hz) experiments were recorded at 298K.
These experiments were acquired using 256 t1 increments
with 2K data points and 64 scans (HSQC) or 128 scans
(HMBC). Two zero-fillings were applied in the f1 dimen-
sion and a �/3 shifted squared sine-bell function was used
in both dimensions.
NOESY experiments were recorded using standard


techniques with the time-proportional phase incrementa-
tion mode (States-TPPI) with pulse sequence of Otting
et al.26 Suppression of the water resonance was achieved
by presaturating during the relaxation delay. The 2D
NOESY experiment for 1 (1mM) in the absence of
AChE was acquired with a mixing time of 1 s and a
relaxation delay set to 1.1 s. The data matrix of 2K� 256
points was processed using a shifted sine-bell window
function (�/2) in both dimensions with zero filling in f1 to
2K� 1K.
From the technical point of view, attention was care-


fully paid to the spin-diffusion effect. The line broad-
ening of 1 was proportional to the amount of AChE. A
low enzymatic concentration (2.24mM) with a large
concentration of ligand (1mm) caused a half line broad-
ening of 1 signals. Under these conditions, (ratio
R¼ [ligand]/[enzyme]¼ 446), the TrNOE cross peaks
were well resolved. At higher concentrations of 1, the
resonances of H1, H8 and H3, H6 overlapped. On
increasing the concentration of AChE (ratio R� 66),
strong spin diffusion effects were observed for all protons
of bound ligand.
Initially, transferred NOEs were measured with a wide


range of NOE mixing time, �m (50, 65, 80, 100, 150 and
300ms), for a ratio R¼ [ligand]/[enzyme]¼ 223 (con-
centration of 1¼ 0.5mM, concentration of enzyme¼
2.24mM) to determine the optimized value of �m. For
�m¼ 50ms, TrNOEs were scarcely detectable. Notable
spin diffusion effects appeared for mixing times>100ms.
In consequence, it was not possible, in this study, to
obtain NOE build-up curves to evaluate the contribution


of diffusion spin. Then, TrNOESY experiments were
performed and compared using an identical mixing
time (�m¼ 65ms, which gave a reasonable experimental
signal-to-noise ratio) with various ratios R¼ 223, 446
and 892. For each case, the intensities of the detected
transferred NOEs were measured. The results showed
that, for each cross peak, the relative intensities of
transferred NOEs determined with respect to the refer-
ence cross peak (H10, H20) were similar (� 20%) in the
three experiments. Finally, a TrNOESY experiment from
the inhibitor–enzyme complex to the free inhibitor was
performed at 303K under conditions that insured the best
signal-to-noise ratio and very limited spin diffusion. The
enzyme concentration was 2.24 mM and the [ligand]/
[AChE] ratio was 446. FIDs were acquired using a
mixing time of 65ms. A total of 320 incremental values
of the evolution time were used with 320 scans, 2K
data block over 5000Hz and a relaxation delay of 1.1 s.
Appropriate zero filling was carried out to yield a final
two-dimensional matrix of 2K� 1K real points. A 60 �
shifted squared sine-bell was applied in both dimensions.
The final matrix was baseline corrected separately on
each side of the water signal in the f2 dimension with a
third-order polynomial.


Supplementary material


The Supplementary material available at the epoc website
in Wiley Interscience contains the NOESY spectrum of 1
(1mM, pH* 7.8, 303K) at 500.11MHz, with a mixing
time of 1 s and the TrNOESY spectrum of 1 (1mM, pH*
7.8, 303K) in the presence of AChE (2.24 mM) at
500.11MHz, with a mixing time of 65ms.
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ABSTRACT: Aza derivatives of purines and pyrimidines are important class of compounds, which are known for their
cytotoxic, antimicrobial, and mutagenic activities. The redox chemistry of 8-azaadenine (8AA) has been investigated
using pulse radiolysis technique. The oxidation reactions were studied using hydroxyl radical (


�
OH), oxide radical


anion (O
�� and sulfate radical anion (SO4


��), and the reduction reactions were studied using hydrated electron (e�aq)
and hydrogen radical (H


�
). In the reaction of


�
OH, a bimolecular rate constant of 3.8� 108 dm3mol�1 s�1 was


determined at pH 6.0. The transient spectrum obtained for the reaction of
�
OH at pH 6 has an absorption maximum


around 340 nm and is assigned to the formation of 8AA-4OH
�
. The charge population density was calculated


theoretically (using Gaussian 98) and it showed that the fourth carbon atom (C(4)) is the most probable site for the
attack of


�
OH. The oxidizing nature of this radical is demonstrated by its reaction with N,N,N0,N0-tetramethyl-p-


phenylenediamine (TMPD). The existence of this species is further supported by theoretical calculations where the
absorption maximum of this radical is calculated as 338 nm. The yield of 8AA-4OH


�
is estimated as around 85%. At


pH 10.2, the transient spectrumwith maxima at 300 and 350 nm is attributed to the dehydrated 8AA-4OH
�
, which is an


N-centered radical of the type 8AA-N(9)
�
. In the reaction of O


�� (pH� 14) a transient spectrumwith similar features is
observed. Therefore this is also assigned to 8AA-N(9)


�
. A bimolecular rate constant for this reaction is determined as


4.2� 108 dm3mol�1 s�1. In the reaction of SO4
�� at pH 6, the transient spectrum having lmax at 320 nm is attributed to


the formation of a neutral radical of 8AA (8AA-N(6)
�
), which is formed by the deprotonation of the initially formed


radical cation. But at pH 10.2, the spectrum is found to be similar to the one observed in the reaction of O
�� and hence


it is assigned to the formation of the nitrogen-centered radical 8AA-N(9)
�
. In the reaction of e�aq, a second-order rate


constant of 1.8� 1010 dm3mol�1 s�1 is determined at pH 6 and the transient absorption spectrum with lmax at 330 nm
is assigned to the protonated electron adduct of 8AA (8AA(NH


�
)). The reducing nature of this intermediate is


confirmed by the formation of methyl viologen radical cation (MV
�þ) from its reaction with MV2þ. The transient


intermediate in the case of the reaction of H
�
is proposed as 8AA-C2(H)N(3)


�
at pH 1. Copyright# 2006 John Wiley


& Sons, Ltd.


KEYWORDS: 8-Azaadenine; redox chemistry; free radicals; radiation chemical; pulse radiolysis; OH-adducts; N-centered


radicals; C-centered radicals


INTRODUCTION


Development of chemical compounds, which have
similar structures of nucleic acid components such as
purines and pyrimidines for testing their antimetabolic
activity, is important to obstruct the abnormal develop-
ment of cancer cells. Among these compounds, aza
derivatives have shown promising results in the clinical
investigations because of their cytotoxic, antimicrobial,


and mutagenic activities.1,2 Free radical chemistry of the
aza compounds is perceptibly of great importance as
tumor treatment involves the simultaneous use of both
chemo and radiotherapy. Despite the importance in
cancer therapy,3 their free radical chemistry remains
poorly understood. An earlier study4 reported that the
water derived free radicals such as hydroxyl radicals
(
�
OH) and hydrated electrons (e�aq) react with aza


analogous of pyrimidine at diffusion controlled rate
(109–1010 dm3mol�1 s�1) at pH 8. This second-order rate
constant is well comparable to the rates with nucleobases
such as purines and pyrimidines.


The general radical chemistry of adenine is well
documented.5,6 For example, the potential sites of attack
in the case of the reaction of


�
OH with adenine are


identified as C4, C5, and C8 positions (Scheme 1).7–9
�
OH
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adds to C(4) (35% probability), to C(5) (19%) and to C(8)
(30%) in the case of N6,N6-dimethyladenosine.8 The
resulting radicals are represented as A-4OH


�
, A-5OH


�
and


A-8OH
�
, and all of these undergo unimolecular trans-


formation reactions. The A-4OH
�
undergoes a fast


dehydration reaction leading to the formation of a
nitrogen-centered radical (Scheme 1).7,8 The A-8OH


�


undergoes a ring opening reaction (imidazole ring), which
yields 5-formamido-6-aminopyrimidine type product
(FAPy). In addition to this, the A-8OH


�
leads to an


important product called 8-hydroxy adenine (analogous
reaction in guanine leads to the generally known
8-oxoguanine which is promutagenic in nature).6 These
two products are expected to be absent with 8-azaadenine
(8AA) as the 8th carbon position is replaced by a nitrogen.
In the case of caffeine (a substituted purine and
biologically important molecule) only C(4) and C(8)
OH-adducts are formed with a ratio of 1:2.10 While the
formation of A-8OH


�
is an important reaction in the case


of adenine and other purine systems, such a reaction could
be completely blocked by the presence of nitrogen at the
8th position of 8AA. This would result an entirely
different radical chemistry of 8AA compared to adenine.


Similarly the reaction of other free radicals such as
oxide radical anion (O


��), sulfate radical anion (SO4
��),


hydrated electron (e�aq), and hydrogen atom (H
�
), could be


interestingly different from adenine derivatives. There-
fore, a detailed radiation chemical study of 8AA is carried
out using both oxidizing and reducing radicals and
identified the various intermediates formed from the
reaction of these free radicals in aqueous medium using
the technique of pulse radiolysis. Some of the exper-


imental results have been supported by theoretical
calculations.


EXPERIMENTAL


8-Azaadenine (8AA), N,N,N0,N0-tetramethyl-p-phenyle-
nediamine (TMPD), methyl viologen (MV2þ) and pota-
ssium peroxodisulphate (K2S2O8) were purchased from
Aldrich and were used without further purification. All
solutions were prepared in water purified by Millipore
Milli-Q system. The concentration of the substrate was
kept at 1� 10�3mol dm�3. Radiolysis of water produces
highly reactive radicals e�aq, H


�
, and


�
OH in addition to the


formation of inert or less reactive molecular products
such as H2 and H2O2.


6


The reaction of
�
OH was carried out in N2O saturated


solutions where e�aq is quantitatively converted to
�
OH


(reaction 2).6 The reaction of O
�� radicals was


investigated in N2O saturated aqueous solution at
pH� 14 since


�
OH is in equilibrium with its basic form


O
�� at highly basic medium (reaction 3, pKa¼ 11.9).


SO4
��, radicals were produced by the radiolysis of N2


saturated aqueous solution containing 2-methyl-2-propa-
nol (0.2mol dm�3) and S2O


2�
8 (5� 10�2mol dm�3)


(reaction 4 and 5). The reaction of e�aq was studied in
N2 saturated aqueous solution containing 2-methyl-2-
propanol which acts as a


�
OH scavenger. The reaction of


Scheme 1. Mechanism of the reaction of �OH with adenine7,8 (r.o. represents ring opening reaction)
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H
�
was investigated at pH 1 in N2O saturated solutions in


the presence of 2-methyl-2-propanol as �OH scavenger.


N2Oþ e�aq ! �OHþ OH� þ N2 (2)


�OHþ OH� Ð O�� þ H2O (3)


e�aq þ S2O
2�
8 ! SO


��
4 þ SO2


4
� (4)


�Hþ S2O
2�
8 ! SO


��
4 þ SO2�


4 þ Hþ (5)


Pulse radiolysis experiments were carried out using a
linear accelerator delivering electron pulses of 7MeV
energy of 50 nsec duration. An aerated aqueous solution
of KSCN (1� 10�2mol dm�3) was used to monitor the
dose per pulse with G� e500¼ 21 520 dm3mol�1 cm�1


and was normally kept at 10–12Gy. A low dose per pulse
of 6.5Gy was used for the investigation of the electron
transfer reaction between the electron adducts and MV2þ


and between OH adducts and TMPD. The transient
species formed on pulse radiolysis were monitored by
using a 450W pulsed xenon lamp, a monochromator
(Kratos GM-252) and a Hamamatsu R-955 photomulti-
plier as the detector. The photomultiplier output was
digitized with a 100MHz storage oscilloscope interfaced
to a computer for kinetic analysis. The details of the pulse
radiolysis set-up have been described elsewhere.11


Theoretical calculations


Theoretical calculations were performed with the B3LYP
hybrid density functional theory.12 All the geometries
were optimized using the B3LYP/6-31þG� (5d) level.
NBO charge densities and spin populations were
calculated at the same level. NBO calculations were
carried out using NBO 4.0 interfaced to Gaussian 98.13


The electronic spectra were computed using Random
Phase Approximation methods applied at B3LYP/6-
31þG� level of theory.


RESULTS AND DISCUSSION


Reactions of �OH


The transient absorption spectrum recorded at 5msec
after the pulse is characterized by its maximum at 340 nm
and a broad absorption centered around 580 nm (pH 6).
The rate of initial absorption build-up of the tran-
sients (kobs) was found to be linearly dependent on the
concentrationof 8AAand from this dependence at 340 nm,
a bimolecular rate constant of 3.8� 108 dm3mol�1 s�1


was determined at pH 6.0. This rate constant is lower
compared to adenine (6� 109 dm3mol�1 s�1)14 and is
well comparable to purine (3� 108 dm3mol�1 s�1).14


The lower rate constant for the electrophilic attack of


�
OH compared to adenine is understandable because of the
presence of a nitrogen at the 8th position instead of carbon
which makes the compound more electron deficient
compared to adenine. In addition to this, the three probable
sites of addition of


�
OH in adenine (C4, C5, and C6


positions) has been reduced to two (C4 and C5) which may
also affect the rate of reaction. The details of the sites of
addition are discussed in the following section.


The absorption spectrum obtained at pH 6 at 40msec
after the pulse has a well-definedmaximum around 340 nm
(Fig. 2). The time resolved spectra however did not show
any absorption changes up to several hundreds of
microseconds other than a second-order decay. This
spectral behavior indicates a clear distinction from the
behavior of the transients from adenine, where the initial
spectrum undergoes a transformation at higher time
scales.7–9 To look at the reactivity of the intermediate
with oxygen, the spectra were also recorded in the presence
of oxygen, however no significant change in the spectral
properties was observed (data not shown). The reactivity of
oxygen is a good indication of the reducing property of the
intermediate and it is known to have high reactivity with
C-centered organic radicals (k� 109 dm3mol�1 s�1).15


The spectral features at higher pH (pH 10.2) were very
different compared to that at pH 6. The transient spectrum
recorded at 40msec after the pulse showed two distinct
absorption maxima at 300 and 350 nm and a broad
maximum centered around 640 nm (Fig. 2). This spectrum
undergoes a second-order decay at higher time scales.


One of the easiest methods to understand the redox
nature of the transient intermediates is the use of known
oxidants/reductants at sufficiently low concentrations
so that there will not be any direct reaction of


�
OH with


the oxidants/reductants, while the intermediates would
react with the oxidants/reductants making use of their
slight differences in the oxidation/reduction potentials.6


Therefore, in the present case, N,N,N0,N0-tetramethyl p-
phenylenediamine (TMPD) was used as a reductant to
explore the oxidizing nature of the intermediate radicals.
A strong absorption build-up of the radical cation of
TMPD (TMPD


�þ) which is typical of similar electron
transfer reaction from the oxidizing intermediate to
TMPD,7–9 has been observed at 565 nm at pH 6 (Fig. 2,
inset). The yield of TMPD


�þ was also calculated in terms
of G(TMPD


�þ) and was 4.5� 10�7mol J�1. The total
yield of


�
OH (G(


�
OH)) is calculated as 5.3� 10�7mol J�1


which is based on the concentration of 8AA and its
second-order rate constant.16 Considering this G value,
the observed G(TMPD


�þ) constitutes about 85% of the
total reaction. A similarly high G(TMPD


�þ) of
5.0� 10�7mol J�1 was obtained at pH 10.2 as well,
which constitutes about 94% of the total


�
OH reaction.


The charge population density, calculated for 8AA is
shown in Fig. 1. As can be seen from the figure that the
calculated NBO charge population at C(4), C(5), and N(8)
are 0.35,�0.01, and�0.02 au, respectively. These sites are
specifically highlighted (Fig. 1) because of the fact that the
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potential sites of
�
OH attack in adenine derivatives are C(4),


C(5), and C(8).7–9 As the reaction of
�
OH is an electrophilic


addition, it is clear that C(4) is the most probable site for the
attack of


�
OH. This is an additional support for the


conclusion that the major OH-adduct from the reaction of
�
OH is C(4)-OHC(5)-yl radical.
One of the general phenomena observed with adenine,


adenosine, and their substituted derivatives is a unim-
olecular transformation of the OH adduct at neutral pH.7–9


Such a phenomenon is completely absent in 8AA as was
observed from the time resolved spectra. The transient
spectrum, shown in Fig. 2, therefore, represents a relatively
stable species in the time scale of pulse radiolysis. From the
electron density calculations as well as from the earlier
reports on the purine derivatives,7–9 it is proposed that the
main OH-adduct, produced immediately after the pulse, is
the C(4)-OHC(5)-yl radical (8AA-4OH


�
). The assignment


of this radical structure can be supported from its reaction
with TMPD where the clear electron transfer from TMPD
(Fig. 2) demonstrates its oxidizing nature. This oxidizing


property of the radical can well be explained because of the
presence of unpaired spin density on N1, N3 or N8 in all
the other possible mesomeric structures (Scheme 2). The
existence of 8AA-4OH


�
is further supported by theoretical


calculations where the absorption maximum of this radical
is calculated as 338 nm. This value matches well with the
observed absorption maximum at 340 nm (Fig. 2). Finally,
an additional support to the existence of 8AA-4OH


�
is its


stability in the presence of O2. The A-4OH
�
from adenine


derivatives was shown to be stable in the presence of O2.
7–9


Being an oxidizing radical with mesomeric structures
having unpaired spin density at nitrogen, it is likely to
possess a low reactivity towards oxygen. The nitrogen-
centered radicals are reported to have rate constant less
than 107 dm3mol�1 s�1.16 Though, a water elimination
from this species is quite possible, the experimental
evidences take us to a conclusion that such a phenomenon
takes place only at a later stage (>200msec) and that the
8AA-4OH


�
is stable compared to its adenine counterpart.


On the other hand, the possibility of the formation of 8AA-
5OH


�
cannot be ruled out. However 8AA-5OH


�
cannot be


an oxidant unlike 8AA-4OH
�
. The yield of TMPD


�þ at
pH 6 (G(TMPD


�þ)¼ 4.5� 10�7mol J�1) is about 15%
less than the quantitative yield of


�
OH. It is therefore


reasonable to assume that this reduction in the quantitative
yield of TMPD


�þ resulted from the formation of 8AA-
5OH


�
. However, it is unlikely that this can contribute


significantly to the absorption spectrum because of its low
yield. Moreover, the theoretical calculations showed that
8AA-5OH


�
has an absorption maximum at 318 nm.


However, no such indication is obtained from the observed
spectrum (Fig. 2). An absorption coefficient of 8AA-4OH


�


is approximately calculated as 1640 dm3mol�1 cm�1 at
340 nm.


Figure 2. Reaction of hydroxyl radical (�OH): Transient absorption spectra recorded in N2O saturated aqueous solutions of 8
azaadenine (1� 10�3mol dm�3) at 40msec after the pulse at pH 6(~) and pH 10.2 (*). Inset: (a) Formation trace at 340 nm at
pH 6, (b) absorption build-up of TMPD�þ from the reaction between the oxidizing intermediate and TMPD at 565 nm at pH 6


Figure 1. NBO Charge population (in au) of 8-azaadenine
(this demonstrates the C(4) (0.35 au) is the most probable
site of electrophillic attack)
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The expected dehydration from 8AA-4OH
�
is likely to


get enhanced at basic pH and the spectral behavior at pH
10.2 is in line with this fact. The nearly quantitative yield
of TMPD


�þ (G(TMPD
�þ)¼ 5� 10�7mol J�1) demon-


strates the oxidizing property of the intermediate. The
spectral behavior at pH 10.2 is very different compared to
that at pH 6 (Fig. 2). The absorption spectrum with
maxima at 300, 350, and 640 nm is attributed to the
dehydrated 8AA-4OH


�
which is an N-centered radical


and can be represented as 8AA-N(9)
�
(Scheme 1). This


result is, thus, very different from the reaction of
�
OHwith


adenine and its derivatives7–9at higher pH where an OH�


induced inhibition of OH� elimination of A-4OH
�
leading


to a deprotonated radical A-4O
�� is reported. Because of


this reason the yield of TMPD
�þ is seen highly reduced at


higher pH.7–9 The existence of 8AA-N(9)
�
in the present


case is further confirmed by the formation of a transient
species from the reaction O


�� with 8AA which has very
similar spectral characteristics (see Reaction of Oxide
Radical Anion (O


��)). The reaction of O
�� with


nucleobases proceeds via an electron transfer reaction
with the deprotonated 8AA at pH� 14 (8AA has a pKa at
11.5) leading to a N(9)-centered radical.18 The OH�


induced dehydration reaction from 8AA-5OH
�
, though


formed low in yield, is equally likely. The so formed
8AA-N(6)


�
(Scheme 2) can be a very good oxidant similar


to 8AA-N(9)
�
which explains the high yield of TMPD


�þ


at higher pH. As shown in Scheme 2, the dehydration
reaction can lead to two possible structures such as 8AA-
N(6)


�
and 8AA-N(9)


�
. However, it is difficult to clearly


distinguish the contribution of these two radicals as both


can be equally reactive to TMPD. Since the yield of 8AA-
5OH


�
is expected to be less than 15% (see previous


paragraph) it can be concluded that the spectral
contribution is largely from 8AA-N(9)


�
. Furthermore,


the calculated absorption maxima of this radical are 325,
335, and 628 nm. Although the first maximum at 300 nm
is not near to the calculated value, the rest of the two
significantly match with the calculated values.


Reaction of oxide radical anion (O�S)


Oxide radical anion is nucleophilic in nature unlike the
electrophilic hydroxyl radical. The reactions of O


��,
which is a conjugate base of


�
OH, will be quite different


from that initiated by
�
OH. It is an oxidant (E0(O


��,Hþ/
OHS)¼ 1.77V).17 Its reactions are normally carried
out at a pH greater than 12 as the pKa value of
�
OH Ð O.S þHþ is at 11.9.6 Therefore, the reaction of
O


��with 8AA is carried out at pH� 14.18 A second-order
rate constant of 4.2� 108 dm3mol�1 s�1 is determined
from the pseudo first-order absorption build-up of the
intermediate with respect to the concentration of 8AA at
350 nm. The transient absorption spectrum at 40msec
after the pulse has shown similar features like the
spectrum obtained from the reaction of


�
OH at pH 10.2,


with absorption maxima at 300 and 350 nm with a broad
absorption centered around 640 nm (Fig. 3). The
absorption traces obtained at these wavelengths showed
only a second-order decay. This observation was however
different compared to the case with adenine where the


Scheme 2. Proposed mechanism of the reaction of �OH with 8-azaadenine
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OH-adduct undergoes a first-order type decay and form a
hydrated adduct.19 The electron transfer reactions from
the intermediates to TMPD was also carried out and a
strong absorption build-up of TMPD


�þ, very similar to
the reaction of


�
OH at pH 10.2, was obtained.


At pH� 14, 8AA is predominantly existing in its
deprotonated form at nitrogen as it has a pKa at 11.5. The
reaction of O


�� was reported to be very different from the
reaction of


�
OH as the former undergoes either electron


transfer or a hydrogen abstraction reaction with adenine
and other nucleobases.19–21 It is therefore proposed that
O


�� undergoes an electron transfer reaction at N9 and this
results the formation of a nitrogen-centered radical, 8AA-
N(9)


�
(reaction 10). The deprotonated adenine (at N(9))


has similar reaction with O
�� at pH> 13.18 In the case of


O
�� a similar TMPD


�þ build up is observed as in the
reaction of


�
OH (data not shown). The formation of


TMPD
�þ can be well explained based on the oxidative


nature of 8AA-N(9)
�
and this is an additional support for


the interpretation. Furthermore, it can be easily under-
stood that this is the same radical species, which is formed
after the dehydration reaction of the 8AA-4OH


�
at


pH 10.2 (Scheme 2). An absorption coefficient of
2670 dm3mol�1 cm�1 is calculated for the 8AA-N(9)


�


at 300 nm.


Reaction of sulfate radical anion (SO4
�SÞ


The SO4
�� is a powerful oxidizing radical with an


oxidation potential of 2.5–3.1V/NHE.22 This radical is
frequently used in the study of DNA damage as it can


produce a DNA radical cation and an electron in aqueous
medium,6 which is a similar process like the direct effect
of ionizing radiation. In the present study, the reaction of
SO


��
4 is carried out at near neutral as well as at basic pH.


A second-order rate constant of 2.1� 108 dm3mol�1 s�1


is determined at pH 6 from the rate of build-up of the
transient intermediate at 320 nm. Similar to the rate of
reaction of


�
OH, the rate constant value is lower by


an order of magnitude compared to adenine (k¼
4.6� 109 dm3mol�1 s�1)14 while almost of the same
order compared to purine (k¼ 3.0� 108 dm3mol�1 s�1).
This is due to the reduction in the electron donating nature
because of the presence of an additional nitrogen
compared to adenine. A comparatively weak transient
absorption spectrum is obtained at pH 6 with a single
maximum at 320 nm (Fig. 4). However, when the pH is
raised to 10.2, the spectral features were very different
with two prominent absorption maxima at 300 and
350 nm and a (weak) broad maximum centered around
650 nm (Fig. 4). It is, however, noticeable that this
spectrum matches well with the one obtained from the
reaction of


�
OH at pH 10.2 and of O


�� at pH� 14 (Figs. 2
and 3).


Being a very powerful oxidant, SO4
�� undergoes one-


electron oxidation with purines either by outer-sphere
electron transfer or by inner-sphere electron transfer
mechanism.9,23 The primary product of oxidation by
SO4


�� is a radical cation, which possess a very short life
time in aqueous solutions in the case of purine systems
because of their high Bronsted acidity.5 Therefore, they
deprotonate very fast (k> 107 sec), resulting a neutral
radical.7 Furthermore, the pKa of the radical cation is
reported as much lower than 1.5 In line with these
information, in the present case, a radical cation of 8AA is
expected to be formed in the first place which may
undergo, in principle, a number of reactions in aqueous
state such as deprotonation to form a neutral radical and


Figure 3. Reaction of oxide radical anion (O.�): Transient absorption spectrum recorded in N2O saturated aqueous solutions of
8 azaadenine (1�10�3mol dm�3) at 40msec after the pulse at pH�14
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reaction with water or OH� at basic pH to form the
corresponding OH-adducts. If latter is the case, the
spectral features at pH 6 should match with the reaction of
�
OH at the same pH. However, this is not the case as can
be seen from Figs. 2 and 4. Then the most likely
mechanism is the deprotonation of the radical cation to
form a neutral radical of the form 8AA-N(6)


�
(Scheme 3).


The deprotonation of the radical cation of adenine
derivatives at the N6-position5 supports such an assign-
ment of the intermediate spectrum. However, the situation
is quite different at pH 10.2, where the spectral features
favor a mechanism where the radical cation reacts with
the OH� leading to the OH-adduct. The transient spectra
from the reaction of


�
OH (at pH 10.2), O


��, and SO4
�� (at


pH 10.2) are well comparable as can be seen from Figs. 2,
3 and 4. It is therefore proposed that the initially formed
radical cation reacts with OH� and forms 8AA-4OH


�


which on dehydration reaction to give rise to a nitrogen-
centered radical of the form 8AA-N(9)


�
as shown in


Scheme 3. In addition to 8AA-4OH
�
it is probable that


8AA-5OH
�
could also be formed from the addition of


OH� at the C5 position. However, the spectral similarity
at this pH with that from the reaction of


�
OH at pH 10.2


and of O
��, is clearly in line with the interpretation of the


formation of 8AA-4OH
�
as the precursor of 8AA-N(9)


�
.


The spectral contribution from 8AA-5OH
�


is thus
proposed as insignificant.


Reactions of hydrated electrons (eSaq)
and hydrogen atom (�H)


In general, the purines have high intrinsic reaction with
e�aq (k� 1010 dm3mol�1 s�1) because of the presence of


Scheme 3. Proposed mechanism of the reaction of SO4
�� with 8-azaadenine


Figure 4. Reaction of sulfate radical anion (SO4
��): Transient absorption spectra recorder in N2 saturated aqueous solutions of


8 azaadenine (1�10�3mol dm�3) containing 2-methyl-2-propanol (0.2mol dm�3) and S2O
2�
8 (1�10�2mol dm�3) at 40msec


after the pulse at pH 6 (~) and at pH 10.2 (*). Inset: absorption build-up of the intermediate at 300 nm at pH 10.2
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electron deficient pyrimidine ring.14 8AA has also shown
similar reactivity. A second-order rate constant of
1.8� 1010 dm3mol�1 s�1 is determined at pH 6 from
the pseudo first-order decay of e�aq with respect to the
concentration of 8AA at 720 nm. The transient absorption
spectrum showed a major absorption maximum at 330 nm
and a broad absorption in the 500–600 nm region (Fig. 5).
A similar spectrum is obtained when the pH is raised to 12
where 8AA exists in its deprotonated form. In both
the pH, the spectra underwent a second-order decay. The
reducing nature of the intermediate is confirmed by
the formation of methyl viologen radical cation (MV


�þ) at
605 nm at pH 6 (Fig. 5), resulting from the reaction of an
electron transfer from the reducing intermediate to the
oxidant, MV2þ. A G(MV


�þ) (at pH 6 as well as at 12) of
2.4� 10�7mol J�1 is obtained which constitute about
89% of the total reaction. A weak transient absorption
spectrum is obtained for the reaction of H


�
with 8AA at


acidic pH (pH 1) with a single maximum at around
330 nm (data not shown).


The spectral features observed in this case are similar
to the adenine, hypoxanthine, and their derivatives. The
electron adducts of these compounds, being much
stronger bases compared to the pyrimidine bases, rapidly
undergoes protonation by water (k� 107 sec�1).24–27A
similar situation is expected with 8AA as well. The
initially formed electron adduct may rapidly get
protonated by water at pH 6. Therefore, the transient
spectrum with lmax at 330 nm is assigned to the
protonated electron adduct of 8AA. As the potential site
of electron attack is at nitrogen, a nitrogen protonated
carbon-centered radical is proposed (8AA(NH


�
))


(Scheme 4). A strong evidence for the spin density at
carbon came from the quantitative electron transfer from


this radical toMV2þ (Fig. 5) as carbon-centered radical can
act as an electron donor. Such properties were unambigu-
ously demonstrated using the oxidants MV2þ, pNAP ( p-
nitroacetophenone), etc. in the case of adenine and its
derivatives.5,24,25 However, there are three similar sites of
electron attack and hence the electron adducts must be
represented by their mesomeric structures as shown in the
Scheme 4. Correspondingly the protonated counterparts
would exist in their tautomeric forms (Scheme 4). Unlike
the protonation at nitrogen, the protonation at carbon is
much slower, though carbon-protonated species having
higher pKa would be thermodynamically more favored.
Such carbon protonation reactions catalyzed by OH� and
HPO2�


4 /H2PO
�
4 are common in adenine and hypoxanthine


derivatives having substitution at their N9 position24,25


(however absent in adenine and hypoxanthine). Therefore
the aim of the experiments at basic medium (pH 12)
was to look at similar transformation reaction of the
N-protonated to C-protonated species. However, the
spectral similarities as well as the oxidation reaction with
MV2þ clearly rule out this kind of transformation
reactions, but fully support the existence of a nitrogen
protonated carbon-centered radical even at higher pH. The
absence of such a transformation in the case of adenine
and hypoxanthine is explained based on the assumption
that the electron density at C2 and C8 positions (these are
the two potential sites of carbon protonation) is low
because of the deprotonation at higher pH and hence
results a slower rate of protonation at these sites.24,25 Such
an explanation is equally valid in the case of 8AA,
where the only one probable carbon site available for
protonation might have low electron density because of
the deprotonation at N9 position as 8AA has a pKa value
at around 11.5.


Figure 5. Reaction of hydrated electron (eaq
�): Transient absorption spectra recorded in N2 saturated aqueous solutions of


8 azaadenine (1� 10�3mol dm�3) containing 2-methyl-2-propanol (0.2mol dm�3) at 3msec after the pulse at pH 6 (~) and
pH 12 (*). Inset: Absorption build-up of MV�þ from the reaction of the reducing intermediate and MV2þ at 605 nm at pH 6
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The most probable sites of hydrogen attack in adenine
systems are C2 and C8 positions in solid state.28 In the
aqueous phase, similar sites were reported in a number of
structural analogs of adenine.24,29 As the yield of H-atoms
in neutral pH is only about 0.6� 10�7mol J�1, it is
convenient to perform the investigation of this reaction at
acidic medium where the e�aq is fully converted to H


�
.6


Therefore, the reaction mechanism may not necessarily
be the same as that at neutral pH. On the other hand, in the
case of adenine as well as of hypoxanthine the H


�


undergoes addition at C2 and C8 positions even at
strongly acidic medium where these two are in their
protonated forms.24,25,30 In the present case, however, the
most probable site of attack is proposed as the C2 and
hence a nitrogen-centered radical of the type 8AA-
C2(H)N(3)


�
is expected. The observed spectrum having


an absorption maximum at 330 nm is therefore attributed
to the formation of this radical.


CONCLUSION


The free radical chemistry of 8AA is important because of
its relevance in the therapeutic applications. The reaction
of hydroxyl radicals demonstrates an entirely different
reaction mechanism compared to that of adenine. 8AA-
4OH


�
at near neutral pH is quite stable in the pulse


radiolysis scale whereas A-4OH
�
from adenine undergoes


a fast water elimination reaction. While the 8AA-4OH
�
at


higher pH undergoes a dehydration reaction leading to the


formation of a N-centered radical, 8AA-N(9)
�
, there is


an OH� induced inhibition of OH� elimination of the
A-4-OH


�
from adenine, and hence it undergoes only a


deprotonation reaction (i.e., A-4-O
��). The redox nature


of the intermediate radicals is also different in both the
cases. The formation of a substituted hydroxyl radical
adduct at the C8 position of adenine which is considered
as a biologically relevant reaction, is completely absent in
the present case. This leads to the impression that the ring
opening reaction, a major reaction in the case of adenine,
is not possible with 8AA. The reactions of other radicals
such as O


��, SO4
��, e�aq, and H


�
proceed in a more or less


similar way like in the case of adenine. On the other hand,
the similarity of the radical 8AA-N(9)


�
, formed from the


reaction of
�
OH at basic pH, of O


�� at pH� 14 and of
SO4


�� at basic pH is an interesting observation.
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ABSTRACT: Host–guest interactions between chiral calix[4]arenes and the antibiotic levofloxacin are analyzed on
the basis of quantum mechanical calculations at the density functional (for model systems) and semi-empirical levels.
The calix[4]arene macrocycle carries two (þ )-isomenthyl groups attached to opposing phenyl groups at the lower
rim and different substituents (R¼H, CH3, tBu, CH2CHCH2, COCH3 and NO2) are considered at the upper rim. Nitro
derivatives are expected to form ionized complexes whereas the other derivatives should form neutral complexes with
a very low stability. Copyright # 2006 John Wiley & Sons, Ltd.
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INTRODUCTION


Quinolones are synthetic molecules exhibiting antibac-
terial properties.1–6 They act by inhibiting two funda-
mental enzymes, topoisomerase II or DNA-gyrase, and
topoisomerase IV, both involved in cell division pro-
cesses. The first member of this family, nalidixic acid,
was synthesized in 19621 and exhibited antibacterial
activity towards Gram-negative bacteria. In the 1970s,
other quinolones such as piromidic acid and flumequine
were developed that had increased Gram-negative and
systemic activity. Flumequine possesses a fluor atom in
position 9 and its activity towards Gram-negative bacteria
is ten times higher than that of nalidixic acid. In addition,
it is also active on Gram-positive bacteria. More recently,
the combination of a fluor atom in position 6 and a
piperazine substituent in position 7 has been found to
confer quite interesting properties to these compounds
and has led to a new generation of quinolone antibiotics,
the so-called fluoroquinolones.5 Since the discovery of
norfloxacin many other molecules2,3,7 have been devel-
oped that are of current therapeutic use, such as cipro-
floxacin, ofloxacin and levofloxacin.


In fact, ofloxacin, as flumequine, is provided as a
racemic mixture. Levofloxacin (Lfx) is the corresponding
levo-enantiomer, S-(� )-ofloxacin (see Fig. 1). Previous
work has shown that the activity of Lfx is much higher
than that of the dextro-enantiomer, R-(þ )-ofloxacin, and


approximately twice times that of the racemate.7,8 How-
ever, in spite of their different antibacterial activity, both
enantiomers display similar toxicities. Following recom-
mendations of regulatory authorities for chiral drugs,
only the active enantiomer of a chiral drug should reach
the market and therefore efforts have been made to
develop selective separation methods of ofloxacin enan-
tiomers. There are several analytical methods for the
direct chiral separation of ofloxacin, including capillary
electrophoresis with various cyclodextrins as chiral se-
lector.9–12


Another promising route is offered by the use of
calixarene derivatives, which has the advantage of being
quite flexible from a synthetic point of view compared
with cyclodextrins. Calixarenes display selective com-
plexation properties that make them suitable for a large
number of applications, such as luminescent probes,
nuclear waste treatment or molecular sensors.13 Until
now calixarenes have not been much used as chiral
selectors, but recent works have reported encouraging
results. For instance, Lynam et al.14 have synthesized
propanol amide derivatives of p-allylcalix[4]arene that
behave as a selector of amines due to their shape and
chirality. Zheng and Zhang15 have shown that calixarenes
bearing �,�-aminoalcohol groups are efficient chiral
selectors of carboxylic acids. For most of the studies
reported, chiral calix[4]arenes are obtained by attaching
chiral residues at the lower rim14–20 or upper rim.21


A rational design of new molecules with improved
properties may be simplified significantly by the use of
theoretical chemistry methods. However, there are two
main difficulties. First, host–guest interaction energies
need to be computed accurately because significant
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enantioselectivities may be achieved for small energy
differences (owing to the exponential form of the
Boltzmann factor). In principle, this can be done through
the use of ab initio techniques but system size limits their
use. Second, due to the flexibility of the host–guest
complexes, a large set of structures representing a
suitable sampling of the configuration space must be
considered. To this end, statistical simulation techniques
(such as Monte Carlo or molecular dynamics) may be
employed but in general they are based on empirical
force fields that do not provide very accurate interaction
energies. Combined quantum mechanics and molecular
mechanics methods (QM/MM) and ab initio molecular
dynamics (AIMD) represent the most promising
approaches in this field. Investigations at this level
still represent a considerable amount of computational
time and thus before they are undertaken it is essential
to elucidate the basic interaction mechanisms operating
between the host and guest molecules.


In the present work, we investigate complex formation
between a series of chiral calix[4]arene derivatives and
the antibiotic Lfx. The calixarene macrocycle carries two
(þ )-isomenthyl substituents at the lower rim attached to
opposite phenyl groups (Fig. 2). They define a chiral


environment for the complexation site, constituted by the
residual hydroxyl groups. Their acidic behavior, even
modest, is expected to favor interactions with the amino
groups of the quinolone species. This molecule (R¼ tBu)
has been synthesized in our group and host–guest com-
plexes with piperazine-bearing quinolones, particularly
Lfx, will be studied experimentally very soon. The
present work aims at analyzing a number of fundamental
questions: the stability of the complexes, the mechanism
of interaction and the effect of substituents in the upper
rim.


COMPUTATIONS


Because of computational time limitations, previous
theoretical studies on calix[4]arene systems and com-
plexes have been made essentially at the molecular
mechanics level (Refs. 22–30 and references cited
therein). A few systems have been investigated through
semi-empirical quantum chemical techniques. The
properties of calix[4]arenes in the cone conformation
have been investigated with special attention paid to
the equilibrium geometry,31,32 hydrogen bonds33 and
charge delocalization in polyanions.22 Semi-empirical
calculations have been used also to investigate the
influence of conformation on second-order non-linear
optical properties of calix[4]arenes34,35 and to assess
the importance of �–� interactions in C60-fullerene/p-t-
butylcalix[8]arene 1:1 adducts.36 Molecular dynamics
simulations based on combined AM1/TIP3P potentials
have been applied to analyze the role of electronic
polarization on the liquid phase affinity of calixarene-
crown-ethers towards alkali cations.37 The interaction
of alkylammonium ions and quinone derivatized calix[4]-
arenes was studied by Chung et al.38 More recently, AM1
calculations were performed on p-t-butylcalix[4]arene-
crown-6 and some of its alkylammonium cation com-
plexes, to estimate the binding energy and enthalpy of
formation of such compounds.39


The large computational resources required to
evaluate the energy and structure of calixarenes have
prevented ab initio or density functional treatments
until recently. Thus, studies on hydroxylated calix[4]ar-
ene,40 thiacalix[4]arene,41 tetramethoxy-calix[4]arene42


and cation–� interactions43 have been published. Finally,
tetramethoxy-calix[4]arene and 1,3-alternate-dimethoxy-
calix[4]arene-crown-6 complexes with alkali cations
have also been reported.44


In the present work, we have chosen to perform two
types of studies. First, density functional theory (DFT)
calculations have been carried out for a series of model
complexes. Then, semi-empirical calculations have been
made for the whole system. Semi-empirical approaches
are not expected to provide very accurate results for
the absolute complexation energies but they allow the
main trends along a chemical family to be obtained.
Furthermore the combination of semi-empirical and
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Figure 2. Schematic representation of the calix[4]arene
molecules considered in the present work (R¼H, CH3,
tBu, CH2CHCH2, COCH3 and NO2)
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DFT calculations for model systems has allowed us to
estimate the error made in the semi-empirical computa-
tions for real systems. This is connected to the computa-
tional strategy of the ONIOM method,45 as detailed below.


The DFT calculations have been made using the
hybrid exchange-correlation functional B3LYP and
the 6–31þG* basis set. The use of polarization and
diffuse functions on heavy atoms has been considered as
crucial for a good description of ion-pair complexes. The
B3LYP method seems to be a good compromise between
reliability and computational cost, as demonstrated by
many examples.46 Semi-empirical computations have
been done using the PM3 method. The geometry of all
systems has been optimized in vacuum and solution. The
solvent effect was taken into account by employing a
dielectric continuum model. We have used the approach
developed in our group, which assumes a molecular-
shaped cavity and a multicentric multipolar expansion47


of the reaction field. We have considered a polar medium
with dielectric constant �¼ 47. This value corresponds to
dimethyl sulfoxide (DMSO), a typical solvent used in
experimental studies. However, one should note that in
dielectric continuum models the increase of the solvent
reaction field with the dielectric constant becomes rather
slow for � beyond 15–20. In other words, the trends
described in our calculations should still be appropriate
for other polar media, although the expected overall
effect would be slightly larger or smaller depending on
its dielectric constant. In all cases, we have used the
Gaussian 98 code.48


The choice of the initial structure of the calix[4]arene
molecule and of the calix[4]arene–Lfx complexes was
made as follows. An NVT molecular dynamics (MD)
simulation of the calix[4]arene was carried out using
the AMBER force field49 and the Discover program
of the Insight II 95.0 software (Biosym Technologies,
San Diego, SA, USA, 1995). The initial structure was
constructed with a calix[4]arene (R¼ tBu) in cone con-
formation, which was shown to be the most stable
conformation in previous studies.22,25 The simulation
consisted of an equilibration phase of 50 ps (0.2 fs time
step for a total of 250 000 steps) and a data acquisition
phase of 400 ps at 300 K. Analysis of the results showed
structural features that are comparable to previous studies
of the same type. Thus, there are two different average
oxygen–oxygen distances for atoms in opposite phenol
rings (3.7 Å and 5.2 Å), as also reported for a similar
calix[4]arene unsubstituted at the lower rim.23 Note-
worthy, in our case, the most favorable conformation of
the calixarene (85% of the total simulation time) displays
the smallest oxygen–oxygen distance for the phenol
groups bearing the isomethyl groups. This structural
arrangement allows the hydrogen atoms of the hydroxyl
groups to form hydrogen bonds with the oxygen atoms
attached to the isomenthyl groups.


From the simulation, a set of 200 configurations
was selected by steps of 2 ps. For each configuration,


full PM3 geometry optimization was carried out. The
lowest energy conformation is represented in Fig. 3.
Other less-stable conformations lie within an energy
range of roughly 18 kcal mol�1 (1 kcal¼ 4.184 kJ). The
PM3 calculations confirm the structural features de-
scribed above for oxygen–oxygen distances and hydro-
gen bonds. In particular, for 81% of the optimized
configuration set the shortest oxygen–oxygen distance
corresponds to the phenol groups bearing the isomenthyl
groups. The four tBu groups were then replaced by H,
CH3, CH2CHCH2, COCH3 or NO2 and the corresponding
calix[4]arene geometries were completely relaxed at the
PM3 level.


Starting from the optimized structure of the calixarene,
Lfx was docked in the macrocycle. Several interaction
modes were envisaged, as explained below. Full PM3
geometry optimizations were carried out for several trial
initial configurations although only the most stable
one for each interaction mode will be considered in
the following. Due to the flexibility of the complex,
a more realistic study would require a rigorous statistical
treatment to be performed. However, as explained in
the introduction, the present work aims to provide a
qualitative description of the host–guest interaction that
is needed before computationally demanding QM/MM or
AIMD simulations are carried out.


RESULTS


Choice of interaction modes


Quinolones possess acid and amino functional groups.
Accordingly, they may exist as neutral, cationic, anionic
or zwitterionic species, the actual ionization state of the
molecule depending on the pH. Predicting the ionization


Figure 3. Optimized structure for the (þ )-isomenthyl
t-butylcalix[4]arene derivative studied here using the PM3
method
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state in a particular solvent and pH is an intricate question
that goes beyond the present work objectives. Never-
theless, it is an important problem and will be considered
in forthcoming studies. Note that spontaneous deprotona-
tion of Lfx in DMSO seems unlikely, because typical pKa
values of carboxylic acids in this solvent are of the order
of 12 units.64


For the neutral Lfx molecule considered here, two
major interacting modes can be invoked: the calixarene
phenol (proton donor) and an amino Lfx group (proton
acceptor); and the calixarene phenol (proton acceptor)
and the carboxylic Lfx group (proton donor). Exploratory
calculations showed that the latter is less stable than the
former by roughly 5 kcal mol�1 and has not been con-
sidered further in this paper.


The interaction of calixarene derivatives with neutral
amines, ammonium ions and amino acids has been
considered in some experimental38,50–56 and theoretical
reports.28,57 The interaction with quaternary ammonium
ions has attracted much interest due to the biological
relevance of similar catio–� interactions in the recogni-
tion of acetylcholine by the enzyme acetylcholinester-
ase,58,59 but the interaction with neutral amines has been
broadly considered too (for a review see Ref. 60). Bauer
and Gutsche51 showed that aliphatic amines interact
strongly in polar solvents with calix[4]arenes to form
complexes that were thought to involve proton transfer
and ion pairing. Indeed, the pKa values for phenols in
calixarenes are below those for the corresponding
phenols, allowing the formation of salts with amines.61


Nachtigall et al.53 described the crystal structure of
calix[4]arene piperidinium salts in which the calixarene
adopts a cone conformation and the ions are held together
by strong hydrogen bond interactions (oxygen–oxygen
distances are 2.527 Å and 2.494 Å). Similar results62 were
obtained for other amines, including piperazine, a func-
tional group in Lfx. Recent experimental studies on the
interaction of mono-p-nitro-calix[4]arene63 with Lfx
have been carried out in our group. A UV–visible titration
has been carried out in solvents of different polarity,
specifically CH2Cl2, CH3COCH3, CH3CN and DMSO.
In polar solvent, the titration exhibits (J.B. Regnouf-de-
Vains, unpublished results) an absorption band at 438 nm,
which is characteristic of the formation of a p-nitro
phenate species.


The above remarks incited us to investigate the forma-
tion of neutral and ionized complexes in which the
macrocycle acts as proton donor. Because of steric
hindrance, only the Lfx amino group carrying a methyl
group is expected to interact with the phenol. The
following chemical equilibria will be considered:


CalixOH þ Lfx Ð CalixOH � � �Lfx ð1Þ


CalixOH þ Lfx Ð CalixO� þ HLfxþ ð2Þ


CalixO� þ HLfxþ Ð CalixO� � � �HLfxþ ð3Þ


Study of model systems at the DFT and
ab initio levels


Before considering the calix[4]arene–Lfx systems, we
have considered the interaction in model compounds,
namely p-monosubstituted phenol (p-R-PhOH) and 1,4-
dimethylpiperazine (DMP) (Fig. 4).


The DFT calculations have been made for R¼H,
COCH3 and NO2. Full geometry optimization of the
neutral systems (p-R-PhOH and DMP), neutral complex
(p-R-PhOH� � �DMP), ionized systems (p-R-PhO� and
HDMPþ ) and ionized complex (p-R-PhO�� � �HDMPþ )
has been done in gas phase and solution. However, the
ionized complex has been obtained only for the substi-
tuted derivatives when one takes into account the stabiliz-
ing effect due to the solvent. In the other cases, the proton
is transferred to the phenol oxygen atom during the
optimization procedure to obtain the neutral complex.
Some geometrical parameters for the optimized structures
are summarized in Table 1, and relative energies with
respect to the separated neutral molecules are gathered in
Table 2. A few remarks can be made concerning the
hydrogen bond distances: they are shorter in solution than
in gas phase; substitution of the phenol leads to a decrease
in bond distance; the hydrogen bonds are much shorter for
ionized complexes (by as much as 0.1 Å in the case of
R¼NO2); and the N–O–H angles are rather small (about
6–7� in neutral complexes) and decrease through proton
transfer (3–4� in ionized complexes).


As shown in Table 2, complexation and ionization
energies decrease in the order H>COCH3>NO2. This
trend is consistent with the increasing acidity of the
phenol derivatives (experimental pKa in water: 9.82,
8.05 and 7.15 for R¼H, COCH3 and NO2, respectively).
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Figure 4. Schematic representation of model complexes of
p-monosubstituted phenol (p-R-PhOH)–1,4-dimethylpipera-
zine (DMP)
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Ionization energies are, as expected, much smaller in
solution than in the gas phase, but only in the case of the
most acidic species R¼NO2 is the ionization energy is
negative in solution. The formation of a neutral complex
is not favored by the solvent effect, whereas the forma-
tion of an ionized complex is slightly favored in the case
of COCH3 and strongly favored in the case of NO2. As a
result, for the latter substituent the ionized complex is
predicted to be the most stable species in solution.


Study of the model systems at the PM3 level


The PM3 calculations have been made for a series
of model systems with R¼H, CH3, tBu, CH2CHCH2,


COCH3 and NO2. As in B3LYP calculations, neutral
systems (p-R-PhOH and DMP), neutral complexes
(p-R-PhOH � � �DMP), ionized systems (p-R-PhO� and
HDMPþ ) and ionized complexes (p-R-PhO� � � �
HDMPþ ) have been fully optimized in gas phase and
in solution. Some geometrical parameters are presented
in Table 3. The energies of these systems relative to the
separated neutral molecules are summarized in Table 4. If
one compares the PM3 results for the neutral complexes
with the B3LYP calculations (R¼H, COCH3, NO2) one
sees that PM3 reproduces the main trends outlined above.
In particular, hydrogen bonds display a similar geome-
trical arrangement (dN-H slightly larger than 1.8 Å; �N-O-H


about 7–8�) and a comparable solvent effect (both hydro-
gen bond distances and angles decrease in solution).


Table 1. Geometry of neutral and ionized phenol–DMP complexes as optimized in gas phase and DMSO solution at the B3LYP/
6–31þG* level (dX-H represents the hydrogen bond length: X¼N for neutral complexes; X¼O for ionized complexes)


Gas phase Solution ("¼ 47)


R Complex dN-O (Å) dX-H (Å) �N-O-H (degrees) dN-O (Å) dX-H (Å) �N-O-H (degrees)


H Neutral 2.801 1.818 8.5 2.760 1.762 7.5
COCH3 Neutral 2.767 1.779 8.6 2.727 1.717 6.6
COCH3 Ionized — — — 2.592 1.493 3.0
NO2 Neutral 2.740 1.746 8.5 2.671 1.647 7.0
NO2 Ionized — — — 2.619 1.084 4.4


Table 2. The B3LYP/6–31þG* energiesa for complexation and ionization processes of the phenolþDMP systems in a vacuum
and DMSO solution


Gas phase Solution ("¼ 47)


Neutral p-R-PhO� Ionized Neutral p-R-PhO� Ionized
R complex þHDMPþ complex complex þ HDMPþ complex


H �9.72 112.45 — �7.52 12.94 —
COCH3 �10.86 97.09 — �7.82 5.33 �5.49
NO2 �12.12 86.78 — �9.24 �0.61 �11.03


a Values (in kcal mol�1) are relative to the separated neutral molecules.


Table 3. Geometry of neutral and ionized phenol–DMP complexes as optimized in gas phase and DMSO solution at the PM3
level (dX-H represents the hydrogen bond length: X¼N for neutral complexes, X¼O for ionized complexes)


Gas phase Solution ("¼ 47)


�N-O-H �N-O-H


R Complex dN-O (Å) dX-H (Å) (degrees) dN-O (Å) dX-H (Å) (degrees)


H Neutral 2.803 1.845 7.2 2.788 1.829 7.0
H Ionized — — — 2.693 1.625 0.0
CH3 Neutral 2.803 1.846 7.2 2.789 1.830 7.1
CH3 Ionized — — — 2.685 1.615 2.2
tBu Neutral 2.803 1.846 7.2 2.789 1.831 7.1
tBu Ionized — — — 2.686 1.612 1.1
CH2CHCH2 Neutral 2.801 1.845 7.2 2.788 1.830 7.0
CH2CHCH2 Ionized — — — 2.683 1.614 2.7
COCH3 Neutral 2.795 1.836 7.0 2.780 1.819 6.7
COCH3 Ionized 2.660 1.552 3.9 2.704 1.647 1.7
NO2 Neutral 2.782 1.820 6.8 2.768 1.804 6.6
NO2 Ionized 2.682 1.603 3.4 2.718 1.670 2.1


CALIX[4]ARENE–LEVOFLOXACIN COMPLEXES 161


Copyright # 2006 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2006; 19: 157–166







For ionized complexes, the most striking result is that
PM3 predicts stable structures in the gas phase, in
contrast to B3LYP. However, for the structures in solution
PM3 predicts structures in reasonably good agreement
with B3LYP (dO-H slightly larger than 1.6 Å; �N-O-H


about 1–4�).
Complexation energies for neutral complexes are


underestimated in the case of PM3 (by about 5–
6 kcal mol�1), although this method reproduces well
the substituent and the solvent effect on this quantity.
Relative energies for ionized systems (p-R-PhO� þ
HDMPþ ) and for ionized complexes (p-R-PhO�� � �
HDMPþ ) exhibit much larger deviations with respect
to B3LYP. Clearly, PM3 strongly underestimates the
stability of these species. This large difference between
B3LYP and PM3 must be related to errors found with
semi-empirical methods when computing intrinsic aci-
dity and basicity properties of molecules. Consider, for
instance, the processes:


PhOH ! PhO� þ Hþ ð4Þ


DMP þ Hþ ! HDMPþ ð5Þ


The PM3-computed enthalpies for reactions (4) and (5)
are 331.15 and �194.74 kcal mol�1, respectively. The
corresponding values at the B3LYP level are 350.98
and �238.52 kcal mol�1. As shown, the gas-phase acidity
of phenol is overestimated by PM3 whereas the basicity
of piperazine is underestimated. The errors are partially
compensated when one considers the whole acid–base
reaction:


PhOH þ DMP ! PhO� þ HDMPþ ð6Þ


but one still finds substantial deviations, and the predicted
PM3 value in Table 4 (136.41 kcal mol�1) is much higher
than that for B3LYP in Table 2 (112.45 kcal mol�1). The
difference amounts to roughly 24 kcal mol�1. Hence, PM3
does not yield reliable ionization energies, which represents
an important shortcoming if one aims at using this method
to describe much larger systems. Nevertheless, the ioniza-
tion energy error in reaction (6) may be considered as a


systematic deviation, i.e. one expects a similar error for the
ionization reaction between different phenol and piperazine
derivatives and, in particular, for the calix[4]arene and
Lfx systems envisaged below. Moreover, analysis of the
data in Tables 2 and 3 shows that an equivalent error is
expected when evaluating the relative stability of ionized
complexes. Indeed, one finds a linear correlation between
the PM3 and B3LYP results for the relative energies of
p-R-PhO� þHDMPþ and p-R-PhO� � � �HDMPþ, such
that (inkcal mol�1)�E(PM3)¼ 25.2þ 0.989�E(B3LYP),
with R¼ 0.999 (this correlation is obtained by using values
from Tables 2 and 3 and including both gas-phase and
solution calculations).


In order to make a more detailed comparison between
PM3 and B3LYP, we have analyzed the potential energy
surface for proton transfer in the model complex phenol–
piperazine. We have arbitrarily chosen as distinguished
coordinates the NO and the NH distances, which are
varied by steps of 0.2 Å. For given NO and NH distances,
the other geometrical parameters are relaxed at the PM3
level and this is followed by single-point calculations at
the B3LYP level. Note that this choice would not neces-
sarily be a good one in a theoretical study on proton
transfer kinetics, which should take into account the
small relaxation time of the proton with respect to the
other geometrical coordinates.


The potential energy curves are plotted in Fig. 5.
Results are given in both gas phase and solution. One
may note that both methods always predict an energy
minimum in the case of neutral complexes, whereas only
some energy minima are predicted for ionized com-
plexes. Qualitatively, the results predicted by these meth-
ods are comparable but there are two main differences:
PM3 displays a greater trend to get stationary points for
short NH distances, i.e. for ionized complexes (consider,
for instance, the curves in solution for N–O¼ 2.7 Å); and
the relative energy between neutral and ionized com-
plexes is substantially method dependent, with PM3
underestimating the relative stability of ionized structures
by 20–25 kcal mol�1. The first point explains why PM3
predicts some ionized complexes for which no B3LYP
energy minimum could be found. The second point
confirms the systematic trend of PM3 to underestimate


Table 4. The PM3 energiesa for the interaction between p-substituted phenol and DMP in a vacuum and DMSO solution


Gas phase Solution ("¼ 47)


Neutral p-R-PhO� Ionized Neutral p-R-PhO� Ionized
R complex þHDMPþ complex complex þHDMPþ complex


H �4.58 136.41 — �2.75 36.78 25.79
CH3 �4.54 136.00 — �2.66 37.14 26.15
tBu �4.50 135.40 — �2.49 37.43 27.12
CH2CHCH2 �4.93 134.47 — �2.77 36.87 26.04
COCH3 �5.41 123.41 29.37 �3.17 30.49 21.83
NO2 �6.38 109.00 23.83 �3.16 22.34 15.55


a Values (in kcal mol�1) are relative to the separated neutral molecules.
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proton transfer between phenol and piperazine deriva-
tives. Note that, as expected, the interaction with the
solvent stabilizes the ion-pair complexes.


The previous analysis shows that PM3 calculations for
ionized systems and ionized complexes need to be
corrected. The ONIOM method45 has often been used
to this end in the study of complex systems. Basically, a
sub-system (the model) is defined and described using
both low- and high-level computational methods,
whereas the whole system is treated at the low level
only. Then, the estimated high-level energy of the real
system is simply given by the energy difference E(high,
real) � E(low,real) þ [E(high,model)�E(low,model)].
Although the ONIOM approximation has proved to be
quite useful, it needs to carry out a high-level calculation
for the model and can become costly if many systems are
to be studied. Indeed, when one is interested in a homo-
geneous chemical series, as in our case, it can be more
efficient to make a systematic correction to low-level
computations for the real systems. We propose here to use
the equation:


�EPM3
corr ¼ �EPM3 � 24 kcal mol�1 ð7Þ


for systems involving ionized species. The equation is
derived for reaction (6) but is similar to the linear fitting
equation presented above. Moreover, a test calculation
(below) shows that this expression is also suitable for
the calixarene–Lfx system. The corrected energy �EPM3


corr


should be much more realistic than the standard PM3
result. This correction will be used for the calixarene–Lfx
systems below.


Study of calix[4]arene–levofloxacin complexes


As in model systems, we consider R¼H, CH3, tBu,
CH2CHCH2, COCH3 and NO2. In all cases, energy
minima have been obtained for neutral and ionized
complexes. The corresponding geometries are presented
in Table 5 (for the sake of simplicity, only calculations in
solution are presented). The optimized complexes for the
tBu derivative are shown in Fig. 6. The structural para-
meters clearly show that for the neutral complexes there
are no effective hydrogen bonds between the host and
guest molecules. On the contrary, for the ionized com-
plexes, one predicts short hydrogen bonds similar to those
found for the model complexes (although the bond angles
�N-O-H are slightly larger).


Complexation and ionization energies are summarized
in Table 6. Values are given relative to the separated
neutral molecules. Note that Eqn (7) is used to correct
the relative energies of systems involving ionized species.
As mentioned, we have carried out a test calculation
in order to verify the suitability of such an equation
in this case. The PM3 and DFT energy calculations
(B3LYP/6–31þG* level) have been made for the
neutral and ionized complexes of the calix[4]arene


Figure 5. Potential energy surfaces for proton transfer in the model phenol–piperazine complex. We have chosen as
distinguished coordinates the NO and the NH distances. Each curve corresponds to an NO distance, as indicated. Gas-phase
calculations correspond to curves A (PM3) and B (B3LYP). Solvent calculations correspond to curves C (PM3) and D (B3LYP). �E
is given relative to the neutral separated molecules
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nitro derivative with Lfx. We use the PM3 optimized
geometries because optimization at the DFT level
is beyond our computational capabilities. The calcula-
tions are carried out in the gas phase. At the PM3 level the
energy difference (ionized minus neutral form) amounts
to 32.54 kcal mol�1, the corresponding value at the DFT
level is 9.30 kcal mol�1. Therefore, the PM3 result over-
estimates this quantity by 23.24 kcal mol�1, in very good
agreement with the correction proposed in Eqn (7).


The following remarks can be made concerning the
energy values in Table 6. First, the neutral complexes are
slightly more stable than the separated molecules except
in the case of NO2, which exhibits a positive relative
energy (stabilization of the neutral complexes requires
some additional explanation because no hydrogen bonds


Table 5. Geometry of neutral and ionized calix[4]arene–levofloxacin complexes as optimized in DMSO solution ("¼ 47) at the
PM3 level


Neutral complex Ionized complex


�N-O-H �N-O-H


R dN-O (Å) dN-H (Å) (degrees) dN-O (Å) dO-H (Å) (degrees)


H 3.564 3.447 75.3 2.620 1.612 10.4
CH3 3.438 3.261 71.4 2.555 1.633 16.2
tBu 3.600 3.441 72.8 2.561 1.632 16.1
CH2CHCH2 3.670 3.530 74.1 2.610 1.596 10.6
COCH3 3.652 3.502 73.4 2.580 1.673 15.6
NO2 3.235 2.990 66.7 2.669 1.701 10.2


Figure 6. Optimized structures for the neutral (left) and ionized (right) complexes formed by the nitro derivative of the
calix[4]arene in Fig. 2 and levofloxacin using the PM3 method


Table 6. The PM3 energiesa for the interaction between the
calix[4]arene derivatives shown in Fig. 2 and levofloxacin in
DMSO solution ("¼47)


Solution ("¼ 47)


Neutral CalixO� Ionized
R complex þHLþb complexb


H �2.65 60.33 13.16
CH3 �1.27 62.11 16.76
tBu �0.92 64.98 17.95
CH2CHCH2 �2.67 63.09 17.38
COCH3 �1.60 51.43 6.67
NO2 2.18 32.79 �2.52


a Values (in kcal mol�1) are relative to the separated neutral molecules.
b The correction in Eqn (7) is applied.
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are present in this case; we shall come back to this point
below). Second, the separated ions are much less stable
than the separated neutral molecules. This was also found
in the case of model systems but the energy differences
are substantially greater in this case (note that values in
Table 6 have been corrected by Eqn (7) whereas values in
Table 4 were not). The main reason is that the size of the
ions is much larger in the present case and therefore they
are less stabilized by solute–solvent interactions. It is also
interesting to note that NO2 exhibits a particular behavior
because the relative energy of the separated ions is much
lower than that found for the other substituents. A signi-
ficant charge transfer from the phenolate oxygen atom to
the NO2 group is found, which raises the interaction with
the solvent (the Mulliken population of the phenolate
oxygen changes from �0.619 in the unsubstituted
calixarene–Lfx complex to �0.578 in the NO2-substi-
tuted complex). Finally, if one considers the relative
energies for the ionized complexes, the corrected PM3
results suggest that this mode of interaction would be
favorable in the case of the nitro group only.


As mentioned above, Nachtigall et al.62 have shown
that non-substituted calix[4]arene and piperazine mole-
cules form exo-ionized complexes in acetonitrile solu-
tion. According to our results, ionized complexes are not
expected for the calix[4]arene considered here when
R¼H (corrected relative energy 13.16 kcal mol�1). The
(þ )-isomenthyl group in the lower rim interacts repul-
sively with the guest molecule, making the formation of a
complex more difficult. However, further computations
show that if the isomenthyl groups are removed from
the calix[4]arene, then neutral and ionic complexes
are indeed predicted with the piperazine molecule (re-
lative energies of �2.53 and � 1.63 kcal mol�1, res-
pectively).


A final remark needs to be made. In PM3 calculations,
some additional errors may be introduced due to unphy-
sical H–H stabilizing interactions65, which produce an
artificial reduction of the steric hindrance of bulky
groups. Such an interaction manifests itself by the pre-
sence of H–H distances that are too short after geometry
optimization (�1.7 Å) and indeed we have found some
interactions of this kind in the calix[4]arene molecule and
in the calix[4]arene–Lfx complexes. Note that this diffi-
culty cannot be solved with the ONIOM methodology.67


It has been proposed that the original core–core interac-
tions in PM3 should be modified by a parameterized
function exhibiting the correct physical behavior67 and
this has been applied to the study of hydrated systems
with encouraging results.68 Recently, a set of parameters
for describing interactions between any two molecules
containing H, C, N and O atoms has also been reported.69


We have made some tests of this new core–core para-
meter set for our host—guest systems and, although
improved results are obtained with respect to standard
PM3, further developments of the approach appear to be
necessary.


CONCLUSION


In this paper, we have clearly shown that PM3 exhibits a
systematic error of 24 kcal mol�1 in the prediction of
ionization processes for phenol/piperazine-related sys-
tems. Hydrogen bonds are also a little underestimated.
For the calix[4]arene–Lfx compounds considered, it has
been shown that the substituents at the upper and lower
rims play a crucial role in determining the interaction
mode. Without the isomenthyl groups at the lower rim,
the formation of neutral and ionized complexes seems
possible for unsubstituted calix[4]arene at the upper rim.
With the isomenthyl groups at the lower rim, stable
complexes should be formed only for strong electron-
withdrawing groups such as NO2. These complexes
should exhibit zwitterionic character. In the other cases
PM3 predicts a slight stabilization of neutral complexes,
but this seems to be due to well-known artifacts of the
method. Indeed, no hydrogen bonds are predicted for
those structures. The analysis presented in this work, and
in particular the comparison with DFT methods for
model systems, has allowed us to propose a low-cost
computational strategy that can be quite useful for the
study of other host–guest systems. Nevertheless, the
drawbacks of the PM3 method are also evident and we
think that further efforts to improve semi-empirical
methodologies would be extremely valuable in this
research domain.
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molecules (AIM) and natural bond orbital (NBO) approaches have
trical (G) and electronic (AIM and NBO) consequences of H bonding


in malonaldehyde (MAE) derivatives and naphthazarin (NZ). AIM parameters and other measures of HB strength were
used: (a) for the verification of (i) the reliability of the O���O distance (G consequence) as an indicator of IMHB
strength; (ii) the capacity of the classically computed energetic parameters (DESEs) to serve as acceptable measures of
IMHB strength; and (b) for the separation of the DESEs into (i) stabilization (HB) energies (EHSEs) that serve as
apparent IMHB energies (EHB,As), and (ii) stabilization (isomerization) energies (ENSEs) that do not (owing to
intractable contributions that are not germane to the solitary HB donor(D)-acceptor(A) interactions). Some of the
sources of the anomalies have been rationalized. AIM topological properties were used to study the nature of the
IMHB interactions. An exponential parametric model for the correlation of EHSE with the O���O distance, which has
asymptotic characteristics at long O���O distances, was obtained. The model (a) has predictive ability, that is, can be
used to estimate, in an empirical manner, EHB,As that are otherwise grossly underestimated, and (b) can treat both the
MAE derivatives and the NZ systems even though they possess very different resonant spacers connecting the HBD-A
segments. MAE and NZ are also demonstrated to have essentially the same IMHB strength. By contrast, a quadratic
model for EHSE-HB distance correlation was found to be unphysical. Use of electronic consequences of H bonding was
shown to be essential for study of IMHBs with intractable interactions. Thus, AIM energy density and NBO second-
order interaction energy parameters were used for the verification of predictions of IMHB strengths made on the bases
of energetic and geometrical consequences. Copyright # 2006 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.wiley.
com/jpages/0894-3230/suppmat/
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INTRODUCTION


Hydrogen bonds (HBs) play major roles in influencing the
structure and behavior of organic and inorganic com-
pounds and biomolecules, in molecular processes, and in
chemical reactivity.1–9 Hydrogen (H) bonding may also
play important roles in the biomedical activity of some
drugs. Of particular interest to this work in this regard is
the case of the anthracyclines daunomycin (DN) and
adriamycin (AD), which are very effective anti-tumor
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agents, but whose anti-tumor efficacy has been plagued
by dose-dependent cardiotoxic side effects.10 5-imino-
daunomycin (5IDN), the iminoquinone derivative of
DN,11,12 seems to be, however, devoid of the aforemen-
tioned side effects.11,13 In an attempt to provide with an
explanation for the observed difference in this critical
biochemical reactivity, differences in the H bonding
properties of DN/AD versus that of 5IDN have been
invoked as one of the possible reasons.11,13 However, the
nature of the intramolecular HBs (IMHBs) in the
aforementioned drug molecules is not completely under-
stood yet.14


The H-bonded segments of the pharmacophores of
AD and DN include dihydroxynaphthoquinone (other-
wise known as naphthazarin (NZ), Chart 1). Hence, NZ
may be used to model the H bonding properties of AD
and DN. NZ, in turn, consists of the six-membered cyclic
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Chart 1. Malonaldehyde enol (MAE) in two chemically
different environments: the H-bonded (HB) cC and non-H-
bonded (non-HB) cO forms. Also shown is dihydroxy-
naphthoquinone (NZ), with the two H-bonded fragments
A and B
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HO—C——C—C——O fragments, which are structurally
related to the b-diketones malonaldehyde enol (MAE)
and acetylacetone enol (AAE). The H-bonding proper-
ties of MAE and AAE, which have been attributed to be,
in large measure, due to resonance-assisted H-
bonding16,17 have been studied extensively.15 The
resonant spacers joining the H-bonded segments in
MAE and AAE, and in NZ are however very different
(see Chart 1).18,19 Hence, it cannot be presumed that
conclusions emerging from the study of the H bonding
properties in MAE and its derivatives (sometimes referred
to as class I systems henceforth) can be of direct bases to
characterize the H bonding properties in NZ and in its
tautomers and rotamers thereof (sometimes referred to as
class II systems henceforth). It is, therefore, of interest to
establish the qualitative and quantitative similarities and
differences that may exist between the H bonding
properties of the two classes of systems.


Unlike in the case of intermolecular HBs,2,20 a
consensus on the nature of the correlation between the
energetic (E) consequences and the geometrical (G)
descriptors (such as O���O and O���H distances and O—H
bond elongation) of H bonding has not emerged yet in the
case of IMHBs. In fact, a cursory review21 of some of the
relevant literaturewould show contrasting conclusions and
disparate observations have been reported21–28 when it
comes to the nature of the IMHB E$G relationship (See
Refs. 21 and 25 for details). In one of such reports, Korth
et al.27 have pointed out that a primary reason for the lack
of E$G correlation for the systems they investigated to
be the inability to separate out intractable interactions (that
alter the stabilization energies (SEs)) from the sole HB

Copyright # 2006 John Wiley & Sons, Ltd.

donor–acceptor interactions. As the result, Korth et al.27


concluded that any attempt to carry out E$G
correlations for IMHB cases may not likely succeed.28


In line with the above, as will be evident in the ensuing
sections (vide infra), there are also some unresolved issues
when it comes to the H bonding consequences in some
MAE derivatives. Hence, the nature of the H bonding in
someMAE derivatives is not well understood yet either. A
reappraisal of some aspects of the previous studies on (a)
the MAE derivatives (vide infra), and (b) NZ14 (including
the re-evaluation of the estimates for the energies of HB
formation reported by us on NZ14) is therefore needed.
The results to be obtained from such studies are not only
important on their own right, but they are also essential for
the modeling and understanding of the H bonding
properties of the aforementioned drug molecules.


In light of the considerations and motivations briefly
discussed above, the specific aims this paper is concerned
with are threefold. The first aim is concerned with the
establishment of the behavior of the E$G correlation in
MAE derivatives. As part of this aim, we plan to
determine whether (i) the E$G correlation sought
would be in harmony with the behavior observed for
intermolecular cases (including the manifestation of
asymptotic behavior at long O���O or O���H distances)—
otherwise the model might be unphysical, and hence it
should be scrutinized properly, and (ii) the model sought
would have predictive ability. In the second aim, we seek
to (i) establish the similarity and/or difference in the
IMHB strengths of MAE and NZ, and (ii) determine if the
two classes of systems will be governed by the same
E$G correlation.


The use of quantum chemical (QC) calculations alone
is not always adequate to compute the energy of
intramolecular HB formation (vide infra). Hence, the
third, and method-oriented, goal of this paper is to assess
the advantages of the combined use of QC calculations
with either (or both) of the atoms-in-molecules (AIM)29


or the natural bond orbital (NBO)30 approaches for the
purposes of calibration of the strengths of the H bonding
interactions (in those cases when intractable interactions
are encountered), along with experimental results when
available. Furthermore, we intend to use AIM interaction
energy density and other parameters to get insight into the
nature of the HB interactions.

METHODS AND COMPUTATIONAL
DETAILS


Choice of theoretical model and calculations


The B3LYP/6-311G(d,p) model31 was chosen as the
primary method for the present work, because the model
has been shown to give good results32–45 especially for the
types of systems to be investigated in this work (See Ref.
32 for details)—additional justification is also provided
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in the Results section under Model Chemistry. Some
calculations at the B3LYP/6-311þþG(d,p), B3LYP/6-
311þþG(2df,2p), and MP2/6-311þþG(d,p) levels have
also been done on selected systems as benchmark
calculations. Default options of the G9846 suite of
programs were used unless specified otherwise. To a
limited extent, the Spartan programwas also used.47 In all
cases, frequency (harmonic) calculations have been
performed, and zero point energy (ZPE) corrections have
been made. AIM topological analyses were carried
out in accordance with Bader’s approach29,48–51


using AIM200052a and/or AIMPAC.52b DENSITY¼
CURRENToption was used to generate the wavefunction
files (for topological analyses). NBO calculations (at the
B3LYP/6-311þþG(d,p) level) were carried out using the
NBO module (version 3.1) included in G98.

Calculation of IMHB stabilization energy


Estimates of IMHB SEs (DESE) were obtained as the
difference (DESE) between the energies of the equilibrium
geometries of the H-bonded (cC form) and non-H-bonded
(cO form) conformers defined in Chart 1, that is, via Eqn
(1). This approach has been the


DESE ¼ EcC � EcO ¼ EHB � Enon�HB (1)


standard way for the calculation of intramolecular ‘HB
energies.’ However, the DESEs calculated by Eqn (1) may
fall into one of two categories: (1) HB SEs that can serve
as acceptable indicators of the strengths of IMHBs26,53


(designated by EHSE hereafter), and (2) stabilization or
conformational energies that do not serve as acceptable
indicators of the HB strengths (owing to contributions to
DESE from intractable interactions that cannot be
separated out from the sole HB donor–acceptor inter-
actions).27 The latter category will be designated by ENSE


hereafter (see Chart 2 for a schematic representation).

EHSE = EHB,A


cO


cC


cO


cC


ENSE = EHSE          = EHB,A


In the absence 
intractable interaction


In the presence
intractable interactions


A B


EcC - EcO = EHSE EcC - EcO = ENSE


Chart 2. A: Hypothetical case when the energy difference
DESE, between that of the cC and cO forms is an acceptable
measure of the HB SE, EHSE, and is equal to the apparent HB
energy, EHB,A. B: The energy difference ENSE that may obtain
in the presence of appreciable intractable interactions (that
do not contribute to the sole HB interaction). Hence, ENSE
is no longer a measure of the HB strength because
ENSE 6¼ EHSE¼ EHB,A
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,


A priori, it is not possible to determine if a given DESE


value would belong to one or the other category. Such a
determination (as will be done in this report) is therefore
necessary. Furthermore, a given EHSE value is not a
genuine HB energy in the sense the intermolecular HB
interaction energy is as given in Refs. [2,54]. To
emphasize this distinction, the EHSE values—even if
they may generally be reasonable estimates of the HB
energy23,55–57—are referred to in this report as apparent
HB energies, EHB,As, as opposed to ‘HB energies.’ Hence,
EHSE¼EHB,A, but ENSE 6¼EHB,A.

SYSTEMS INVESTIGATED AND MODEL
CHEMISTRY


Systems investigated


The systems investigated in this work are divided into
classes I and II. The class I systems are further
subdivided, for the purposes of discussion, into subclasses
IA (consisting of homonuclear—O—H���O——C— IMHB
motifs), and IB (consisting heteronuclear IMHB motifs)
as shown in Chart 3. Included in subclass IA are the CH3,
F, and Cl derivatives, and systems IV and V (Chart 3). Of
the subclass IB systems, VI and VII (with S—H���O and
Se—H���O HB motifs, respectively) and VIII–XII (with
N—H���O HB motifs) are identified, respectively, as
subclass IB1 and subclass IB2 (Chart 3). The class II
systems include NZ and its tautomer (and their rotamers),
which possess two H-bonded segments (A and B,
Chart 1). However, in this report results will be presented
only for NZ (Chart 1) due to space limitation. Hence, a
full report on the class II systems is relegated to a future
communication. Some studies have also been done on
nitromalonamide (NMA) and benzoylacetone (BAA)
(Chart 3).

Model chemistry


The extent to which both the structural and energetic
parameters obtained by the B3LYP/6-311G(d,p) model
are reliable can be tested by comparing the results both
with experimental data available, and with results
obtained from correlated methods such as MP2. Table
1 shows the MP2/6-311þþG(d,p) HB binding energies
are consistently lower, the average deviation of the
B3LYP/6-311G(d,p) and B3LYP/6-311þþG(d,p) results
being (respectively) about 1.6 and 0.8 kcal/mol (Table 1).
Experimental binding energy data are available for I
(MAE) and Ibc (AAE), the values being �12.5 kcal/mol
for I,1b,17a and the estimates ranging from �10 to
�16.5 kcal/mol for Ibc,15g,16b,58 that is, the experimental
values for Ibc are less definitive. Apparently, both the
B3LYP and MP2 results are only with modest agreement
with the experimental results. The HB strength in Ibc
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should be stronger than that in I (by about 2 kcal/mol or
so).26 The experimental value of �12.5 kcal/mol for
I is supported by the calculations of Dannenberg and
Rios.59 Consequently, the binding energy in Ibc should
be about �15 kcal/mol, which would then be actually
the same as that reported by Kopteva and Shigorin.16b


Hence, if we assume the �15 kcal/mol value as the
more acceptable one, the MP2/6-311þþG(d,p) result is
slightly higher, while the B3LYP/6-311þþG(d,p) result
is slightly lower than this value.


For the sake of brevity, we can leave out most of the
geometry data out of the discussion and draw our
attention to the all-important interatomic distances of the
intramolecular O—H—O bond. It then becomes clear
from the O���O and O���H distance data in Tables 1 and 2
that the B3LYP/6-311G(d,p) and MP2/6-311þþG(d,p)
methods give geometry results that are in good agreement
with each other.60 On the other hand, the O���O and O���H


Copyright # 2006 John Wiley & Sons, Ltd.

distance data are not in good agreement with the
experimental results reported for I and Ibc61 (See Ref.
61d for details). This finding suggests that even the MP2/
6-311þþG(d,p) binding energies are in doubt because
the energy of HB formation is a function of the geometry.
Because of this finding, the intent in this report is to
supplement the QC calculations with AIM and NBO
complimentary techniques so that the HB strengths are
characterized properly. In the AIM case, the use of the
B3LYP method is more practical for the purposes of
carrying out all-electron calculations. In the NBO case,
because NBO evaluates ‘orbital energies’ and second-
order SEs only when there is a well-defined one-electron
effective Hamiltonian operator (e.g., Fock or Kohn-Sham
operator), such an operator is unavailable for correlated
descriptions, except those of DFT type. Hence, the use
of the B3LYP method provides with a reasonable
compromise.
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Table 1. Comparison of DESE values obtained from B3LYP and MP2 calculationsa


Molecular systems O���O (Å) O���H (Å)


B3LYPb,c MP2b,d MP2 (B3LYP)e


6-311G(d,p) 6-311þþG(d,p) 6-311þþG(d,p) 6-31G(d,p)


I 2.584 1.686 �13.3 �12.3 (�12.5) �11.4 �14 (�15)
Ia 2.561 1.659 �13.4 �12.5 �11.9
Ib 2.561 1.649 �15.4 �14.2 �12.8
Ic 2.569 1.667 �14.4 �13.5 �12.4
Ibc 2.549 1.633 �16.2 �15.4 (�10 to �16.5) �14.6 �16.2 (�17.4)
Iia 2.649 1.777 �10.9 �10.1 �8.8
Iib 2.436 1.441 �14.5 �13.6 �13.5
Iic 2.677 1.823 �10.1 �9.2 �8.4
IIIa 2.602 1.717 �12.1 �11.2 �10
IIIb 2.492 1.539 �13.4 �12.6 �11.8
IIIc 2.651 1.792 �9.3 �8.8 �8.5


aO���O and O���H distances are from MP2/6-311þþG(d,p) calculations. All energies (DESE’s) are in kcal/mol.
b This work.
c Values in parentheses for I and Ibc are experimental values.
d The MP2 results have some error because the open forms had imaginary low frequencies (< 200 with most < 150 cm�1) which have been ignored (the
imaginary low frequencies seem to arise from methyl torsions (coupled with other motions) in the case of the methyl derivatives, and because the open forms
behave as floppy rings). [That the values of the ZPE are based on a harmonic model (in all cases) should also be taken into consideration with regard to the
accuracy of the results.]
e From Ref. 53b. Values in parentheses are B3LYP results.


Classification
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As alluded to before, the re-appraisal and comparison
of the class II systems with the class I systems is an
important aim of the present work. Thus, the use of
B3LYP/6-311G(d,p) model was also deemed necessary
for the purposes of consistency with previous work on the
class II systems.14 Finally, because our primary interest in
this work is to look for trends, the B3LYP/6-311G(d,p)
model should be adequate. This view is very consistent
with similar conclusions reached at by others in work on
IMHBs using the B3LYP method with even a smaller
basis set (6-31G(d)) than used here.27,62 Rabuck and
Scuseria62f,g have also shown that B3LYP/6-
311þþG(d,p) is well suited to obtain geometries and
energies in hydrogen bonded structures. The B3LYP/6-
311G(d,p) results will therefore be used for the analysis to
be carried out henceforth. However, a proviso to refine the
IMHB energetic parameters (to be predicted in an
empirical manner) will be made so that they are more in
line with the MP2/6-311þþG(d,p) results.

basis Weak Strong Very strong


Energetic
(kcal/mol)63


2–12 12–24 >24


Geometrical
(Å)17c,64


2.5�R(O���O) �2.65 R(O���O) �2.5

RESULTS AND ANALYSES


Prefatory calibration of the energetic and
geometrical parameters


Given in Table 2 are (i) DESEs; (ii) O���X distances,
R(O���X) (for the cC forms, with X¼O, N, S, Se); (iii)
O���H HB distances, R(O���H); (iv) equilibrium X—H
bond distances, R(X—H), (for the cC forms); (v) Q
symmetry coordinate parameters17 (for subclass IA), and
(vi) electron densities, rb,X—H, at the X—H bond critical
points (BCPs) for all the class I systems.

Copyright # 2006 John Wiley & Sons, Ltd.

Use of the energetic (DESE) and geometrical (O���O
distances) parameters of the systems with O���H—O HB
motifs (Table 2) leads to the following tentative rankings
in HB strength, respectively, R(E) and R(G):

� R

(E): Ibc > Ib > IIb � Ic > Ia � IIIb > I > IIIa >
IV� IIa> IIc� IIIac > IIIc > V > IIbc > IIac >
IIIbc.

� R

(G): IIb> IIIb> Ibc>V> Ib> Ic> Ia> I> IIIa
IIIbc� IIIac > IIbc > IIa > IV > IIIc > IIc > IIac.


Two of the different classifications of HB strengths that
are most discussed in conjunction with intramolecular
RAHBs17c are those based on the (a) energetic63 and (b)
geometrical (O���O distance)17c,64 consequences of H
bonding, as provided below.

We will thus use these classifications for a preliminary
exposition of some of the glaring discrepancies between
the above R(E) and R(G) rankings. Because the O���O
(and O���H) distances in IIb and IIIb are shorter than the
corresponding distances in Ibc, the HBs in IIb and IIIb
should be stronger than that in Ibc. But, as can be seen
from Table 2, the calculated jDESEsj are lower for IIb and
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Table 2. B3LYP/6-311G(d,p) Calculated HB properties [R (O���X), and R(O���H) values (Å), and DESE
s (kcal/mol)], rb (e�Å�3) and


equilibrium bond lengths, Re (Å) for X–H bonds of all the class I systems investigateda,b


RX–H rb,X–H R(O���H) R (O���X) Q �DESE


I 0.998 (0.997) 2.2 (2.2) 1.690 (1.703) 2.582 (2.589) 0.157 13.3 (12.3)
Ia 0.996 2.207 1.679 2.570 0.166 13.4
Ib 1.002 2.166 1.648 2.558 0.146 15.1
Ic 0.999 2.193 1.673 2.568 0.168 14.4
Ibc 1.003 (1.003) 2.159 (2.153) 1.630 (1.634) 2.543 (2.544) 0.156 16.2 (15.4)
IIa 0.991 2.247 1.755 2.628 0.171 10.9
IIb 1.041 (1.040) 1.903 (1.903) 1.507 (1.514) 2.471 (2.474) 0.094 14.5 (13.6)
IIc 0.984 (0.983) 2.301 (2.301) 1.818 (1.839) 2.667 (2.678) 0.197 10.1 (9.2)
IIac 0.981 (0.981) 2.321 (2.321) 1.862 (1.878) 2.695 (2.703) 0.212 8.7 (8.0)
IIbc 0.996 2.193 1.731 2.608 0.162 9.7
IIIa 0.994 2.225 1.713 2.594 0.169 12.1
IIIb 1.031 (1.028) 1.964 (1.977) 1.536 (1.550) 2.488 (2.496) 0.116 13.4 (12.6)
IIIc 0.983 (0.983) 2.315 (2.308) 1.825 (1.830) 2.666 (2.667) 0.192 9.3 (8.8)
IIIac 0.985 (0.985) 2.288(2.281) 1.760 (1.766) 2.607 (2.609) 0.193 10.0 (9.6)
IIIbc 0.994 2.207 1.730 2.606 0.169 8.5
IV 0.984 2.294 1.757 2.635 0.146 10.9
V 0.998 2.193 1.675 2.545 0.171 9.2
VI 1.362 (1.360) 1.451 (1.451) 1.913 (1.933) 3.070 (3.078) 2.4 (2.6)
VII 1.479 (1.478) 1.181 (1.181) 1.972 (2.000) 3.194 (3.203) �0.9 (�0.8)
VIII 1.021 2.267 2.187 2.972 2.3
IX 1.019 2.281 2.104 2.908 3.7
X 1.020 (1.020) 2.274 (2.274) 2.079 (2.094) 2.871 (2.878) 3.0 (2.9)
XI 1.023 2.261 2.129 2.943 4.2
XII 1.023 2.261 2.137 2.935 3.2


aDepending on the system, DESE may or may not be equal to EHB,A.
b X¼O (for I, Ix, IIx, IIIx, IV and V), S (for VI), Se (for VII), and N (for VIII–XII). Values in parentheses are B3LYP/6-311þþG(d,p) results.
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IIIb contradicting the strength predicted by the O���O
(and O���H) distances. If the DESEs of IIb and IIIb are
compared to that of I (MAE)—which can be used for
calibration purposes—the differences are only of
the order of 0.3–1.5 kcal/mol. Accordingly, if the DESEs
were to be interpreted as apparent HB energies, a prima
facie inference that suggests the HB strengths among
these three systems are similar would be made.65


Furthermore, juxtaposition of the geometrical17c,64 and
energetic63 HB strength classification criteria would
suggest that I should have a strong HB (belonging to the
12–24 kcal/mol classification), while IIb and IIIb should
have nearly very strong HBs (of the order of 24 kcal/mol).
Thus, if this rationalization holds, the difference between
the EHB,As in I and IIb/IIIb ought to be of the order of
10 kcal/mol, and not a difference of <1.5 kcal/mol
(according to the data in Table 2). Even more importantly,
the HB stabilization in I is about 12 kcal/mol,59,66 while
that in Ibc is about 14–15 kcal/mol,67 that is, in good
agreement with that calculated in this work. Hence, the
values reported for I and Ibc, along with the O���O
distances in Table 2, may be used for calibration purposes.
Accordingly, the HB stabilization in IIb and IIIb should
be significantly greater than that in Ibc. Similarly, EHB,As
of IIbc, IIIbc, and V should be comparable to that of I
(�12 kcal) as opposed to the values of 8.5–10 kcal/mol
given in Table 2.
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The above anomalies are not trivial for two reasons: (1)
The estimated errors are well outside of the typical
experimental error of about 1–2 kcal/mol. (2) If the
underestimated values were to be used for correlation
purposes, they can be expected to lead, not only to
considerable scatter, but also more importantly, they may
lead to unphysical and misleading results.68 One
immediate question that arises then is: what is the
nature (and the extent thereof) of the perturbation by
the substituents that has lead to such anomalies? To
seek some answers to this question, we have examined
the geometries and molecular structures (topological)
of a selected set of systems to determine the
structural perturbations (by the CH3, F, and Cl
substituents) that might have led to the intractable
interactions (which in turn might have led to the error in
the calculated HB SEs).

Assessment of the causes of the anomalies:
cross-correlation analyses


The systems that exhibit significant anomalies in the
energetic parameters are IIb, IIIb, IIbc, IIIbc, V, VII,
and possibly VI. However, the sources of the anomalies
are not necessarily the same in every case. This section
considers mainly the anomalies in IIb, IIIb, IIbc, and
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Figure 1. Non-H-bonded forms of IIb, IIIb, and V. IIb0 and IIIb0 are fully optimized (B3LYP/6-311G(d,p)) non-H-bonded forms
of IIb and IIIb (respectively). V0 was obtained when the H of the enol of Vwas rotated by 1808 and the resulting input geometry
was fully optimized (2-1-3-4 dihedral angle¼898). V00 was obtained when the same input geometry was constrained to be
planar and optimized. The DESE value for V in Table 2 is the difference between the energies of V and V0. V0 is more stable than
V00 by about 3.2 kcal/mol. Distances are in Å and bond angles are in degrees (8)
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IIIbc. The case of VII and VI will be addressed in Trend
in Energetic (E) versus Geometrical (G) Consequences
Section, and that of V both in this section (some details
are given in Fig. 1) and in Dissection of DESE: Acceptable
(EHSE) and Non-Acceptable (ENSE) Measures of HB
Strength section, Trend in Energetic (E) Versus Geo-
metrical (G) Consequences section, and Natural Bond
Orbital Studies section as well.


The anomalies may arise from unequal changes (upon
H bonding) in geometry, charge, bond-angle
distortion and from differences in the molecular
structures (i.e., the connectivity schemes governed by
the topology of r).48,69 To explore such contributions, two
types of cross-correlation analyses of the changes in
geometry, charge, and bond-angle distortion were
made using a selected set of systems, that is, I, Ib,
IIb, and IIIb: (a) vertical comparison of the
various systems with I, and (b) horizontal comparison
of cC and cO forms of the same molecule. Cross-
correlation analyses of the molecular graphs (MGs) of
the cC and cO forms (data not shown) were also made.
The results of such analyses did not reveal a clear trend.
The effects considered did not also appear to be
significant enough to contribute to the observed
anomalies in the energetic parameters. Hence, the details
are not provided here, but are given as Supplementary
Material. On the other hand, H���F/Cl interactions (and
O���F/Cl interactions to a marginal degree), which are
found to make significant contributions, are discussed
briefly below.
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Horizontal cross-correlation analyses of H���F/Cl
and O���F/Cl interactions. In the cO forms of the
b-halo derivatives (but not in the cC forms), intramole-
cular H���F and H���Cl interactions are possible between
the H of the enol and the F/Cl atoms (Fig. 1). The H���F
and H���Cl distances (Fig. 1) are 2.172 and 2.501 Å in,
respectively, IIb and IIIb, that is, well below the
corresponding sums of the Pauling’s van der Waals radii
(2.55 and 3.01 Å).70a Very preliminary estimates indicate
the contribution of these interactions [primarily due to
van der Waals forces in accordance with our AIM
analysis48,70c] to the stabilization in the cO forms of IIb
and IIIb may be of the order of 3 kcal/mol. This would
reduce the respective DESEs (in absolute terms), and
hence would lead to the underestimation of EHB,A.
Because of the b-halo substitutions in IIbc and IIIbc (as
in IIb and IIIb), the same type of interactions will also
lead to the underestimation of EHB,A in IIbc and IIIbc as
well. These kinds of interactions have been observed
recently in similar cases.53c


O���F/Cl Interactions. Our analysis does not suggest
repulsions between the lone pairs of the O6 and F/Cl
atoms would lead to greater O���O contractions. However,
O���F and O���Cl interactions may impact the relative SEs
in another way. Upon hydrogen bonding, the C—F, C—
Cl, and C4—O6 bond lengths decrease (Supplemental
Material, Figure S1) without a significant widening of
angles F—C4—O6 and Cl—C4—O6 (Supplemental
Material, Figure S2). This effect, in turn, decreases the
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Figure 2. Plots of rb against the O–H bond distance. The
region of elongation of the O–H bond (D R>0) has been
indicated roughly. Data for both the cC (filled circles) and cO
(unfilled circles) forms have been included, and the same
regression line can fit all the data.79 The dotted line shown is
the trend line. This Figure is to be compared with Fig. 3
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O���F distance by 0.031 Å (from 2.216 to 2.185 Å) and the
O���Cl distance by 0.048 Å (from 2.611 to 2.563 Å). Such
decreases in interatomic distances might lead to greater
repulsions between the lone pairs of O6 and F/Cl atoms in
the cC forms thereby contributing to the underestimation
of EHB,A. However, such effects can be only very
marginal.


Summary of the cross-correlation analyses. The
magnitudes of the anomalies (as estimated earlier),
particularly in the case of IIb and IIIb, cannot be
accounted for by the H���F/Cl van der Waals inter-
actions70b in the cO forms alone. Other factors that may
arise from differences in the substituent-induced effects
of CH3 (a weak p- and s-donor),17,71 F and Cl (both
strong p-donors and s-acceptors)17,71 are probably
therefore involved as well. For example, since elec-
tron-withdrawing effects (through the s system) of the F
and Cl substituents should also lead to bond length
deformations, the influence of s electron delocalization,
in addition to p electron delocalization effects, should
also be taken into consideration.72 The NBO analysis
(which will be addressed in a future communication)
does, in fact, show that different degrees of s
delocalization take place upon H bonding. This, in turn,
should affect the binding energies to different degrees. In
any case, the combined effects of the different intractable
interactions discussed above would certainly bias any
DESE$G correlation. Hence, any parametric model
obtained for the correlation of DESE with geometrical
consequences has to be scrutinized thoroughly to assure it
is consistent with the fundamentals of the physics of the
interactions.

Further verification of the E- and G-based
trends and separation of DESE


into EHSE and ENSE


In this section, various parameters will be used (a) to
further rank the strengths of the homonuclear IMHBs
(i.e., the O ���H—OHB systems), (b) to separate theDESE


values into acceptable (EHSE) and non-acceptable (ENSE)
measures of HB strength, and also (c) to compare and
verify the trends obtained on the basis of complementary
results.


Ranking on the basis of rb at the O—H bond
critical point. In hydrogen bridges such as O���H—O,
the correlation between the elongation (DR) of the O—H
bond and the HB energy is well established.62a,73,74 Since
O—H bond lengths are mutually intercorrelated with rb
of O—H bonds, the IMHB energy can be expected to
correlate with rb as well.


63b,75 Hence, one should be able
to assess the trend (or the ranking) in HB strength for a set
of systems using rbs of the O—H bonds (Table 2).
Moreover, the correlated behavior of the (rb, RO—H)
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pairs,76,77 as shown in Fig. 2, can be utilized as a graphical
representation of the increasing trend in HB strength with
the decrease in the rb (of the O—H bonds), that is, with
the increase in the elongation (DR) of the O—H bonds.78


The graphical representation of Fig. 2 allows one to
gauge how similar or different any two systems are with
respect to their relative HB strengths. Interestingly, the
(rb, RO—H) pairs for IIb and IIIb are conspicuously well
separated due to the F and Cl b-substitutions leading to
greater lengthening and polarization of the O—H bonds
upon H bonding. Accordingly, a more ‘sound’ ranking
that reflects the HB strengths of IIb and IIIb relative to
that of Ibc should be (on the basis of the rb,O—H data in
Table 2):

� R

(rb): IIb > IIIb � Ibc > Ib > Ic > V � I > Ia �
IIbc> IIIbc� IIIa> IIa> IIIac> IV� IIc> IIIc>
IIac.


A quick comparison of the R(rb) ranking with the R(G)
ranking (vide supra) leads to one notable observation (in
addition to a few others).79,80 That is, the ranking of
systems IVandV is not the same in all cases considered so
far.79,80 On the other hand, although there is internal
agreement between the R(G) and the R(rb) rankings, the
case of system V is still in question. But, it will be shown
later that the R(rb) ranking is the more accurate one.


Dissection of DESE: acceptable (EHSE) and non-
acceptable (ENSE) measures of HB strength. The
elongation (DR) of the O—H bond of O���H—O HBs is,
in general, one of the ‘signatures of H bonding.’73 Hence,
the anomalies in the DESE values should be identifiable
from a plot of DESE against the O—H bond distance.
Figure 3 shows such a plot. The open-circle data points
(Fig. 3), consisting of the DESEs of systems IIb, IIIb,
IIbc, IIIbc, andV, deviate from the trend observed for the
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Figure 3. Plot of DESE against the O–H bond distance, and
the dissection of the DESE values into acceptable (EHSE) and
non-acceptable (ENSE) measures of HB strength. The region
of elongation of the O–H bond (DR> 0) has been indicated
roughly. The unfilled circle data points (subset IA2 whose
DESE¼ ENSE) show deviation from the trend observed
(dotted line) for the filled circle data points (subset IA1
whose DESE¼ EHSE). This Figure is to be compared to
Fig. 2
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filled-circle data points. We will identify the latter set of
12 systems (I, Ia, Ib, Ibc, Ic, IIa, IIac, IIc, IIIa, IIIac, IV,
and IIIc) as subclass IA1 hereafter. The observed trend is
consistent with the observation of Palomar et al.62a who
found a linear correlation between O—H bond lengths
and IMHB energy. This analysis, therefore, confirms the
DESEs of systems IIb, IIIb, IIbc, IIIbc, and V are not
acceptable measures of the HB strength. This set of
systems will be identified hereafter as subclass IA2.

Table 3. Comparison of various measures of the strengths of in
311G(d,p) levela


Parameter I Ib Ibc IIb IIIb


�DESE 13.3 15.1 16.2 14.5 13.4
R(O���O) (Å) 2.589 2.559 2.543 2.474 2.49
Q parameter 0.157 0.146 0.156 0.094 0.11
rb(O–H) (e. Å


�3) 2.2 2.166 2.159 1.903 1.96
DR (Å)b 0.036 0.039 0.04 0.075 0.06
10�2Dn (cm�1) 6.546 7.302 7.532 13.012 11.89
R(O���H) (Å) 1.703 1.651 1.63 1.514 1.55
rb(O���H) (e. Å�3) 0.337 0.378 0.391 0.54 0.49
�Hb 4.4 6.1 6.9 16.2 13.5
�Vb 30.4 34.8 36.9 54.6 49.7
�Vb


c 28.86 34.23 36.38 53.07 47.36
�EHB,E


d 13.3 14.7 15.6 21.1 19.6


aUnits for Vb and Hb are in kcal/mol per atomic unit volume (a.u.v.), and for D
bDR is the elongation of the O–H bond.
c Data are determined at the B3LYP/6-311þþG(d,p) level.
dEHB,Es are estimated in an empirical manner using EHSE-R(O���O) regressio
Consequences section.
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The case of IIb, IIIb, IIbc, and IIIbc has already been
rationalized (vide supra, Assessment of the Causes of the
Anomalies: Cross-Correlation Analyses section). In the
case of V, the deviation from the general trend can be
ascribed to: (a) the optimized cO form not being planar;
this diminishes the magnitude of DESE by about 3 kcal/
mol according to our preliminary estimates (see Fig. 1 for
details), (b) the shorter C——N and C—Nbonds, compared
to the C——C and C—C bonds, and the smaller N atom
(relative to C) bringing the O atoms closer without
necessarily strengthening the HB (this point will be
confirmed later), and (c) the greater N$O6 lone pair–
lone pair repulsive interaction in the cC form vis-à-vis
that in the nonplanar cO form.


Further verification on the basis of complementary
results. Although the R(G) and R(rb) rankings are in
good agreement with each other when it comes to
identifying the strongest and weakest H-bonded systems
(with O���H—O HB motifs), some discrepancies are also
evident when it comes to systems in between the two
regimes. This may be because the different parameters
may not reflect the culmination of the various subtle
modulations81 (which affect the H bonding) to the same
degree. Thus, consideration of various other measures of
HB strength is essential. Table 3 compiles such data.82 For
comparison purposes, also included in Table 3 are the
types of data presented so far. The data in Table 3 show
excellent qualitative internal consistency with the excep-
tion of the DESE data. Nonetheless, the different
parameters do not still give exactly the same quantitative
trend,83 because no two parameters can effectively reflect
all the nuances of the interactions which arise from the
interplay of various subtle modulations.81 In any case, the
trend obtainable on the basis of the Vb and Hb parameters
(Table 3) is:

tramolecular hydrogen bonds determined at the B3LYP/6-


V Ia IIbc IIIbc IIa IV


9.2 13.4 9.7 8.5 10.9 10.9
6 2.545 2.57 2.608 2.606 2.628 2.635
6 0.171 0.166 0.162 0.169 0.171 0.146
4 2.193 2.207 2.193 2.207 2.247 2.294
6 0.034 0.034 0.029 0.029 0.029 0.029
7 6.235 6.424 5.568 5.514 5.448 4.034
0 1.675 1.679 1.731 1.730 1.755 1.757
9 0.351 0.344 0.304 0.304 0.290 0.283


4.9 4.7 2.8 2.7 2.3 1.9
32.4 31.5 25.7 25.8 24.5 24.2
30.98 31.01 23.58 25.5 23.92
15.5 14 12 12.1 11 10.7


ESE, EHB,E and E(2) in kcal/mol.


n function discussed in Trend in Energetic (E) Versus Geometrical (G)
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Table 4. B3LYP/6-311G(d,p) calculated O���O and O���H
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� V


distances, and selected topological properties of r at the
(3,�1) hydrogen bond critical points (b)a


Sb R(O���O) R(O���H) rb r2rb �Vb �Hb


I 2.582 1.69 0.3387 3.31 30.3 4.4
Ib 2.558 1.648 0.3759 3.479 34.9 6.14
Ibc 2.543 1.63 0.3916 3.562 36.9 6.9
IIb 2.471 1.507 0.5582 3.377 57.1 17.6
IIIb 2.488 1.536 0.4959 3.508 49.4 13.3
NZ(A) 2.5880 1.7022 0.3257 3.388 29.15 3.55
(B) 2.5887 1.7026 0.3253 3.391 29.1 3.54


aUnits for R(O���O) and R(O���H) are: Å; for rb: e.Å�3; for r2rb: e.Å
�5;


for energy densities (Vb and Hb): kcal/mol per atomic unit volume (a.u.v.).
bMolecular system; (A) and (B) denotes the two H-bonded segments of NZ.

b(Hb): IIb> IIIb� Ibc> Ib>V� Ia> I> IIIbc�
IIbc > IIa > IV


This trend verifies how the HB strengths of the systems
of subclass IA2 should mesh with those in subclass IA1.
The data in Table 3 can also be used to quantify the
relative HB strengths using a suitable reference such as I
or Ibc. The data also show the R(rb) ranking is more in
line with the above ranking while the O���O distance trend
is not quite so.


One of the main points of the preceding discussion is
this simple one: information on the electronic bases of the
H bonding (as determined here by the AIM formalism) is
essential for the verification of the predictions of HB
strengths on the basis of energetic and geometrical
consequences, and for a more quantitative assessment of
the relative strengths of the HB interactions. More will
also be said in Nature of the IMHB Interactions and
Energy Density-R(O���H) Correlation section regarding
other uses provided by the Vb and Hb parameters.
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igure 4. Scatter plot of EHSE and ENSE vs. Vb showing the
eviation of the ENSE values from the trend line. Only O–H���O
ystems are included. Filled circles are EHSEs of sublass IA1;
nfilled circles are ENSEs of sublass IA2; the unfilled triangle
for EHSE of NZ; half-filled circles are for nitromalonamide
MA) and benzoylacetone (BAA) whose apparent HB ener-
ies were taken from references 64 and 41, respectively

COMPARISON OF NAPHTHAZARIN (NZ)
WITH SUBCLASS IA SYSTEMS


As alluded to earlier, for the sake of brevity,
consideration of all the class II systems is not feasible
in this communication. Accordingly, the discussion in
this section will focus on NZ (Chart 1) only. The nature
of the structural perturbations in NZ (in system IV as
well) and subclass IA systems might be expected to be
different—owing to the different resonant spacers
connecting the HB donor–acceptor segments (see
Charts 1 and 3).56,84


Insight into the HB interactions in NZ and the subclass
IA systems can be gleaned using parameters at the HBCPs
(BCPs at the O���H HB). Selected topological properties,
including potential (V(r)) and total (H(r)) energy
densities,20 at the HBCPs (denoted by subscript b) are
given in Table 4. These parameters can be used for cross-
comparison of the cC forms. The Hb values are negative
(indicating the interactions are stabilizing). The values of
both Vb and Hb follow the decreasing suborder
IIb> IIIb> Ibc> Ib> I>NZ. This finding strongly
supports the R(G) ranking provided previously in
Prefatory Calibration of the Energetic and Geometrical
Parameters section. Similarly, the values of rb also lead to
the same trend. By contrast, no clearly discernable trend
can be obtained from ther2rb data. In fact, the values for
NZ are roughly 8–9 times more than those shown for the
systems in Table 4. Whether this result is a manifestation
of the fused aromatic ring needs further investigation.


Figure 4 shows a plot of EHSE and ENSE versus Vb.
Included in Fig. 4 are also data for NMA [a very strong
IMHB system, Chart 3]64 and for BAA (a low barrier HB
(LBHB) system, Chart 3),41 the DESE values of which
were taken from the literature.41,64 The plot shows, NZ as

Copyright # 2006 John Wiley & Sons, Ltd.

well as NMA64 and BAA41 conform to the general trend
observed. Thus, the very different nature of the resonant
spacer in NZ did not lead to a deviation from the trend for
subclass IA1. To gauge the strength of the IMHB in NZ
relative to that of I and Ibc (as well as to that of NMA and
BAA), the Vb-based decreasing suborder in HB strength
can be considered: NMA� IIb > IIIb > BAA > Ibc >
Ib > I > NZ.


Finally, there is one particularly noteworthy conclusion
from this section. Despite the very different nature of the
resonant spacers connecting the HB D-A segments, the
data in Table 4 and the plot in Fig. 4 (and Fig. 5, vide
infra) provide with conclusive evidence that the IMHB
strength in NZ is comparable to that of MAE (I).
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Figure 5. A scatter plot of DESE (kcal/mol) versus R(O���X)
(X––O, N,) distance. Subclass IA2 and IB1 systems (unfilled-
circle data points with ENSE values) were included for com-
pletion purposes only, and were not used in the regression
analyses. For curves a, c, and d, subclasses IA1 and IB2 (filled-
circle data points) were used. Curve b of the inset Figure was
independently obtained using a subset of subclass IA1 (sys-
tems with R(O���O) �2.65 Å as labeled in the inset Figure).
The regression function for this curve was later added to the
main Figure to demonstrate the behavior of curves a, c, and
d is not merely the influence of the data for the subclass IB2
systems. The regression functions (for data points with filled
circles only) are, for curve a (exponential): Eqn (2) (given in
the text); curve b (exponential; inset): EHSE¼�4.364�106


exp (�4.92 R(O���O)) (R2¼0.960); curve c (inverse-power
law): DESE¼ (5.109�105 R(O���X)�11.14 (R2¼0.977); curve
d (parabolic): DESE¼�69.3 R(O���X)2þ410.87 R(O���X) -
612.14 (R2¼0.974). For curves a, c, and d, DESE¼ EHSE
for subclass IA1 systems.
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TREND IN ENERGETIC (E) VERSUS
GEOMETRICAL (G) CONSEQUENCES


EHSE-R(O���X) correlation


Figure 5 shows a scatter plot of DESE versus R(O���X)
[O���X distances] which includes data for systems in four
subclasses. Subclass IA1 (for which DESE¼EHSE) and
subclass IB2 are represented by filled-circle data points.
Subclasses IA2 and IB1 are represented by unfilled circles.
Subclass IA2 systems (IIb, IIbc, IIIb, IIIbc, and V)
should be excluded from the E$G regression analysis
because their DESEs are not acceptable indicators of their
IMHB strengths. The subclass IB1 systems (VI and VII,

Copyright # 2006 John Wiley & Sons, Ltd.

cf. Chart 3) should also be excluded from the analysis for
the following reason. The open (cO) form of VII is found
to be more stable as reflected by the positive value ofDESE


(Table 2). What makes the cO form ofVIImore stable can
be attributed to the attractive O���Se interaction, as
reported before.85 The positive (destabilizing) DESE value
cannot therefore represent the HB strength in VII. In like
manner, the DESE of VI is likely to be influenced by the
O���S attractive forces in the cO form.85c–d NZ is not also
included, but instead is used as a test case to show the
regression function for the E$G correlation can predict
its apparent HB energy (EHB,A).


Accordingly, the curve fitting analyses were done
using the subclasses IA1 and IB2 systems only (i.e., data
points with filled circles consisting of O���H—O and
O���H—N HB motifs; or, X¼O, N cases). Very similar
results are obtained when R(O���H) is used instead (plot
not shown). Three different models were attempted. The
curves obtained (see Fig. 5 for details) are labeled a
(exponential), c (inverse-power), and d (parabolic/
quadratic).86


Consistency and asymptotic behavior. Two import-
ant conclusions concerning the fundamental behavior of the
E$G correlation in Fig. 5 can be noted. (1) The behavior
(including the asymptotic feature) manifested by curves a,
b, and c, and hence by the EHSE-R(O���X) (X¼O, N)
correlation, is consistent with the standard behavior
manifested by intermolecular HBs.2,20 (2) By contrast,
curve d—the concave downward parabolic curve—
although it has a high degree of fidelity, is obviously
unphysical at large distances, that is, it does not conform to
the asymptotic phenomenological behavior of HB inter-
action energies at large distances.2,20 Hence, this quadratic
model has to be rejected despite the good correlation
obtained for it. An important point worthy of note here: the
behavior demonstrated by curves a, b (see Fig. 5 for
details), and c is at variance with the quadratic (concave
upward) behavior reported in Refs. 23 and 24.87


Predictive ability of the EHSE-R(O���O) parametric
model. An important utility of the EHSE-R(O���O)
regression function would be its use as a predictive
model for the estimation of apparent HB energies in an
empirical manner—identified by EHB,Es hereafter.
Accordingly, several sample calculations of EHB,Es were
made using (Eqn (2)).


EHSE ¼ �5:554� 105 expð�4:12RðO � � � XÞÞ (2)


ðX ¼ O;N;DESE ¼ EHSE for subclass IA1Þ ½n


¼ 17 ðdata pointsÞ; R2 ¼ 0:975	


In particular, EHB,Es of �21 and �19.1 kcal/mol were
calculated, respectively, for IIb and IIIb as opposed to
DESEs of, respectively, �13.6 and �12.6 kcal/mol given
in Table 2. This indicates the apparent HB energies of IIb
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and IIIb were grossly underestimated by as much as
7–8 kcal/mol. Consequently, this finding confirms that the
HB interactions in IIb and IIIb, when compared to I,
should be about 1.5–1.6 times as strong—in line with the
AIM and NBO results (presented herein). Similarly,
EHB,Es have been calculated for NMA,64 BAA,41 NZ, and
for MAE and other derivatives reported in Ref. 53. In all
cases, the EHB,Es thus estimated were in excellent
agreement (within the limits of <2 kcal/mol of exper-
imental error) with those reported,88 convincingly
demonstrating the exponential parametric model has
predictive ability.


The EHB,E estimate for NZ (�13 kcal/mol) when
compared with the DESE estimated by Eqn (1)
(�13 kcal/mol as reported before by us14) indicates
Eqn (2) can successfully reproduce the DESE (¼EHSE)
value for NZ. It will also be shown in a future
communication that Eqn (2) can successfully estimate
EHB,As for other class II systems as well. This is a
noteworthy finding. Because, despite the very different
nature of the resonant spacers connecting the HB D-A
segments, the two classes of systems (including NMA
and BAA) are governed by the same E$G correlation.


Verifiability of the E$G correlation. To indepen-
dently confirm the validity of the E$G correlation of
Fig. 5, the correlation that would obtain between EHB,E


(computed via Eqn (2)) and the energy density parameters
at the HBCP, Hb and Vb [Vb has been shown in the
intermolecular case to be approximately proportional to
the HB interaction energy20,89] has been sought. Figure 6
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Figure 6. Graphical illustration of the predictive ability of
the EHSE-R(O���O) parametric model (Eqn (2)). Only O–H���O
systems are included. This Figure is to be compared with Fig.
4. The plots show the correlation of both Vb and Vb (both in
kcal/mol per atomic unit volume) with the apparent HB
energies EHSE and EHB,E. For this plot, corresponding EHB,E
values have been used in place of ENSEs of sublass IA2. The
plot shows noticeable deviation in the case of NMA, and the
factor responsible has not been fully investigated yet
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shows such plots of Vb and Hb versus EHSE or EHB,E. That
is, the ENSE values in Fig. 4 have been replaced by EHB,Es.
The correlation obtained has a high degree of fidelity90 in
both cases, with the regression functions found being


Vb ¼ 3:044 EHB þ 9:785


fR ¼ 0:985; n ¼ 22 data pointsÞ; SD ¼ 2:17g
(3)


Hb ¼ 1:358 EHB þ 13:229


fR ¼ 0:976; n ¼ 21 ðdata pointsÞ; SD ¼ 1:24g
(4)


wherein EHB represents EHSE and/or EHB,E. Therefore, the
correlated behavior strongly confirms the validity, and
soundness, of the exponential EHSE-R(O���O) relation
(Eqn (2)).


The correlations obtained above can be used to
demonstrate the advantage of the combined use of QC
and AIM calculations. The EHB,E predicted for system V
by Eqn (2) is �15.5 kcal/mol (Table 3). If, as pointed out
in Dissection of DESE: Acceptable (EHSE) and Non-
acceptable (ENSE) Measures of HB Strength section, the
R(O���O) distance forV is forced to be too short, the EHB,E


predicted by Eqn (2) would then be too large. On the other
hand, if one uses Eqn (3) and Eqn (4) to estimate EHB,E, an
average value of �13.6 kcal/mol that is comparable to
that of I is calculated. This confirms that the HB strength
of V and I should be comparable. Hence, whereas the
geometrical consequence (O���O distance) is not a good
indicator of the HB strength in the case of V, the energy
densities allow better estimates for the energies of the HB
formation.


EHSE-R(O���O) correlation based onMP2 results. To
make the EHB,Es more in line with the MP2/6-
311þþG(d,p) results, the MP2 data in Table 1 were
plotted (as shown in Fig. 7) to obtain the regression
function sought. The regression function obtained for
the filled circle data points was (Eqn 5):


EHSE ¼ �8:426� 105expð�4:333 RðO � � �OÞÞ
fR2 ¼ 0:919; n ¼ 9 ðdata pointsg


ð5Þ


The fitting was done by excluding the data for IIb and
IIIb (as in Fig. 5).


Overall, the results of the analyses made indicate both
EHSE and EHB,E are acceptable measures of the IMHBs.
The relative strengths as determined fromAIM (as well as
from NBO) parameters should, however, be accurate
because they are determined independent of the non-H-
bonded forms. Nevertheless, the availability of more
accurate approaches is always desirable. In this connec-
tion, one of the few approaches89,91 that have been
proposed for the calculation of the SEs of IMHBs is the
use of a modified Grabowski complex parameter,24


advanced by Chen and Naidoo.92 This approach has been
shown to be very suitable especially for molecules with
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R(O���H) for all systems. PC and PCS denote respectively,
partially covalent and purely closed-shell. The solid curve is
the regression fitting line obtained using the data (filled
circles) for all class I systems (Chart 2). Unfilled-circle data
points (not included in the regression analysis) are for NZ,
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Figure 7. A plot of MP2-calculated DESE (kcal/mol) versus
R(O���O) distance. The unfilled circle data points were not
included in the curve fitting. The Figure also compares the
MP2/6-311þþG(d,p) curve with that of the B3LYP/6-
311G(d,p) curve (Eqn (2)). Except for some quantitative
differences, the two curves are in very close agreement.
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multiple HBs found in close proximity to each other.91


The use of this approach for the study of very strong
IMHBs93 may thus be explored in future work. On the
other hand, we should note here that we have analyzed the
correlation of the predicted EHB,E values with the electron
density rb at the O-H BCP and with the differential in rb
upon H bonding (data not shown). The good linear
correlations found (with R¼ 0.972 and R¼ 0.985,
respectively) are implicitly consistent with the Chen
and Naidoo results,92 as well as with the recently reported
linear correlation of intermolecular HB energy with rb at
the HB BCP.94

NATURE OF THE IMHB INTERACTIONS
AND ENERGY DENSITY-R(O���H)
CORRELATION


The exponential EHSE-R(O���O) regression function (Eqn
(2)) cannot be used to estimate the EHSE of systems likeVI
and VII. However, the IMHB strengths of all the homo-
and heteronuclear HBs can be assessed within the tenets of
the AIM theory. Accordingly, ‘closed-shell’ and ‘shared’
interaction limits can be considered using the following
two fundamental relations (Eqn (6) and Eqn (7)):29,95


ð£2=4mÞrrðrÞ ¼ 2GðrÞ þ VðrÞ (6)


HðrÞ ¼ VðrÞ þ GðrÞ (7)


wherer2r(r) is the Laplacian of the charge density, G(r)
the electronic kinetic energy density and V(r)29 the
electronic potential energy density. [Usually the corre-
sponding BCP parameters are denoted by r2rb, Gb
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(always positive), Vb (always negative), and Hb (may be
positive or negative depending on the values of Gb and
Vb)]. In this context, shared interactions are dominated by
lowering the potential energy V(r), and are obtained when
r2rb< 0 [or when jVbj> 2Gb]. By contrast, ‘purely
closed-shell’ interactions are obtained when both Hb> 0
andr2rb> 0. The intermediate region between these two
limits, that is, interactions withHb< 0 andr2rb> 0, may
be characterized as partially covalent.96–98 Also, the
magnitudes of Vb and Hb represent the capacity of the
system to concentrate electrons at the HBCP.20 Con-
sequently, Vb and Hb should be very useful for a
comparative study of the strengths of IMHBs with
different HBmotifs as is the case in this study.20 We focus
here on the behavior of onlyHb, because theHb parameter
is more suitable to determine the nature of the
interactions.


Figure 8 shows the dependence of Hb on R(O���H) of
the X—H���O bridge (X——O, N, S, Se). The data were
fitted with a sum of power law and exponential functions:
P1d


�P2þP3 exp(�P4d) where d¼R(O���H), using four
unweighted parameters (P1, P2, P3, and P4). The plot
shows that there is a negative-to-positive cross over at
about R(O���H)� 1.86 Å where Gb�jVbj and Hb¼ 0. The
near equality also means that (£2/4m)r2rb�Gb in
accordance with Eqn (6). At values of R(O���H)< 1.86 Å,
Gb< jVbj, and Hb< 0. The Hb< 0 cases indicate the
accumulation of charge in the internuclear region is
stabilizing, indicating the respective IMHBs have varying
degrees of partial covalency.96–98,62g The subclass IA
systems (Table 2), BAA, NMA, and NZ (including all of
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the other class II systems, data not shown) meet this
criterion. Hence, the interactions are partially covalent.
Also, becauseHb< 0 for these systems, jVbj>Gb, and the
charge accumulation is net stabilizing. In fact, out of all
the systems in Table 2, rb, Vb, and Hb are the highest and
the second highest, respectively for IIb and IIIb—the
ratios being roughly 1.6–1.8 times relative to that of I.


At values of R(O���H)> 1.86 Å, Gb> jVbj , and Hb> 0,
and the interaction is destabilizing. This region is the
‘purely closed-shell’ region.96–98,62g In our case, the
IMHBs represented in this region are heteronuclear HBs,
which are expected to show hindered covalency partly
because the X—H bond in X—H���Y is stretched only
slightly,56b or may even contract as is observed for
improper HBs.73
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*(O6-H7)σnσ(O2)HCSIhb :


Chart 4. Labeling of the lone pair orbitals on O2 and O6.
HCSIhb signifies the HB donor–acceptor hyperconjugative SIs
(from the O2 lone pairs to the O6–H7 antibond orbital)

NATURAL BOND ORBITAL STUDIES


In this section, we consider the electronic bases of the H
bonding from the perspectives of the NBO theory.30 The
NBO approach can be expected to provide with several
advantages/facilities30,99–104 (See Ref. 99 for details).
However, the rationale for our use of the NBO approach is
predicated by this main attribute of the method: charge
transfer (CT) from lone pair and/or bonding orbitals of the
HB acceptor to the antibonding orbitals of the HB donor
has been found to be fundamental in HB inter-
actions.30,102 Hence, the focus in this report is mainly
on the qualitative and ‘quantitative’ predictions of the
strength of the H bonding that can be made on the basis of
the perturbative HB donor–acceptor interaction energies.
It should, however, be noted that our use of the word
‘quantitative’ here and in the rest of the report is to be
understood for the most part in a relative sense.105Wewill
also seek to get insight into the effects of substituents on
the HB strengths. Such considerations can be extremely
useful especially in those cases where intractable
interactions may be involved, as is the case in this study.


The NBO discussion that follows will be concerned
only with those systems in Subclass IA (all possessing —
O—H���O——C— IMHB motifs) with the exception of
system IV. Essentially all of the systems in Subclass IA
are highly delocalized systems. Hence, a multitude of
donor ! acceptor (D-A) stereoelectronic interactions
(SIs) obtain. Due to this reason, a report on a detailed
analysis of all the SIs of all the systems is not feasible in
this communication (in terms of space). Instead, the
discussion will focus only on the HB D-A hyperconju-
gative (HC) SIs. A cross correlation analysis using a
selected set of systems will also be made using I (which
has been extensively investigated, and is well under-
stood,15–17) as a check to gauge the strengths and
weaknesses of a given technique. Hence, the cross
correlation analysis has been done relative to the data for
I. We should note here that the NBO theory has been used
before for similar purposes.100,106–109

Copyright # 2006 John Wiley & Sons, Ltd.

HB D-A hyperconjugative stereoelectronic
interactions (HCSIhbs)


The NBO results show CT occurs from several donor
orbitals to the acceptor O6–H7 antibond (s
 (O—H)).
However, the primary donor orbital for the CT to the
s
(O—H), in the cC forms, is the ns(2)O2 orbital,
followed by ns(1)O2, that is, the two donor orbitals of the
HCSIhbs (Chart 4). By contrast, the only HCSI involving
the s
(O—H) in the cO forms is the s(C3–C4)! s
(O—
H) interaction. The second-order interaction energy E(2)
for this SI is less than half that of the ns(1)O2! s
(O—
H) interaction in the cC forms. To illustrate the dominant
nature of the CT from the ns(2)O2 orbital, relevant
parameters are provided in Table 5 for the selected set of
systems—namely, the b-CH3(Ib), -fluoro (IIb), and -
chloro (IIIb) derivatives of I.


Comparison of the data in Table 5 shows the F and Cl b-
substitutions increase the E(2) of the n((2)O2! s
(O—H)
interaction dramatically (by 232 and 172%, respectively).
That is, the D-A ability of this SI is enhanced dramatically
by the b-halo substitution. By contrast, the enhancement by
the CH3 b-substitution is much less. Accordingly, the
occupancies of the s
(O—H)NBOs, which are less than 10
me in the cO forms, increase to about 63–116 me upon H
bonding with the net CT being, respectively: 0.10801 e
(IIb)> 0.09469 e (IIIb)> 0. 0641 e (Ib)> 0.05739 e (I)).
Most importantly, the HCSIhb D-A ability that follows the
order IIb> IIIb> Ib> I is found to be consistent with the
order obtainable on the basis of O���Odistances [R(O���O)],
and not with the binding energy (for H bonding) estimates
derived through the use of Eqn (1). This provides strong
evidence that R(O���O) is a reasonable indicator of the
relative strength of the IMHBs. These results and
observations are also consistent with the AIM results
presented in earlier sections.


NBO charge transfer vis-à-vis energy of HB
formation. It has been established that CT, as reflected
by the second-order interaction energy, E(2), results in an
increase in binding energy.30 As noted above, the D-A
ability of the HB interaction is dominated by the
ns(2)O2! s
(O—H) interaction (with its SI energy
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Table 5. Charge transferred (DQ)a, NBO second-order interaction energy (E(2)) and the associated parameters for the donor-
acceptor interactions (NBOs(i)!s




(O6–H7)(j)), O–H and O���H distances, and O–H and O���H NBO bond orders (in square


brackets) calculated at the B3LYP/6-311þþG(d,p) level


RO ���H (Å) RO–H (Å) Donor NBO(i) DQ (e) DQij (e) �E(2) (kcal/mol) Ej�Ei (a.u.) Fij (a.u.)


I 1.703 0.997 ns(1)O2 0.063 0.0050 3.39 1.07 0.054
[0.091] [0.581] ns(2)O2 (0.057) 0.0474 20.23 0.68 0.107


I0 s (C3–C4) 0.0020 1.48 1.16 0.037
Ib 1.651 1.002 ns(1)O2 0.073 0.0059 3.93 1.07 0.058


[0.110] [0.568] ns(2)O2 (0.0674) 0.0582 25.21 0.69 0.119
Ib0 s (C3–C4) 0.009 1.94 1.14 0.042
IIb 1.514 1.040 ns(1)O2 0.117 0.0095 5.90 0.99 0.070


[0.179] [0.520] ns(2)O2 (0.127) 0.1135 47.01 0.66 0.160
IIb0 s (C3–C4) 0.0027 1.98 1.15 0.043
IIIb 1.550 1.028 ns(1)O2 0.105 0.0085 5.40 1.01 0.067


[0.158] [0.533] ns(2)O2 (0.107) 0.0946 39.77 0.67 0.148
IIIb0 s (C3–C4) 0.0028 2.07 1.16 0.044


aDQijvalues are derived quantities from use of relations given in Ref. 30; Ei, Ej, Fij have the usual meaning given therein; D Qvalues (no parenthesis) are
occupancies of the s
(O6–H7) antibonds andDQ’s in parentheses are the sumSDQij. The s



(O6–H7) occupancies in the cO froms are: 0.00849 e (IIb); 0.0099 e
(IIIb); 0.00909 e (Ib); and 0.00564 e (I). Primes indicate the non-H-bonded (cO) forms. Results are from B3LYP/6-311þþG(d,p) calculations.
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designated as E(2)2O2 hereafter). To determine if E(2)2O2
correlates with the apparent IMHB energy EHB,A, the
degree to which the EHSEs and the EHBEs correlate with
the E(2)2O2 data has been tested. Table 6 presents the
relevant parameters.


Let us first consider the case of EHSE.
110 Figure 9A


shows a plot of EHSE versus E(2)2O2. The plot also
includesENSE data (differences in energy obtained via Eqn
(1)) for IIb, IIIb, IIbc, IIIbc, andV. Clearly, the ENSE data
deviate from the trend. The ENSE values for these systems
have been identified as anomalous in earlier sections. The
plot is, therefore, consistent with our previous findings
already discussed. However, the trend for the other
systems shows an excellent correlation, and the equation
found is


EHSE ¼ 0:395Eð2Þ2O2 � 5:167


½R ¼ 0:992; n ¼ 11 ðdata pointsÞ; SD ¼ 0:346	
(8)


Figure 9B shows a plot of EHB,E and EHSE versus E(2)2O2.
In this case, EHB,Es are used instead of ENSEs for the five

Table 6. Second-order interaction energies E(2)a and apparent HB
kcal/mol) for MAE derivatives with O���H–O IMHB motifs. Values


Sd �E(2) �EHB,E S e �E(2)


I 20.2 13.3 (13.3) I 20.2
Ia 21.3 14 (13.4) IIa 15.6
Ib 25.2 14.7 (15.1) IIb 47
Ic 22.9 14.1 (14.4) IIc 10.6
Ibc 27.3 15.6 (16.2) IIac 8.9
V 20.8 15.5 (9.2) IIbc 15.9


a Results are from B3LYP/6-311þþG(d,p).
b Results are from B3LYP/6-311G(d,p) calculations.
cEHB,Es are those estimated using the regression function for the EHSE-R(O���O)
dMolecular systems. Methyl derivatives except for system V (see Chart 1).
eMolecular systems. F derivatives.
fMolecular systems. Cl derivatives.
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systems that deviated in Fig. 9A [for the 11 systems of
Eqn (8), EHB,EffiEHSE]. It is evident from the plot that
system V (and may be IIIac as well) shows some
deviation. The deviation, at least in the case ofV, is due to
the predicted EHB,E being �15.5 kcal/mol when it should
be of the order of�13.6 kcal/mol, as discussed in Natural
Bond Orbital Studies section. Nevertheless, the corre-
lation is of high degree of fidelity even with the two
data points included and the following equation was
found.


EHB;E ¼ 0:325Eð2Þ2O2 � 6:643


½R ¼ 0:974; n ¼ 16 ðdata pointsÞ; SD ¼ 0:813	
(9)


If the data points for V and IIIac are excluded, the
following equation obtains and the correlation is actually
excellent.


EHB;E ¼ 0:332Eð2Þ2O2 � 6:272


½R ¼ 0:991; n ¼ 14 ðdata pointsÞ; SD ¼ 0:487	
(10)

energies estimated in an empirical manner (EHB,E)
b,c (both in


in parentheses are DESE’s.


�EHB,E Sf �E(2) �EHB,E


13.3 (13.3) I 20.2 13.3 (13.3)
11 (10.9) IIIa 18.3 12.7 (12.1)


21.1 (14.5) IIIb 39.8 19.6 (13.4)
9.4 (10.1) IIIc 10.5 9.4 (9.3)
8.4 (8.7) IIIac 13.2 12 (10)
12 (9.7) IIIbc 16.5 12.1 (8.5)


correlation.
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Figure 9. A: Scatter plot of EHSE against E(2)2O2 [E(2) of the
ns(2)O2! s
(O–H) SI]. B: Correlation of EHB,E with E(2)2O2. In
this figure, Subpart B is to be compared with subpart A. The
deviation seen for V is because Eqn (2) overestimates its EHB,E
(owing to the artificial contraction of the O���O distance as
explained in the text)
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Three important conclusions emerge from the corre-
lated behavior observed in Fig. 9. (1) E(2)2O2 does
correlate with both EHSE and EHB,E, and hence it can be
concluded that it correlates with the apparent IMHB
energy, EHB,A as well. (2) The behavior provides strong
evidence that some of the energy differences calculated
by Eqn (1) (EHSEs) can indeed serve as measures of the
HB strength. (3) The behavior also serves as supporting
evidence for the validity of the exponential EHSE-
R(O���O) correlation (Trend in Energetic (E) Versus
Geometrical (G) Consequences section).


The NBO study also showed that the F and Cl b-
substituents enhance, and augment, the D-A ability of the
main p conjugative SIs (data not shown), but dramatically
enhance the ns2(O2)! s
(O—H) SIs. By contrast, single
(double) substitution(s) at a- and carbonyl position(s)

Copyright # 2006 John Wiley & Sons, Ltd.

generally diminish the dominant ns2(O2)! s
(O—H)
SI. In the methyl case, substitutions at all positions lead to
enhancement. More detailed analyses of all aspects of the
effects of substituents at different positions are not within
the scope of this paper, and may be addressed in future
communications.

SUMMARY AND CONCLUSIONS


A detailed study of the energetic, geometrical, and
electronic consequences of H bonding has been made.
Through the use of known experimental values of
energies of HB formation, the electronic consequences
of H bonding and other measures of HB strength, the
separation of the classically computed energetic
parameters (DESEs) into (i) stabilization (HB) energies
(EHSEs) that serve as apparent IMHB energies (EHB,As),
and (ii) stabilization (isomerization) energies (ENSEs) that
do not (owing to intractable interactions that are not
germane to the solitary HB donor(D)–acceptor(A)
interactions) has been accomplished. The sources of
the intractable interactions have been rationalized. The
study shows the O���O distance (G consequence) is, with
some exceptions, a reliable indicator of IMHB strength.


Analysis of the energetic-geometrical (E$G), that is,
EHSE-R(O���O) trend led to both an exponential and a
quadratic model. The exponential model is consistent
with the fundamental behavior (e.g., asymptotic beha-
vior) of the E$G correlation of intermolecular HBs. By
contrast, the quadratic model found for EHSE-R(O���O)
correlation was found to be unphysical. The exponential
model also has predictive ability, and can be used to make
reasonable estimates of EHB,As that are otherwise grossly
underestimated. The model can also be used to treat
RAHBs whose resonant spacers connecting the HB D-A
segments are very different. The study also shows that the
HB strengths of NZ and MAE are essentially the same
(despite the different nature of resonant spacers).


AIM and NBO approaches allow the isolation of the
HB D-A interactions from intractable interactions that are
not germane to the HB interaction. Accordingly, the
electronic consequences of H bonding have been used to
check if the quantum chemically calculated HB SEs are
acceptable measures of the HB strength and to obtain
reliable relative HB strengths. Hence, the AIM and NBO
approaches can serve as complementary, and sometimes
indispensable, alternatives for the calibration and
rationalization of IMHB strengths, and are highly
recommended especially for the study of IMHBs, which
may involve intractable interactions.

Supplementary material available


Two figures along with discussion text on the assessment
of the causes of the intractable interactions. This
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material is available free of charge via the Internet
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suppmat/
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substantially weaker than several systems including the proto-
typical b-diketones, i.e., I and Ibc. Second, Ibc should be
stronger than I (and Ib)26 and the R(G) and R(rb) rankings
are consistent with the reported findings. Third, system V
(HOCR——N—CR——O)—in which the C——C and C—C bonds
are replaced by C——N and C—N bonds—is found to be as strong
or slightly stronger than I on the basis of its O���O distance and the
AIM data. However, based on the Q parameter (Table 2) it falls
near the bottom of the ranking.


80. (a) O-hydroxy benzaldehyde (IV) is one of the kinds of systems
that was excluded in the study of the development of the RAHB
model.17 This system has been studied in detail.62c,80b Our results
(such as O���O and O���H distances) are in good agreement with
those reported in those studies; (b) Cuma M, Scheiner S, Kar T. J.
Mol. Struct. (Theochem) 1999; 487: 37–49.


81. The modulations include p electron conjugation superimposed on
those of s-electron delocalization, dipolar field/inductive and
polarizability contributions, bond-length and bond-angle defor-
mations, bond polarizations, O���O repulsions, and in the case of
the halo derivatives, possibly O���F, O���Cl, Cl���Cl, F���F long-
range repulsions as well.


82. The entries in Table 3 include: O���H HB distances R(O���H);
topological consequences at the HBCP: the electron density
rb(O���H), Vb and Hb; elongation of the O—H bonds (DR) and
the corresponding harmonic (uncorrected) frequency shifts (Dn
cm�1) of the O—H bonds (along with DESE, rb at the BCP of the
O—H bonds, Q, O���O distances from Table 2). The different
entries are primarily for those systems (with O���H—O HB
motifs) whose DESE values as measures of the HB strengths
are in question so that comparison of the various parameters with
that for I and Ibc can easily be made.


83. The constellation of results in Table 3, when taken collectively
show: (i) the trend in the HB strengths follows the suborder
IIb> IIIb> Ibc> Ib> I. This suborder, while it is consistent
with AIM and O���O orders discussed before, is not in agreement
with the Q order. (ii) The HB strength of V is comparable to that
of I and Ia, (iii) the HB strengths of IIbc and IIIbc are
comparable to each other but slightly weaker than that of I,
and (iv) the HB strengths of IIa and IV are also comparable to
each other, but slightly weaker than that of IIbc and IIIbc.


84. (a) Gilli P, Bertolasi V, Pretto L, Lycka A, Gilli G. J. Am. Chem.
Soc. 2002; 124: 13554–13567; (b) Gilli P, Bertolasi V, Pretto L ,
Ferretti V, Gilli G. J. Am. Chem. Soc. 2004; 126: 3845–3855; (c)
Gilli P, Bertolasi V, Pretto L, Antonov L, Gilli G. J. Am. Chem.
Soc. 2005; 127: 4943–4953.


85. (a) The O���S and O���Se interatomic distances, respectively in VI
and VII, were actually calculated to be shorter in the cO forms
than those in the cC forms (The same obtains for O���N in X as
well.) The shorter distances in the case of the non-hydrogen
bonded forms of VI and VII are consistent with results reported
before,85c-d and have been attributed to O���S and O���Se attractive
forces. To confirm the B3LYP/6-311G(d,p) results were reason-
able, the electronic structures of VI and VII (along with some
other systems) were calculated at the B3LYP/6-311þþG(d,p)
(Table 2, data in parentheses) and at the B3LYP/6-
311þþG(2df,2p) (data not shown) levels, and the results of
the B3LYP/6-311G(d,p) calculations were found to be consistent
with the higher level calculations. (b) Sanz P, Yanez M, Mo O. J.
Phys. Chem. A. 2002; 106: 4661 and references therein. (c)
Minkin VI, Minyaev R. Chem. Rev. 2001; 101: 1247 and
references therein. (d) Schleyer PvonR, Maerker C, Dransfeld
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A, Jiao H, Hommes NJRvanE. J. Am. Chem. Soc. 1996; 118:
6317.


86. A question can be raised as to whether the behavior observed for
curves a, c and d is merely the influence of the subclass IB2
systems. To address this issue, an independent fitting was done
using the data for only six systems of subclass IA1. The fitting
gave the exponential curve labeled b as shown in the inset to Fig.
5. The regression function of curve b was then simply added to
the main Fig. 5 to show the similarity of curve b to curves a and c.
Curve b is thus obtained in the absence of the data for subclass
IB2. Hence, the behavior observed for curves a and c is not due to
the influence of the subclass IB2 systems. Alternatively, only
subclass IA1 can be used for the E$G correlation. But, as is
evident from the plots, the final result would only be marginally
different.


87. In the work reported in references 23 and 24, two of the systems
identified in this report to have intractable interactions were
included. Hence, it is probably these two systems that led to
the difference in behavior observed.


88. As examples: for BAA, the derived EHB,E (via eq. 2) is �18 kcal/
mol, as opposed to �16.3 kcal/mol reported by Schiøtt et al.41


Similarly, the derived EHB,E for NMA is �28.9 kcal/mol as
opposed to the reported ‘‘HB energies’’ of about �27.1 to
�27.8 kcal/mol.64 The derived values in this work are again in
good agreement with those reported.64


89. Rosaz I, Alkorta I, Elguero J. J. Phys. Chem. A 2001; 105: 10462.
90. As in the case of the dependence of both Hb and EHB,A on


R(O���O) shown here, preliminary studies show that the depen-
dence of Vb on R(O���O) is also exponential. Hence, the
EHB,A�Vb and EHB,A�Hb correlation is not likely to be linear
across all distances. The linear EHB,A�Vb and EHB,A�Hb corre-
lation should therefore be interpreted as quasi-linear behavior.


91. (a) These include the use of isodesmic reactions89 and internal
barrier energies.91b Korth et al.27 have been attempted to use the
former approach (as proposed by Rosa et al.89) to calculate IMHB
enthalpies , but the attempt was not successful. Likewise, Gra-
bowski75d has also pointed out that use of isodesmic reactions
does not describe well the IMHB strength. The recently proposed
approach to furnish HB energies from determination of barrier
energies91b is not also expected to be successful (in addition to
some cases for which it has been found not to be successful91b)
when geometrical differences occur in the periphery of the H-
bonded segment of a molecule as in the case of at least one system
from class II (to be reported in a future communication). Hence,
both of these approaches have not been pursued in this work. (b)
Buemi G, Zuccarello F. J. Mol. Struct. (Theochem) 2002; 581:
71–85.


92. Chen JY-J, Naidoo KJ. J. Phys. Chem. B 2003; 107: 9558–9566.
93. (a) Humbel S. J. Phys. Chem. A 2002; 106: 5517–5520 and


references therein; (b) Pacios LF. J. Phys. Chem. A 2004; 108:
1177–1188; (c) Smallwood CJ, McAllister MA. J. Amer. Chem.
Soc. 1997; 119: 11277–11281.


94. Parthasarathi R, Subramanian V, Sathyamurthy N. J. Phys. Chem.
A 2006; 110: 3349–3351.


95. Cremer D, Kraka E. Croat. Chem. Acta. 1984; 57: 1259–1281.
96. Bader RFW. J. Phys. Chem. A 1998; 102: 7314–7323.
97. (a) Jenkins S, Morrison I. J. Chem. Phys. Lett. 2000; 317: 97–102;


(b) Arnold WD, Oldfield E. J. Am. Chem. Soc. 2000; 122: 12835–
12841; (c) Espinosa E, Alkorta I, Elguero J, Molins E. J. Chem.
Phys. 2002; 117: 5529–5542.


98. (a) Cremer D, Kraka E. Angew. Chem. 1984; 23: 627; (b) KochW,
Frenking G, Gauss J, Cremer D, Collins JR. J. Am. Chem. Soc.
1987; 109: 5917.


99. The advantages the NBO approach can provide include: (a) It can
partition the stereoelectronic interactions (SIs) into p and s
delocalization interactions thereby enabling the identification
of the stabilizing and destabilizing ones upon H bonding. (b)
Since there is a direct connection between NBO delocalization
and resonance structures,100,101 it should be a powerful tool for
the study of resonance-assisted IMHBs—the NBO-based
analysis may provide an important complementary advantage
to the CSC analysis of the RAHB model in this regard. (c) It can
provide ‘‘quantitative’’ information on the various D-A inter-
actions, thus it is very suited for the comparative study of
substituent-induced effects—such comparison is crucial for
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the rationalization of the relative strengths of IMHBs. (d) It
can separate (and quantify) the D-A ability of the HB D-A
interactions from all other interactions, hence the electronic bases
of the inherent motion of the hydrogen atom due to H bonding
may be modeled independently (at least indirectly).


100. (a) Glendening ED,Weinhold F. J. Comput. Chem. 1998; 19: 593;
(b) Glendening ED,Weinhold F. J. Comput. Chem. 1998; 19: 610;
(c) Glendening ED, Badenshoop JK, Weinhold F. J. Comput.
Chem. 1998; 19: 628.


101. Sproviero EM, Burton G. J. Phys. Chem. A 2003; 107: 5544.
102. (a) Rozas I, Alkorta I, Elguero J. J. Phys. Chem. A 1999; 103:


8861; (b) Alkorta I, Elguero J, Mó O, Yáñez M, Del Bene JE. J.
Phys. Chem. A 2002; 106: 9325; (c) Vorobyov I, Yappert MC,
DuPré DB. J. Phys. Chem. A 2002; 106: 668; (d) Klein RA. J.
Comput. Chem. 2002; 23: 587; (e) Green ME. J. Phys. Chem. A
2002; 106: 11221; (f) Sosa GL, Peruchena NM, Contreras RH,
Castro EAJ. J. Mol. Struct. (Theochem) 2002; 577: 219; (g) Klein
RA. J. Am. Chem. Soc. 2002; 124: 13931; (h) González L, Mó O,
Yáñez M. J. Phys. Chem. A 1997; 101: 9710, and references
therein. (i) Marvi J, Grdadolnik J. J. Phys. Chem. A 2001; 105:
2039.


103. Reed AE, Weinstock RB, Weinhold FA. J. Chem. Phys. 1985; 83:
735, and references in ref. 99d. In comparison with the Mulliken
population analysis, the natural population analysis (NPA) is
known to be more stable with the size of basis functions used.


104. (a) Reed AE, Weinhold F. J. Chem. Phys. 1985; 83: 1736; (b)
Reed AE, Weinhold F. J. Chem. Phys. 1983; 78: 4066; (c) Reed
AE, Weinhold F, Curtiss LA, Pochatko DJ. J. Chem. Phys. 1986;
84: 5687.


105. The systems we are investigating are inherently highly delocalized.
As pointed out recently by Alabugin et al.,105b when a system is
intrinsically highly delocalized, the NBO analysis, which is based
on a single dominant structure, yields a qualitative description of
the system with contributions from other resonance structures
treated as the second-order perturbation corrections. In view of
this, our analysis is ‘‘quantitative’’ only in a relative sense since we
are comparing different systems that are structurally related to a
prototype system. In this regard, our prototype system is the MAE
molecule, and in some cases both MAE and AAE are used since
both of are well-understood systems. (b) Alabugin IV, Monoharan
M, Weinhold FA. J. Phys. Chem. A 2004; 108: 4720–4730.


106. For example, the HB interaction energy has been shown by NBO
analysis at the B3LYP/6-311þþG(d,p) level to correlate with the
second-order interaction energies and the charge transferred.102a,b


There are also several other reports that showed the NBO method
can be used successfully to investigate substituent-induced
effects.107–109 Alem et al.109a have also shown NBO charge
calculated by the B3LYP and the post-HF methods to be in good
agreement with each other and generally display only a marginal
basis-set dependence—consistent with previous findings which
showed that NBO charges are only slightly affected by basis set
variations and consequently are better suited to analyze the
electronic properties.109b,c


107. (a) Alabugin IV, Manoharan M, Peabody S, Weinhold F. J. Am.
Chem. Soc. 2003; 125: 5973, and references therien; (b) Alabugin
IV, Zeidan TA. J. Am. Chem. Soc. 2002; 124: 3175.


108. Wong NB, Cheung YS,Wu DY, Ren Y, Tian AM, LiWK. J. Phys.
Chem. A 2000; 104: 6077.


109. (a) Alem Kv, Sudhölter EJR, Zuilhof H. J. Phys. Chem. A 1998;
102: 10860–10868. The Alem et al. study is consistent with
previous findings that showed that NBO charges are only slightly
affected by basis set variations;109b,c (b) Bachrach SM. In Reviews
in Computational Chemistry, Lipowitz KB, Boyd DB (eds). VHC
Publishers: New York; pp 379–390; (c) Wiberg KB, Rablem PR.
J. Comput. Chem. 1993; 14: 1504–1518; (d) Sosa GL, Peruchena
NM, Contreras RH, Castro EA. J. Mol. Struct. 2002; 577: 219–
228; (e) Parreira RLT, Galembeck SE. J. Am. Chem. Soc. 2003;
125: 15614; (f) Green ME. J. Phys. Chem. A 2004; 108: 6543–
6553.


110. Even though the E(2)2O2 data (Tables 5 and 6) have been obtained
at the B3LYP/6-311þþG(d,p) level, the EHSE and EHB,E data at
the B3LYP/6-311G(d,p) level are used here because it has already
been shown that there is no significant difference (within the 1–
2 kcal/mol limits of experimental error) in the HB stabilization
energies (EHSE’s) calculated at the two levels of theory.
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ABSTRACT: On the basis of quantum chemical calculations (CCSD(T), CASSCF and B3LYP), we have demon-
strated in this work that the —C–––P group, when connected to a valence-deficient center, in particular in a triplet state
or a radical, its �-electrons tend to move into other parts of the system, thus transforming the formal RC–––P system
into a P-centered RC—P species. The CP group does not behave as a phosphaethynyl substituent, but rather as a P-
centered phosphinidene or a P-radical. Copyright # 2006 John Wiley & Sons, Ltd.
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INTRODUCTION


The RCP molecules are known to form the phosphaalk-
yne functional group. In a simple member featuring a
closed-shell singlet ground state, the CP group is con-
sistently characterized to be a typical carbon–phosphorus
triple bond, —C–––P, and R a substituent. Proceeding in
the opposite direction, the CP also behaves as a phos-
phaethynyl substituent. As such, this substituent exerts a
remarkably strong electron donor effect, which tends to
enhance the electron density and basicity of the attaching
moieties R.


Recently, the HCCP molecule has been detected for the
first time using microwave spectroscopic techniques.1


The latter species can formally be regarded as a carbene,
in which a hydrogen atom of methylene is replaced by a
CP group. However, the recorded rotational transitions of
HCCP and its isotopically substituted congeners, as well
as the observed hyperfine splitting constants, appeared to
be more consistent with a linear framework and a triplet
ground state, in which the phosphaalkyne functional
group no longer exists.


The derived ro structure of HCCP suggested a short
ro(CC)¼ 1.241 Å and a long distance ro(CP)¼ 1.685 Å.
In fact, although the latter distance is longer than the


length of a C–––P triple bond of around 1.54 Å, the former
distance is closer to the typical value of a C–––C triple bond
(1.21–1.22 Å) than that of a C——C double bond (1.33–
1.34 Å). The spin density of the unpaired electron was
also estimated to be largely concentrated on the P atom
(76%).1


Subsequent quantum chemical studies2–4 confirmed
this view. Calculations using coupled-cluster CCSD(T)
and multi-configurational second-order pertubation
CASPT2 theories, as well as density functional theory
with B3LYP functional calculations on the halogenated
XCCP series, with X¼H, F, Cl, Br and I, pointed out that
each XCCP molecule has a linear triplet ground state.4 In
this high-spin state, the molecule can best be regarded as
a phosphinidene derivative, X—C–––C—�P�.


The singlet phosphinidene counterparts have been
shown to have an open-shell electronic configuration
and also a linear framework. In the closed-shell singlet
manifold, although the HCCP parent molecule also con-
verges to a linear arrangement, the halogenated deriva-
tives present a bent nuclear configuration and correspond
to halocarbenes substituted in addition by a CP group,
X—C—C–––P. From these results, a few observations
could be made:


(i) When located next to a divalent and high-spin
electron-deficient carbon center, electrons of the
carbon–phosphorus triple bond are abundantly trans-
ferred to form a carbon–carbon bond:


X C C P X C C P
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(ii) In contrast to the situation of nitrogen counterparts
XCCN, the presence of the terminal phosphorus
atom allows thus a remarkable electron delocaliza-
tion from which the open-shell center is actually
displaced from carbon to phosphorus. The overall
effect is stabilizing the triplet state, and transforming
the nature of the system from a carbene to a
phosphinidene.


(iii) Stabilization of singlet carbene by a halogen atom
is, as usual, large, but not large enough in this case to
compete and to tip the balance in favor of the
carbene character.


(iv) The most chemically interesting implication here is
that if generated in appropriate reaction conditions
(without intersystem crossing), each of the high-spin
and low-spin transient intermediates could exist and
undergo typical and different reactions to a variety
of substrates.


In an attempt to further probe the inherent duality of
the CP group, namely a C–––P substituent or a phosphorus
center, we have examined and reported here a survey of
the molecular and electronic structures of a selection of
relevant species, in which the CP is connected to a
valence-poor or electron-deficient center, including the
following: NCP, PCP, NCCCP, CNCCP, PCCCP and
RCCP with other types of substituents R, as well as the
XCCP radicals.


COMPUTATIONAL DETAILS


All ab initio quantum chemical calculations were car-
ried out using the Gaussian 985 and Molcas 66 suites of
programs. Geometries were optimized making use of
the Hartree–Fock (HF), second-order perturbation the-
ory (MP2), coupled-cluster theory, including all singles
and doubles plus perturbative corrections for the triples
(CCSD(T)),7 as well as the popular B3LYP method8 of
density functional theory, in conjunction with the split-
valence type 6-311þþG(d,p) and 6-311þþG(3df,2p)
basis sets, and in some cases with the correlation-
consistent aug-cc-pVTZ atomic set. To construct multi-
configurational wavefunctions, the complete active
space CASSCF method has been used, using a natural
orbital ANO-S basis set. The active spaces actually
selected for variable occupancy are dependent on each
system and will be mentioned separately. The
stationary points were characterized by harmonic vi-
brational frequencies. The coupled-cluster theory
CCSD(T) has been further computed with the larger
6-311þþG(3df,2p) set for a few simple systems.
For open-shell systems, the unrestricted formalism
(UHF, UCCSD and UB3LYP) was employed. In all
post-HF calculations, the core orbitals were kept
frozen. Unless otherwise noted, throughout this
paper, the bond distances are given in angstroms,


bond angles in degrees, relative energies and proton
affinities in kcal mol�1 and ionization energies and
electron affinities in electron-volts.


RESULTS AND DISCUSSION


NCP: Nitrene vs. Phosphinidene


The CNP system has three isomers, namely the linear
NCP and CNP forms and the three-membered ring. Each
isomer could exist in either a triplet or a singlet state. Our
calculations confirm that the triplet linear NCP form is
the most stable one. The cyclic form, either in the triplet
(3A’’) or singlet (1A’) state, can best be regarded as a
cyclic carbene. In addition, they are 36 and 38 kcal mol�1


higher in energy than the linear triplet NCP form.8,9 The
linear PNC isomer is also less stable, with the triplet 3��


and singlet 1� states lying about 14 and 25 kcal mol�1


higher in energy than triplet NCP, respectively. The latter
isomers will not be considered further in the following
section.


The linear triatomic NCP species exhibits a �2 electron
configuration: (8�)2 (2�)4 (9�)2 (3�)2, from which the
triplet 3��, singlet 1� and 1�þ states could be generated.
Within a linear framework, both singlet states have the
same energies. At all levels of theory considered, using
either single-reference or multiconfigurational methods,
the triplet 3�� state constitutes the lowest-lying form. It
contains a short CN distance and a long CP distance. The
distances, using different basis sets, are calculated as
follows (values in Å): r(CN)/r(CP): 1.134/1.802 at
UMP2, 1.170/1.716 at UB3LYP, 1.174/1.730 at CASSCF
(14,8) and 1.175/1.749 at CCSD(T). Compared with
typical lengths of the C–––P (1.54 Å) and C——P (1.67 Å)
bonds, these values clearly indicate that in triplet NCP the
CN bond has a triplet character, whereas the CP connec-
tion is a single bond. In other words, the triplet state
corresponds to a cyano-phosphinidene, N–––C—


*


P
*


. A
similar geometry is also seen in the singlet state of
NCP, in which the CN distance varies from 1.175 to
1.188 Å, whereas the CP distance ranges from 1.695 to
1.725 Å, dependent on the method employed.


The SOMOs are displayed in Fig. 1. They are classical
�-orbitals. The spin density map in Fig. 1 points out that
in triplet NCP, the two unpaired electrons are in fact
located on the P atom, which is consistent with a
phosphinidene structure.


A nitrene N—C–––P form could not be located as a local
minimum, irrespective of the method employed. All
geometry optimizations starting from such structure in-
variably led to the phosphinidene form. The predomi-
nance of the latter can be understood by a clear-cut
preference for a C–––N bond, which is much stronger
than the C–––P bond, as indicated by the bond energy of
212 kcal mol�1 for the former against that of
123 kcal mol�1 for the latter.10
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Regarding the singlet-triplet energy gap of cyano-
phosphinidene, which is the relative energy between
triplet and singlet NCP, although the CCSD(T) method
provides a value of 24 kcal mol�1, our present CASPT2/
ANO-S calculations based on CASSCF(14,8) wavefunc-
tions suggest a value of 25 kcal mol�1, which is consistent
with each other.


Removal and addition of electrons are found to occur
at the phosphinidene P-center of NCP. The resulting
radical cation NCP


* þ (2�) and radical anion NCP� �


(2�) also have a short CN (1.17–1.18 Å) and a long CP
(1.69–1.73 Å) distance. The relevant adiabatic ionization
energy (IE) and electron affinity (EA) of NCP are
evaluated to be: IEa(NCP)¼ 10.40 eV and EA(NCP)¼
2.15 eV, from UB3LYP/aug-cc-pvTZþZPE calcula-
tions. For the IE, a similar value was given in Ref. 10
derived from CCSD(T) computations.


PCP: Cumulene vs. Phosphinidene


Geometry optimizations for the PCP molecule result in a
D1h structure having two equal CP distances.11 Using the
UB3LYP method, the bond length of 1.625–1.628 Å is
obtained in the triplet 3��


g state, and 1.625–1.627 Å in the
singlet 1� state. Both correspond to that of a double C——
P bond. The orbital configuration of the linear triplet is
depicted as follows:


*


P------C------P
* 3��


g : . . . :ð6�gÞ2ð5�uÞ2ð2�uÞ4ð2�gÞ2


For its part, the cyclic form is again a carbene, with a
preference for the singlet 1A1 state, which is 8 kcal mol�1


below the triplet state (3B2). The singlet cycle is found at
about 25 kcal mol�1 above the linear 3��


g form.


Calculated population analysis indicates that there is a
small net charge transfer from P to C and the C atom is
only slightly negatively charged (�0.13 e). On the con-
trary, there is a significant reorganization of the spin,
which tends to enlarge the excess �-spin electron on
phosphorus (1.6 e on each P-atom). The central carbon
bears an excess of 1.2 e of �-spin electrons (Fig. 2).


The cumulene form persists in the radical cation and
radical anion. The C——P distance is compressed to 1.616 Å
upon ionization (in PCPþ) and stretched to 1.648 Å
following electron attachment (in PCP�). In both ions,
the unpaired electron is equally distributed at the two
phosphorus ends. Each P atom bears an excess of 0.58
�-electron, and the central carbon has an excess of 0.16
�-electron.


The singlet–triplet separation, adiabatic ionization en-
ergy and electron affinity of PCP are calculated as
follows: �EST(PCP)¼ 20 kcal mol�1, IEa(PCP)¼ 8.78 eV
and EA(PCP)¼ 1.86 eV, using the same level of theory. For
IE, a similar value was reported in Ref. 11. Compared with
the NCP discussed above, although the gap is slightly
reduced it becomes easier to remove electrons but more
difficult to generate a stable anion.


In summary, due to the molecular symmetry in PCP, a
cumulenic biradical �P——C——P� form is consistently pre-
ferred over a P–––C—�P� phosphinidene (which does not
exist), irrespective of the electronic state.


RCCP: Carbene vs. Phosphinidene


As stated in the introduction, the structures of the parent
HCCP species and its halogenated derivatives have been
investigated in much detail in earlier studies.1–4,12 In
these four-atom compounds, the linear shape with a
high spin state corresponding to an ethynyl phosphini-
dene is consistently the most stable arrangement. Let us
examine the cases of some different R groups.


R——CH3 and CF3
In both methyl and trifluoromethyl derivatives, a similar
picture emerges pointing toward a linear triplet phosphi-
nidene ground state. The unpaired electrons are centered
on the P atom (Fig. 3). The bond distances are only
marginally modified upon fluoro substitution. In spite of
extensive attempts making use of various methods, a bent
singlet carbene structure could not be located as a local
minimum. Due to the fact that the singlet counterpart of


Figure 1. Shape of the SOMOs and map of spin density of
the triplet NCP 3��(UB3LYP/6-311þþG(3df,2p)). The lobes
on both orbitals are in reality orthogonal, but for the sake
of visibility the lobes of SOMO-2 have been significantly
rotated


Figure 2. Map of spin density of PCP in triplet neutral
3�g


� (UB3LYP/6-311þþG(3df,2p))
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linear phosphinidene, the cation and the anion are subject
to a complex Jahn–Teller distortion, they are not con-
sidered in detail here.


R——C6H5


Similar to the methyl case, the phenyl group leads to a
triplet phosphinidene with a C2v symmetry. Apart from
the ring, its geometrical parameters differ from those
methyl counterparts, namely with the values of 1.407,
1.240 and 1.669 Å for the C—C, C–––C and C—P dis-
tances, respectively. Again, no bent singlet carbene
structure could be optimized. Upon ionization and elec-
tron attachment, the C2v and linear CCP framework
remains unchanged. The singlet–triplet gap, adiabatic
ionization energy and electron affinity of PhCCP are
calculated as follows: �EST (PhCCP)¼ 22 kcal mol�1


using CCSD(T)/6-311þG(d,p) and IEa(PhCCP)¼
7.9 eV and EA(PhCCP)¼ 1.8 eV using the UB3LYP/6-
311þþG(3df,2p)þZPE calculations.


R——CN
The potential energy surface (PES) of the C3NP mole-
cular system contains no less than 30 local minima,
excluding possible fragments. A separate rapid mapping
of the PES at the UB3LYP/6-311þ þG(d,p)þZPE
level indicates that the equilibrium structures include
four linear forms, seven bent open-chain structures and
several three-membered rings, bicycles and cages. It is
not our intention to explore this PES in detail. We only
note that in the triplet manifold the linear triplet NCCCP
form turns out to be the most stable form, the energy of
the latter being 25, 50 and 65 kcal mol�1 below those of
the linear isomers CNCCP, CCCNP and CCNCP, respec-
tively.


On the singlet PES, a three-membered ring actually
corresponding to a cyano-substituted cyclic carbene, as
displayed in Scheme 1, is found to be the energetically
lowest-lying singlet isomer. It is about 4 kcal mol�1


below the linear NCCCP but 17 kcal mol�1 above the
linear triplet NCCCP. In other words, the linear triplet
NCCCP species is the global minimum of the C3NP super
system.


The NCCCP species formally contains two CN and CP
groups, both connected to a central carbon atom. Such a
divalent carbon suggests a bent carbene structure. Never-
theless, geometry optimizations consistently end up in a
linear skeleton, irrespective of the electronic state. No
bent carbene could be identified as the equilibrium
structure. In its 3�� state, the four distances of NCCCP
are calculated as follows: NC, 1.165 Å; CC, 1.246 Å; CC,
1.343 Å; CP, 1.654 Å (values obtained from UB3LYP/6-
311þ þG(3df,2p)).


The atomic spin densities are calculated to be 0.39 (N),
�0.22 (C), 0.82 (C), �0.42 (C) and 1.42 (P); a negative
value stands for an excess of �-spin electrons. The
unpaired electrons are mostly centered at the terminal
P-atom and, to a lesser extent, the central carbon. This
electron distribution suggests the importance of the
following resonance structures: (i) phosphinidene N–––
C—C–––C—


*


P
*


; (ii) cumulene biradical N–––C—�C——C——
P�; (iii) biradical �N——C——C——C——P�. Analysis of the
corresponding CASSCF wavefunction points out that
form (i) is predominant.


The isocyano isomer CNCCP also exhibits a linear
geometry and a 3�� ground state. In many aspects, the
electron distribution of the latter is close to that of
NCCCP, showing thus a phosphinidene form C–––N—C–––
C—�P�. As mentioned above, the relative energy between
both cyano and isocyano forms amounts to 25 kcal mol�1


in favour of the former.
Both the corresponding cation NCCCPþ (2�) and


anion NCCCP� (2�) radicals keep the linear framework.
Electron removal or incorporation occurs at the P atom;
as a consequence, the unpaired electron of the resulting
ion is centered on P, and the vertical ion is not far from the
adiabatic one. The energy gain following geometry
relaxation in both ions is not large, being at most
0.02 eV .


The singlet–triplet gap, adiabatic ionization energy and
electron affinity are evaluated as follows: �EST


(NCCCP)¼ 9 kcal mol�1 using CASPT2/ANO-S and
IEa(NCCCP)¼ 9.4 eV and EA(NCCCP)¼ 2.5 eV using
the UB3LYP/6-311þþG(3df,2p)þZPE calculations.
The lowest-lying quintet state of this isomer is bent
(5A’’) and located at about 4.1 eV above the ground triplet
state. This phophinidene possesses thus a significantly
higher IE but also a substantial EA.


R——CP
As in the cases of PCP and NCCCN13,14 the presence of
two CP groups gives rise to a centro-symmetric linear
geometry. In the triplet ground state 3�g


�, the CP
distance is markedly compressed, namely being 1.609 Å


Figure 3. Geometrical parameters and maps of spin density
of the triplet CH3CCP (


3A1) using UB3LYP/6-311þþG(3df,2p)
calculations


C


P
C C N


Scheme 1
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compared with 1.654 Å in NCCCP. On the other hand, the
CC distance of 1.228 Å lies in-between the values of
1.246 and 1.343 Å given above for the cyano derivative.
The calculated spin densities amount to 1.0 (P), �0.35
(C) and 0.70 (central C). This corresponds well to a
cumulenic biradical


*


P——C——C——C——P
*


, even though the
central carbon bears a substantial concentration of �-spin
excess. A similar result has been obtained for C(CN)2


(Ref. 13). The difference between NCCCP and PCCCP
can be illustrated vividly in the maps of spin densities
(Fig. 4).


The singlet–triplet gap, adiabatic ionization energy and
electron affinity are evaluated as follows: �EST


(PCCCP)¼ 2 kcal mol�1 from CASPT2/ANO-S and IEa


(PCCCP)¼ 8.3 eV and EA(PCCCP)¼ 2.3 eV using the
UB3LYP/6-311þþG(3df,2p). All values were corrected
for ZPEs. Accordingly, this cumulenic biradical has a
small singlet–triplet energy gap. Within the accuracy of
the methods employed, both singlet and triplet states
could be considered as nearly degenerate.


In summary, in spite of the fact that the RCCP
molecule bears a central divalent carbon atom connected
to two R and CP groups, none of the derivatives examined
here actually behave as a carbene. In most cases, the
ground electronic structure corresponds to the triplet state
of an ethynyl-phosphinidene. In C(CP)2, the molecular
symmetry tends to impose a cumulenic biradical struc-
ture. Again, this emphasizes the high mobility of �-CP
electrons that readily delocalize into adjacent electron-
deficient centres.


XCCP with X¼CH2, NH, O, SiH2, PH
and S: C vs. P radical


In this last section, we turn our attention to a different
case involving a doublet ground state. Let us consider the
process depicted in Scheme 2. On the one hand, abstrac-
tion of the hydrogen atom or a C—H bond cleavage of a


ketone (X——O) molecule leads to an initial carbon-
centered radical. This radical can also be formed by
addition of the CP radical into a CX substrate, including
the stable HNC, CO and CS molecules. In view of the fact
that several CnP, CnS and CnN species have been detected
in interstellar space,15,16 they could encounter each other
or react with oxygen atoms to generate these radicals. In
other words, these radicals are of interest in the inter-
stellar and atmospheric chemistry.


It is not our intention to explore the PESs of these
species. Each of them contains several possible isomers
and interconnection pathways. For example, in the sim-
plest species SCCP, one can count at least seven possible
isomers and a large number of possible fragments. A
rapid mapping of this PES points out that the SCCP
arrangement is by far the most favoured one, the other
isomers (CCPS, CSCP, CCSP . . . ) being at least
50 kcal mol�1 higher in energy.


Geometry optimizations using different levels of
theory, including UHF, UMP2, UCCSD(T), CASSCF
and UB3LYP with various basis sets, invariably end
up in a linear SCCP structure. The lowest bending
mode is characterized by a small but positive vib-
rational frequency of around 150 cm �1. The same trend
is found for other XCCP radicals whose optimized
geometrical parameters are displayed in Fig. 5. The


Figure 4. Maps of spin densities of the triplet NCCCP (3��)
and PCCCP (3�g


�) from UB3LYP/6-311þþG(3df,2p)
calculations


Scheme 2
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asymmetrical HNCCP and HPCCP species exhibit open-
chain skeletons.


The CP bond length amounts to 1.60–1.62 Å in all
cases considered, whereas the central CC distance is in
the range of 1.27–1.30 Å and is dependent on the methods


employed. The CP distance is thus between that of a triple


(1.53 Å) and a double (1.65 Å) carbon–phosphorus bond.


In the linear SCCP species, the unpaired electron is
found to mainly be located at the P atom (0.66 e).
However, the other atoms also have a significant excess
�-spin electron, namely S (0.39 e ), (S) C (0.36 e ), thanks
to a large transfer from the (P) C atom (�0.42 e ). The
excess �-spin electron at P is reinforced in other XCCP
radicals, amounting up to 0.9 e . In this context, it is
reasonable to consider these as P-radicals, X——C——C——
P


*


, rather than C-radicals, X——C
*


—C–––P. This is in clear
contrast with the isovalent CN group, which invariably
remains as a cyano C–––N substituent.


The adiabatic ionization energies and electron
affinities are evaluated using the UB3LYP/6-311þþ
G(3df,2p)þZPE calculations. It appears that a XCCP
species bearing a second-row X atom is characterized by
a larger electron affinity than its first-row counterpart.
The results are shown in Table 1.


In conclusion, the structures studied in this work
demonstrate that when connected to a valence-deficient
center (triplet or radical), �-electrons of the terminal CP
group tend to move into other parts of the system, thus
transforming it into a P-triplet or P-radical. It is known
that there is only a marginal difference in the electro-
negativity of C and P atoms in favor of C. Apparently, the
electrons tend be attracted from P through C in such a
way that a CP group does not behave as a phosphaethynyl
substituent, but rather as a P-centered phosphinidene or
radical due to a vigorous electron delocalization. The C


atoms behave as a point of passage for a through-bond
electron transfer between P and other molecular parts.
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ABSTRACT: The strain energy of the four-membered ring of �-lactams is not released in the transition state to lower
the activation energy of reactions involving ring-opening. The alkaline hydrolysis of N-aroyl �-lactams occurs with
competitive exo- and endocyclic C—N ring fission, the ratio of which varies with the aryl substituent. �-Sultams are
four-membered cyclic sulfonamides and are about 103 fold more reactive than analogous �-lactams. Nucleophiles
usually attack N-acylsulfonamides at the carbonyl centre resulting in C—N bond fission, but the hydrolysis of N-acyl
�-sultams occurs with S—N fission and opening of the four-membered ring. The 3-oxo-�-sultams are a unique
combination of both �-lactams and �-sultams and therefore are susceptible to nucleophilic attack at either the acyl or
the sulfonyl centre, but they hydrolyse with exclusive S—N bond fission. �-Sultams are novel inhibitors of the serine
enzymes elastase, transpeptidase and �-lactamase due to sulfonylation of the active-site serine residue. Structure–
activity relationships are used to identify differences in transition-state structures between �-sultams as inhibitors and
�-lactams as substrates. Copyright # 2006 John Wiley & Sons, Ltd.


KEYWORDS: mechanism; �-lactams; �-sultams; serine enzymes; reactivity; C—N vs S—N bond fission


INTRODUCTION


�-Lactam antibiotics such as penicillins (1) and cepha-
losporins are often considered unusually reactive com-
pared with normal amides because most of their
biologically important reactions involve the opening of
the highly strained four-membered ring.1 A simple
method to determine the effect of ring strain on the
reactivity of �-lactams is to compare the rates of reac-
tions of monocyclic �-lactams and their acyclic analo-
gues. Contrary to expectations, the rate of alkaline
hydrolysis of �-lactams is less than 100-fold greater
than that of an analogous acyclic amide. For example,
the second-order rate constant for the hydroxide-ion-
catalysed hydrolysis of N-methyl �-lactam is only three-
fold greater than that for N,N-dimethyl acetamide.2


�-Sultams (2) are the sulfonyl analogues of �-lactams
(3) and are potential sulfonylating agents of a variety of
nucleophiles by displacement of the amine leaving group.
In contrast to acyl transfer reactions, the mechanisms of
sulfonyl transfer reactions are much less well studied.3 We
have been interested in �-sultams both as possible inhibi-


tors of proteolytic enzymes and as reactive sulfonyl
derivatives capable of yielding useful mechanistic infor-
mation for comparison with the more extensively studied
�-lactams.1 �-Lactams are well known inhibitors of DD-
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transpeptidase, ß-lactamase, elastase and other serine
proteases by acting as acylating agents of the active site
serine.4 It is of interest to compare this activity with �-
sultams, which could act as sulfonylating inhibitors of
serine proteases (Scheme 1). The mechanisms of acyl
transfer reactions commonly involve separate stepwise
processes for nucleophilic addition and expulsion of the
leaving group and rarely appear to be concerted.3 Con-
versely, the mechanisms of sulfonyl transfer are usually
discussed in terms of a concerted displacement and evi-
dence for a stepwise process is often ambiguous.5 The
stereochemical and geometrical requirements for substitu-
tion at four-coordinate sulfonyl centres are also inherently
different from those at three-coordinate acyl centres. Any
sulfonyl transfer reaction catalysed by proteases may
therefore give interesting insights about the flexibility of
enzymes and any requirements for the precise alignments
of atoms undergoing bond-making and -breaking.


HYDROLYSIS OF N-AROYL b-LACTAMS


N-Benzoyl �-lactam (4) is an imide that contains both an
endocyclic and an exocyclic acyl centre and so its
alkaline hydrolysis could occur by either hydroxide ion
attack at the exocyclic carbonyl to generate benzoic acid
and the intact �-lactam (Scheme 2, route a) or at the
endocyclic �-lactam carbonyl to give a ring-opened
product (5) (Scheme 2, route b). The rate of the alkaline
hydrolysis of N-benzoyl �-lactam (4) has a first-order
dependence on hydroxide ion concentration and
its second-order rate constant is kOH¼ 11.2 M


�1 s�1


which is in the range commonly observed for the alkaline
hydrolysis of simple imides6 and is indicative of no
enhanced reactivity of the �-lactam. Surprisingly, one
of the hydrolysis products is benzoic acid, which must be
formed from the alkaline hydrolysis of the exocyclic
amide (Scheme 2, route a). Competing exo- and endo-
cyclic C—N bond fission was also confirmed by studying
the hydrolysis reaction by 1H NMR and two-dimensional
1H,13C HMBC (Heteronuclear Multiple Bond Correla-
tion). The fractions of the unsubstituted azetidin-2-one
and the �-amido acid (5) in H2O are 0.19 and 0.81,
respectively, so the second-order rate constant for the
alkaline hydrolysis of the �-lactam of N-benzoyl �-
lactam (4), kendo


OH, can be calculated to be
9.07 M


�1 s�1 and that for the alkaline hydrolysis of the
exocyclic amide, kexo


OH, to be 2.13 M
�1 s�1. This is yet


another example of the reluctance of four-membered
rings to undergo facile opening.1,7


The rates of alkaline hydrolysis of some aryl-substi-
tuted N-aroyl �-lactams, and the product ratios and


hence the relative rates of endo- and exocyclic C—N
bond fission, depend on the nature of the para-
substituents in the benzamide residue. Electron-with-
drawing substituents favour attack at the exocyclic
amide, presumably reflecting the relative importance
of the electrophilicity of the carbonyl centre compared
with the nucleofugality of the leaving group. The more
electron-withdrawing the substituent, the higher is the
ratio of exocyclic to endocyclic C—N bond fission and
that of the simple azetidin-2-one to the �-amido acid (5)
as products. Exocyclic C—N bond fission is the dominant
reaction in the alkaline hydrolysis of N-p-nitrobenzoyl
�-lactam in preference to �-lactam hydrolysis. The
observation that electron-withdrawing substituents en-
hance the rate of reaction is compatible with either rate-
limiting formation of the tetrahedral intermediate or its
breakdown with amide anion expulsion occurring in the
transition state. The difficulty of correlating the reaction
rate with the ionization of the leaving group is the lack
of available ionization constants of substituted benza-
mides. The ionization constants of substituted benzoic
acids (analogues of benzamides) may however be used
for the correlation.


The Bronsted-type plot of the rate constants for the
alkaline hydrolysis of the �-lactam ring of N-aroyl �-
lactams against the pKa of the corresponding benzoic
acids is shown in Fig. 1. The Bronsted �lg value given by
the slope of the line in Fig. 1 for the alkaline hydrolysis of
N-aroyl �-lactams is �0.55. The effective positive charge
on the nitrogen of imides is expected to be between 1.1
and 1.4. The observed Bronsted value of �0.55 for the
alkaline hydrolysis of the �-lactam ring of N-aroyl �-
lactams is compatible with a late transition state for the
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formation of the tetrahedral intermediate (6). For com-
parison, the Bronsted �lg value for the alkaline hydrolysis
of N-substituted amides is �0.07,8 indicative of general
acid-catalysed breakdown of the tetrahedral intermediate
due to partial proton transfer from water (7). The rates of
alkaline hydrolysis of N-aryl �-lactams generate a
Bronsted �lg of �0.44, which was taken as evidence of
rate-limiting formation of the tetrahedral intermediate.1,9


The Bronsted-type plot for the alkaline hydrolysis of the
exocyclic amide of N-aroyl �-lactams against the pKa of
the corresponding benzoic acids is also shown in Fig. 1.
The plot is reasonably linear but the dependence of the rate
on the pKa is much greater, with an apparent Bronsted � of
�1.54 indicating that the effective charge at the reaction
centre in the transition state for the amide hydrolysis is
more negative than that in the reactant imide. This suggests
that there is a relatively greater negative charge density in
the transition state for the hydrolysis reaction than that in
the carboxylate anion. This may indicate a rate-limiting
formation of the tetrahedral intermediate with a late
transition state or an early one in a rate-limiting break-
down, because in the tetrahedral intermediate the negative
charge is more localized. The localized negative charge on
the oxygen anion in the tetrahedral intermediate is more
dependent on the stabilizing effect of electron-withdraw-
ing groups than the more stable delocalized negative
charge in the carboxylate anion.


The alkaline hydrolysis of N-aroyl �-lactams occurs at
similar rates at the �-lactam and the exocyclic amide
centres. Despite the strain energy of the four-membered
ring, it is not released in the transition state to lower the


activation energy and favour exclusive endocyclic C—N
ring fission. The reluctance of four-membered rings to
open rapidly has been noted previously.1 The competitive
rates of hydrolysis at the endocyclic and exocyclic
carbonyl centres provide an opportunity to investigate
the relationship between the specificity and reactivity of
the acyl centres towards enzymes.


HYDROLYSIS OF b-SULTAMS


�-Sultams are formally 1,2-thiazetidine 1,1-dioxides (2)
and are non-planar or planar quadrilaterals depending on
substituents. The nitrogen in N-alkyl �-sultams is gen-
erally pyramidal and the nitrogen is 0.4–0.7 Å out of the
plane defined by S1C3C4.10 In �-lactams the nitrogen
ranges from being essentially in the plane of its three
substituents in monocyclic �-lactams to being 0.6 Å out
of the plane in bicyclic systems such as penicillins and
carbapenems.1 Exocyclic N-acylation of �-sultams con-
verts the ring nitrogen to an amide and consequently the
nitrogen becomes less pyramidal or even coplanar with
the ring atoms. In general, the internal bond angle around
sulfur is 79� 1 � compared with 113 � in acyclic sulfo-
namides whilst that around nitrogen is 95� 1 � irrespec-
tive of whether the nitrogen substituent is alkyl or acyl.
Finally, the S—N bond length of 1.70 Å compared with
that of 1.52 Å for C3—C4 and the longer S—C4 and the
shorter C3—N give the �-sultam an interesting overall
geometry. There is thus considerable ring strain in
�-sultams as a result of bond angle and torsional strain.


The hydrolysis of �-sultams normally occurs with
exclusive S—N fission to give the corresponding �-ami-
nosulfonic acid. Compared with sulfonamides, �-sultams
are enormously reactive towards acid and base hydroly-
sis.11 This is in sharp contrast to the almost identical rate of
alkaline hydrolysis of �-lactams compared with that of
their acylic amide analogues.1 As demonstrated in the
previous section, the strain energy inherent in the four-
membered ring of �-lactams is not even partially released
in the transition state to lower the activation energy for
reaction. Furthermore, �-sultams are 102–103-fold more
reactive than corresponding �-lactams, compared with the
104-fold slower rate of alkaline hydrolysis of acyclic
sulfonamides compared with analogous amides.12 This is
the first example of the rate of sulfonyl transfer being
greater than that of the corresponding acyl reaction.


In sharp contrast to the �-lactams,1,13 neither N-alkyl
nor N-aryl �-sultams show any reaction with amines or
thiols or even oxygen nucleophiles in aqueous solutions.
Nucleophiles N, S and O are not able to compete with
HO� in attacking N-aryl �-sultams, which would be
expected to be good sulfonating agents on the basis of
their reactivity. In general, sulfonyl centres are much less
reactive than analogous acyl centres towards nucleo-
philes, with the exception of the sulfonyl halides, which
readily undergo aminolysis in water.12,14 However, N-
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Figure 1. Bronsted plot for the second-order rate constant,
kOH, for the alkaline hydrolysis at the endocyclic (*) and
exocyclic (*) carbonyl centre of N-aroyl �-lactams and N-
aroyl �-sultam (� ) against the pKa of the corresponding
benzoic acid in <5% acetonitrile–water (v/v) at 30 �C and
I¼1.0M (KCl)
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benzoyl �-sultam (8) is an extremely reactive �-sultam
and does undergo reaction with nucleophiles in water,
although only readily with O-nucleophiles, such as alco-
hols and carboxylate anions.15 The reactivity order for
N-benzoyl �-sultam (8) towards nucleophiles is
HO� >RO� > F� > RCO2


� >RNH2>H2O. In con-
trast to acylating agents, sulfonylation by N-acyl �-
sultams shows a larger degree of selectivity the more
reactive the compound, consistent with an inverse selec-
tivity–reactivity relationship.12,14,15 The more reactive N-
acyl �-sultam is apparently more selective.
N-Acylsulfonamides normally react with nucleophiles


to give N-acyl fission as a result of nucleophilic attack on
the carbonyl group followed by C–N fission and displa-
cement of the sulfonamide anion. By contrast, the alka-
line hydrolysis of N-benzoyl �-sultam (8) occurs
exclusively by S—N fission as a result of attack on sulfur
and displacement of the carboxamide, and occurs 104


faster than an analogous acyclic N-acylsulfonamide
occurring by C—N fission.16


The incorporation of the acyl centre within the four-
membered ring gives a structure (9) that is both a �-
sultam and a �-lactam.16 These 3-oxo �-sultams undergo
hydrolysis with preferential attack on the sulfonyl centre,
leading to S—N fission. Despite the enormous strain in
3-oxo �-sultams, structure (9) is only 10-fold more
reactive towards alkaline hydrolysis than the �-sultam
with an exocyclic acyl centre.


Electron-withdrawing substituents increase the rates of
alkaline hydrolysis of aryl-substituted N-aroyl �-sultams
(8) and their second-order rate constants (kOH) generate a
Bronsted-type plot to give a �lg value of �0.73 (Fig. 1).
This is similar to the value of �0.55 found for the
analogous N-aroyl �-lactams. For both series, N-proto-
nation of the leaving group amide is thermodynamically
unfavourable and amide anion expulsion could occur. If a
trigonal bipyramidal intermediate (TBPI) is formed in
the alkaline hydrolysis of N-aroyl �-sultams (8), and
if the rate of S—N bond fission and ring-opening to
expel the amide anion is greater than the rate of expulsion
of hydroxide ion from the intermediate, then formation of
the intermediate will be rate-limiting. Conversely, if the
rate of amide anion expulsion is comparable or even
slower than that for hydroxide ion, then breakdown of
the intermediate may become rate-limiting. The observed
�lg value of �0.73 is compatible with either a late
transition state for rate-limiting formation of a TBPI or
with its rate-limiting breakdown with little or no S—N
fission.


REACTIONS OF b-LACTAMS AND
b-SULTAMS WITH SERINE ENZYMES


There are three classes of serine enzymes that recognize
and react with �-lactams: �-lactamases, transpeptidases
and elastase.


The susceptibility of �-lactam antibiotics to the hydro-
lytic activity of �-lactamase enzymes is the most common
and growing form of bacterial resistance to the normally
lethal action of these antibacterial agents.17 �-Lactamases
catalyse the hydrolysis of the �-lactam to give the ring
opened and bacterially inert �-amino acid. The mechanism
uses the active-site serine residue to form an acyl-enzyme
intermediate.17 Class C �-lactamase P99 catalyses the
hydrolysis of N-acyl monocyclic �-lactams (4) to give
the ring-opened �-amidocarboxylic acid (Scheme 3).
Despite the low level of molecular recognition, the pH-
rate profile for the �-lactamase-catalysed hydrolysis of N-
benzoyl �-lactam is sigmoidal and shows a dependence of
enzyme activity on the ionization of a group of pKa 6.0,
similar to that for the ‘normal’ substrates such as benzyl-
penicillin. However, there is little effect of substituents in
the N-acyl residue on the second-order rate constants, kcat/
Km, for the enzyme-catalysed hydrolysis. A Bronsted-type
plot of the logarithms of kcat/Km against the pKa of the
analogous carboxylic acid (Fig. 2) gives a Bronsted �lg


value of �0.06. The corresponding Bronsted �lg for the
alkaline hydrolysis of the same N-acyl �-lactams (4) is
�0.55. Hence, relative to the hydroxide-ion-catalysed
hydrolysis, there is much less removal of the positive
charge on the nitrogen on going from the reactant to the
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Figure 2. Bronsted plot for the second-order rate constant,
ki, for the sulfonylation of P99 �-lactamase (*) and R61
transpeptidase (� ) by N-aroyl �-sultams and for kcat/Km for
the acylation of P99 �-lactamase by N-aroyl �-lactams (*)
against the pKa of the corresponding benzoic acid at pH 7.0
in 1% acetonitrile–water (v/v) at 30 �C and I¼ 1.0M (KCl)
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transition state in the enzyme-catalysed reaction. This is
compatible with an early transition state for the formation
of the tetrahedral intermediate (TI) and �-lactamase ap-
pears to cause a move to a transition state earlier along the
reaction coordinate.


The sulfonylation of serine enzymes (Scheme 1) offers
an interesting but largely unexplored strategy for inhibi-
tion because sulfonyl derivatives are usually much less
reactive than their acyl counterparts.18 However, the
reactive �-sultams have given us an opportunity to
explore the mechanism of sulfonylation and inhibition
of serine enzymes. N-Benzoyl �-sultam (8) is a time-
dependent inhibitor of P99 �-lactamase and enzyme
activity decreases with time in an exponential manner,
from which can be derived the second-order rate constant
for inactivation, ki.


19 The rates of inactivation of P99
�-lactamase by the �-sultam 8 show a similar sigmoidal
dependence on pH to that for the hydrolysis of �-lactams
as substrate. Both rates depend on a catalytic group in the
enzyme that ionizes with a pKa of 6.3, which catalyses
sulfonylation for the inhibition reaction and acylation for
the hydrolysis reaction. Electrospray ionization mass
spectrometry (ESIMS) of solutions of P99 �-lactamase
incubated with the �-sultam 8 reveals the enzyme
bound to one equivalent of �-sultam consistent with the
sulfonylation of the active-site serine residue Ser-64 to
form an inactive sulfonyl enzyme.19 A Bronsted-type plot
for the second-order rate constants of inactivation, ki,
gives a �lg value of �1.46 (Fig. 2), indicative of a large
development of negative charge on the nitrogen-leaving
group in the transition state, suggesting that the leaving
group is expelled as the amide anion and that there is
significant S—N bond fission in the transition state. The
corresponding Bronsted-type plot for the hydroxide-ion-
catalysed hydrolysis of the same series of N-aroyl �-
sultams generated a �lg value of �0.73 (Fig. 1). So in
contrast to the reaction with �-lactams, �-lactamase
appears to cause a move of the transition state for the
reaction with �-sultams to much later along the reaction
coordinate, compared with alkaline hydrolysis. Although
the enzyme appears to be using some of its catalytic
machinery to facilitate the sulfonylation reaction, the
geometry of the displacement reaction is not ideal and
the host of favourable non-covalent interactions used by
the enzyme to stabilize the transition state for the acylation
of the ‘natural’ substrate are not fully available to lower
the activation energy for the �-sultams by the maximum
amount. In terms of the Hammond Postulate,3 this would
be expected to lead to a later transition state, as observed.


The DD-peptidases are the inhibition targets of �-lactam
antibiotics, such as penicillin and cephalosporins. These
enzymes have an active-site serine residue that is acylated
by the D-Ala D-Ala natural peptide substrate as an inter-
mediate stage of the acyl transfer reaction. N-Acyl �-
sultams (8) are also time-dependent, irreversible active-
site-directed inhibitors of Streptomyces R61 DD-pepti-
dase.20 The rate of inactivation is first order with respect


to �-sultam concentration, and the second-order rate
constants show a similar dependence on pH to that for
the hydrolysis of a substrate. Inactivation is due to the
formation of a stable 1:1 enzyme–inhibitor complex as a
result of the active-site serine being sulfonylated by the �-
sultam, as shown by ESIMS analysis and X-ray crystal-
lography. 20 The effect of changing the basicity of the
leaving group in �-sultams on the rate of inactivation of
R61 was investigated by different aryl substituents in N-
aroyl �-sultams (8). Electron-withdrawing substituents in
the N-aroyl residue increase the rate of inactivation. The
second-order rate constants for inactivation, ki, for a series
of substituted derivatives generate a Bronsted-type plot to
give a �lg value of –1.06 (Fig. 2). This value is indicative
of a development of a significant negative charge on the
amide nitrogen-leaving group and is compatible with
the leaving group being expelled as the amide anion
and that S—N bond fission is significant in the transition
state.


The corresponding Bronsted �lg for the alkaline hydro-
lysis of the same series of N-aroyl �-sultams is �0.73
(Fig. 1), which is indicative of much less change in
charge on the leaving nitrogen in the transition state.
Similar to the action of �-lactamase, the R61 transpepti-
dase enzyme appears to cause a move to a transition state
later along the reaction coordinate for sulfonyl transfer
compared with the hydroxide-ion-catalysed hydrolysis of
N-aroyl �-sultams. The different Bronsted �lg values
indicate more S—N bond fission in the transition state
for the enzyme-catalysed reaction.


Human neutrophil elastase (HNE) is also a serine
enzyme that is one of the most destructive proteases
and is able to catalyse the hydrolysis of components of
connective tissue. It has been implicated in the develop-
ment of diseases such as emphysema, cystic fibrosis and
rheumatoid arthritis and there have been numerous stu-
dies attempting to find small molecule inhibitors of
HNE.21 �-Lactams have also been shown to be mechan-
ism-based inhibitors of elastase when used as neutral
derivatives; the first chemical step of inhibition is an
acylation process in which the four-membered �-lactam
ring is opened.21 N-Acyl �-sultams are also time-depen-
dent inhibitors of elastase and enzyme activity decreases
irreversibly in a first-order rate process, giving rate
constants dependent on inhibitor concentration.22 The
corresponding second-order rate constants for inactiva-
tion, ki, vary with pH in a similar manner to that for the
hydrolysis of an anilide substrate catalysed by elastase.
This indicates that the rate of inactivation of elastase by
�-sultams is controlled by the same catalytic groups in
the active site that are used for substrate hydrolysis, i.e.
active-site-directed inhibition is occurring. Covalent
modification of the enzyme by sulfonylation is demon-
strated by ESIMS and X-ray crystallography of the
inactivated enzyme, which shows ring-opening of the
�-sultam and formation of a sulfonate ester of Ser-195.
One of the sulfonate oxygen atoms is located in the
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oxyanion hole whereas the other occupies the upper part
of the S1 pocket.22 Elastase also catalyses the hydrolysis
of N-acyl monocyclic �-lactams (4) but, unlike the case
with �-lactamase and transpeptidase, neither the rates of
sulfonylation by �-sultams nor acylation by �-lactams
show good correlations with the basicity of the leaving
group. Nonetheless, the Bronsted �lg for both reactions
are similar and about �0.5.


A summary of the various Bronsted �lg values for the
alkaline hydrolysis of the N-aroyl �-lactams and N-aroyl
�-sultams and those for the enzyme-catalysed hydro-
lysis of N-aroyl �-lactams and inhibition by sulfonyla-
tion with N-aroyl �-sultams is given in the Table 1. It is
often assumed, but with little actual supporting evi-
dence, that enzymes catalyse reactions by an exquisite
positioning of the catalytic groups involved in bond-
making and bond-breaking. If rigid positioning of cat-
alytic groups within the active site was crucial then it is
doubtful if an enzyme with a primary function as a
catalyst for acyl transfer could be an effective catalyst
for sulfonyl transfer because of the geometrical differ-
ences in the displacement mechanisms. However, this
clearly is not the case, although it does appear that
enzymes that have evolved to catalyse acyl transfer
confer a different transition state structure on these
reactions to those for sulfonyl transfer.
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Table1. A summary of the Bronsted �lg values for the
alkaline hydrolysis of N-aroyl �-lactams and N-aroyl �-sul-
tams compared with those for their reactions with some
serine enzymes


N-aroyl N-aroyl
�-lactams �-sultams


Hydroxide ion hydrolysis �0.55a �0.73
P99 �-Lactamase �0.06 �1.46
R61 Transpeptidase �1.06
Elastase � 0.5 �0.5


a The Bronsted � value for the exocyclic C—N bond fission of this reaction
is �1.54.
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Correlation of the rates of solvolysis of 2-furancarbonyl
chloride and three naphthoyl chlorides
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ABSTRACT: The correlations of the specific rates of solvolysis of the title compounds using extended forms of the
Grunwald–Winstein equation are consistent with the overall picture which is emerging for acyl chloride solvolyses,
with competing addition–elimination (with rate-determining addition) and ionization (assisted by nucleophilic
solvation) pathways. Except in the more ionizing solvents of low nucleophilicity, 2-furancarbonyl chloride follows
the addition–elimination pathway, in contrast to 2-thiophenecarbonyl chloride. Except in solvents of highest
nucleophilicity and low ionizing power, the solvolyses of the naphthoyl chlorides (1-naphthoyl, 2-naphthoyl and
6-methyl-2-naphthoyl) all favor the ionization pathway. In the correlation of the 1-naphthoyl chloride solvolyses,
there is a slight improvement when a term governed by the sensitivity to changes in the aromatic ring parameter
(hI) is incorporated; this can be associated with a rather minor steric hindrance involving the peri-hydrogen.
Copyright # 2006 John Wiley & Sons, Ltd.


KEYWORDS: extended Grunwald–Winstein equation; solvolysis; 2-furancarbonyl chloride; naphthoyl chlorides


INTRODUCTION


In correlation analyses of the specific rates of solvolysis
of benzoyl chloride and several meta- and para-substi-
tuted derivatives, we previously obtained very good
correlations with the application of the equation


logðk=k0Þ ¼ lNT þ mYCl þ c ð1Þ


and the recognition of two pathways, believed to involve
ionization and addition–elimination.1 In Eqn (1), k and k0


are the specific rates of solvolysis in a given solvent and
in the standard solvent (80% ethanol), respectively, l is
the sensitivity towards changes in solvent nucleophilicity
(NT),2–4 m is the sensitivity towards changes in solvent
ionizing power (YCl for a chloride-ion leaving group)5,6


and c is a constant (residual) term. The NT scale was
developed based on the specific rates of solvolysis of the
S-methyldibenzothiophenium ion. The large neutral leav-
ing group (dibenzothiophene) leads to leaving-group
effects being negligible, in contrast to initially neutral
substrates which eject an anionic leaving group, with
appreciable changes in the leaving-group effects upon
varying the solvent. The YX scales are based on the


solvolyses of adamantyl derivatives, where nucleophilic
solvent assistance is sterically hindered.


It has been known for some time7 that the severe steric
hindrance accompanying the introduction of two ortho-
substituents can cause a change in the mechanism of
nucleophilic substitution from addition–elimination to
ionization, and this was observed in a study of the
solvolyses of 2,6-dimethylbenzoyl chloride.8 Correlation
analysis of these solvolyses was best carried out1 with
incorporation of a term governed by the sensitivity h to
changes in the aromatic-ring parameter (I),9,10 using the
equation


logðk=k0Þ ¼ lNT þ mYCl þ hI þ c ð2Þ


The I scale can be considered as a measure of the changes
in the interaction of the solvent with aromatic rings
present in the substrate on proceeding to the positively
charged incipient carbocation of the transition state. The
scale was developed from a consideration of the differ-
ential solvation effects on the specific rates of solvolysis
of the p-methoxybenzyldimethylsulfonium ion and the
1-adamantyldimethylsulfonium ion.


In attempts to correlate the solvolyses of several
benzoyl chlorides,8 Liu and co-workers recommended
the use of a solvent ionizing power scale based on the
solvolyses of 2-chloro-2-(30-chlorophenyl)adamantane
(YBnCl), devised to apply to situations with one aromatic
ring attached to the �-carbon.11 Use of this scale is an
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alternative to the use of mYCl in conjunction with hI and it
involves the assumption of an h/m ratio of close to 1.89,12


for the solvolyses under study. Unsurprisingly, for the
solvolyses of meta- and para-substituted benzoyl chlor-
ides (where the hI term is negligible), the analyses8


incorporating YBnCl were uniformly inferior to those
using Eqn (1).1


There have been two recent analyses of the specific rates
of solvolysis of naphthoyl chlorides. The earlier13 was
limited to 1-naphthoyl chloride and 2-naphthoyl chloride
and the other14 also included two substituted naphthoyl
chlorides. In the earlier publication the analyses are in
terms of Eqn (2) and in the other both the YBnCl scale11 and
another solvent ionizing power scale (YxBnCl), based on the
solvolyses of �-tert-butyl(2-naphthoyl)methyl chloride,15


were used, either alone or in conjunction with NOTs


values2,16 (based on solvolyses of methyl p-toluenesulfo-
nate) within Eqn (1). Both reports indicate an appreciable
influence on the specific rates of solvolysis upon introduc-
tion of the added fused ring.


With a combination of specific rate values from
these two publications, we have been able to carry out
extended Grunwald–Winstein analyses for three of the
four substrates studied (the fourth was not studied in
sufficient solvents). These allow a more thorough con-
sideration of the extent to which the change from benzoyl
to naphthoyl chlorides requires the incorporation of the hI
term (or replacement of YCl values by YBnCl or YxBnCl


values).
Recently, we showed17 that the solvolyses of 2-thio-


phenecarbonyl chloride [1a, structure as for reactant in
Eqn (3), but with the O of the ring replaced by S]
followed a pathway involving ionization assisted by
nucleophilic solvation2,18 for all but the solvents of
highest nucleophilicity and lowest ionizing power


ð3Þ


This was in contrast to previous claims of an SN2
process.19,20 The specific rates of solvolysis of 2-furan-
carbonyl chloride [1b; Eqn (3)] were initially claimed19


to follow an SN2 process, but this was later modified to
the claim20 of an addition–elimination (association–dis-
sociation) pathway. The nucleophilic solvation involves
stabilization of the incipient carbocation by an ion–dipole
interaction with a nucleophilic (rather than electrophilic)
center in the solvent molecules. In this work, we ex-
panded the study of the solvolyses of 1b from the
previously studied aqueous ethanol, aqueous methanol
and aqueous acetone mixtures to solvents with an appre-
ciable fluoro alcohol component. The aim was to look for
a solvent-induced changeover in mechanism from the
previously reported addition–elimination to the ioniza-
tion which was favored for the solvolyses of 1a in a
majority of the solvents studied. Also, the claims for


important differential solvation effects at the aromatic
rings on going to the transition state could be investigated
in terms of the magnitude of the sensitivity (h) to changes
in I value.


These studies of acylation mechanisms will lead to a
better understanding of the pathways involved in the
acylation of the hydroxyl groups of potential pharmaceu-
ticals to increase their water solubility. For example,
acylation of taxol using 1a or 1b substantially increases
its very low water solubility.21


RESULTS AND DISCUSSION


The specific rates of solvolysis of 1b were measured at
25.0 �C in a variety of solvents, mainly containing a
fluoro alcohol component. The data are presented in
Table 1.


The new data were combined with literature data19,20


and, together with appropriate NT values2–4 and YCl


values,5,6 were analyzed using Eqn (1). Values from the
correlation analyses are reported in Table 2. Initially, all
of the specific rates of solvolysis for which both NT and
YCl values are available were included in the correlation
(Fig. 1). The sensitivity values obtained (1.17 for l and
0.47 for m) appear, in isolation, to suggest a concerted
(SN2) pathway. However, inspection of the plot indicates
that the solvents with high fluoro alcohol content [100
and 97% 2,2,2-trifluoroethanol (TFE) and 90%
1,1,1,3,3,3-hexafluoro-2-propanol (HFIP)] and, there-
fore, of low nucleophilicity and high ionizing power, lie
above the plot. This suggests the frequently observed1


incursion of an ionization pathway for the solvolyses in
these solvents. Appreciable changes observed upon re-
moval of these three data points (second entry in Table 2)
show that, despite its reasonable multiple correlation
coefficient and F-test value, the original correlation was
not robust and sensitivity values are now obtained which


Table 1. Specific rates of solvolysis (k) of 2-furancarbonyl
chloride (1b) at 25.0 �C


Solvent 105k (s�1) Solvent 105k (s�1)


100% EtOH 13.7� 0.4c 90% HFIPb 0.286� 0.016
80% EtOHa 47.8� 1.5d 80T–20Ea,e 1.01� 0.01
100% TFE 0.111� 0.009 60T–40Ea,e 2.73� 0.10
97% TFEb 0.109� 0.007 40T–60Ea,e 7.42� 0.19
70% TFEb 3.06� 0.08 20T–80Ea,e 12.1� 0.5
50% TFEb 13.1� 0.6


a Volume/volume basis at 25.0 �C.
b Weight/weight basis.
c Previous value of 15.9.20


d Previous values of 41.319 and 44.7.20


e T–E are TFE–ethanol mixtures.
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are typical of an addition–elimination mechanism with
addition rate-determining [Eqn (4)].


Although the standard error of the estimate is somewhat
reduced, so also are the multiple correlation coefficient
and the F-test value (fewer data points). The revised
correlation is shown in Fig. 2, with the excluded data
points added to show their appreciable deviation.


It can be seen from Figs 1 and 2 that the removal from
the correlation of these three data points at the extreme
left reduces by about 50% the range of abscissa values
covered, impacting the goodness-of-fit parameters. The


comparison of the first two entries in Table 2 provides a
good example of the observation by Bentley et al.22 that


multiparameter treatments tend to average out the values
and obscure any changes in the sensitivity values that
might occur within the range of the data being subjected
to correlation analysis. Tests involving the robustness of
the data are strongly recommended. As can be seen from
Table 2, continuing the removal of data points in a
sequence where the solvents will increasingly favor a


Table 2. Coefficients from extended Grunwald–Winstein treatments [Eqn (1)] of the solvolyses of 2-furancarbonyl chloride
(1b) at 25.0 �C and a comparison with coefficients from the correlations for other acyl chlorides


Substrate na lb mb cb Rc Fd �e


1b 38f 1.17� 0.06 0.47� 0.03 0.07� 0.07 0.959 202 0.28
35g 1.61� 0.11 0.58� 0.03 0.17� 0.06 0.951 152 0.22
33h 1.73� 0.14 0.60� 0.04 0.19� 0.06 0.947 131 0.22
29i 1.75� 0.15 0.60� 0.04 0.20� 0.06 0.946 111 0.23
23j 1.76� 0.15 0.59� 0.05 0.21� 0.06 0.947 87 0.23
17k 1.72� 0.15 0.55� 0.05 0.19� 0.07 0.951 66 0.23


1al 35 0.65� 0.04 0.86� 0.02 0.04 0.990 754 0.18
PhOCOClm 21 1.68� 0.10 0.57� 0.06 0.12 0.973 159 0.41
p-NO2C6H4COCln 34 1.78� 0.08 0.54� 0.04 0.11 0.969 237 0.37


a Number of data points.
b With associated standard errors.
c Multiple correlation coefficient.
d F-test value.
e Standard error of the estimate.
f Using the specific rates of solvolysis from Table 1 and additional solvent systems from Ref. 20.
g With 100 and 97% TFE and 90% HFIP removed.
h Data for 100% TFE and all fluoro alcohol–water mixtures removed.
i All listed under footnote h plus 100% H2O, 10% EtOH, 10% MeOH, 10% acetone removed.
j All listed under footnote i plus 30%, 20% EtOH, 30%, 20% MeOH, 30%, 20% acetone removed.
k All listed under footnote j, plus 50 and 40% EtOH, 50 and 40% MeOH, 50% and40% acetone removed.
l From Ref. 17 (with omission of 100 and 90% EtOH, 100 and 90% MeOH, 90% acetone).
m From Ref. 23 (all solvents).
n From Ref. 1 (all solvents except 97% HFIP).


Figure 1. Plot of log(k/k0) for solvolyses of 2-furancarbonyl
chloride at 25.0 �C against 1.17NTþ0.47YCl


Figure 2. Plot of log(k/k0) for solvolyses of 2-furancarbonyl
chloride at 25.0 �C against 1.61NTþ0.58YCl. The points for
90% HFIP, 100% TFE and 97% TFE are not included in the
correlation; they are added to the figure to show their
substantial deviation


ð4Þ


CORRELATION OF RATES OF HYDROLYSIS OF FURANCARBONYL AND NAPHTHOYL CHLORIDES 175


Copyright # 2006 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2006; 19: 173–178







bimolecular pathway produces only very minor perturba-
tions (except, of course, for the associated reductions in
the F-test value). This indicates that the correlation has
become robust and the addition–elimination pathway is
dominant for all of the solvents except for the three of
highest fluoro alcohol content. This is in marked contrast
to the solvolyses of 2-thiophenecarbonyl chloride (sulfur
replacing oxygen, 1a), which involve very different l and
m values (Table 2) and which proceed by an ionization
pathway in all but solvents of high nucleophilicity and
low ionizing power.17 These findings parallel those
observed upon sulfur-for-oxygen substitution in the
solvolyses of phenyl chloroformate,23 with one replace-
ment leading to a delicate balance between the two
mechanisms24,25 and replacement of both oxygen atoms
leading to a changeover from a dominant addition–
elimination pathway to a dominant ionization pathway.25


In the solvolyses of benzoyl chlorides, a perturbation
leading to a meaningful contribution from the hI term
[use of Eqn (2)] was found only for the sterically hindered
solvolyses of 2,6-dimethylbenzoyl chloride.1 Claims8 for
improved correlations using YBnCl and NOTs values within
Eqn (1) result from the neglect of the mechanistic
variation induced by changes in solvent and, possibly,
from a fortuitous cancellation of the deviations involved
in the use of NOTs and YBnCl scales. Perturbations due to
aromatic rings are more likely to be observed in correla-
tions of the specific rates of solvolysis of naphthoyl
chlorides. It is well established that the greater is the
number of aromatic rings capable of conjugation with an
electron-deficient �-carbon, the larger are the perturba-
tions9,15,26,27 and, for the 1-naphthoyl chlorides, there is
the possibility of steric hindrance to the approach of the
solvent to the �-carbon due to the peri-hydrogen (on C-8)
effect.13,14


Values are available, at 25.0 �C, for the specific rates
of solvolysis of 1-naphthoyl chloride (2), 2-naphthoyl
chloride (3), 4-methyl-1-naphthoyl chloride (4) and
6-methoxy-2-naphthoyl chloride (5). Unfortunately, the
solvolyses of 4 have not been studied in a sufficient
number of solvents and the correlation analyses in terms
of Eqns (1) and (2) could be carried out only for 2, 3 and
5. These correlations are reported in Table 3, together
with data for comparison from previous correlations1 of
the specific rates of p-methoxybenzoyl chloride (6) and
2,6-dimethylbenzoyl chloride (7) solvolyses.


The initial correlations are for all the specific rates of
solvolysis for which both NT and YCl values are available
and of all the specific rates (one fewer) for which NT, YCl


and I values are all available. Moderately good correla-
tions are obtained but, from inspection of the plots, it is


clear that, as with the majority of the benzoyl chloride
solvolyses, a change in mechanism is occurring. For
the solvolyses of 2 and 5, only the more extreme of the
solvents previously shown1 to favor addition–elimination
(100 and 90% EtOH; 100 and 90% MeOH; 90% acetone)
deviate appreciably from the plots and all three correla-
tions were considerably improved after omission of the
data for solvolyses in these solvents, resulting in l and m
values typical for an ionization mechanism with accom-
panying nucleophilic solvation.2,18a For the solvolyses
of 3, a further, but less pronounced, improvement was
observed when further data points were removed, and
these changes are sufficiently minor for the correlation to
be considered as robust after the initial five data points
were removed.


The specific rates of solvolysis were taken from two
publications which appeared almost simultaneously.13,14


There is considerable overlap and the agreement between
the values is usually acceptable. There are a few exam-
ples of poor agreement, however, most noticeably one
value being higher than the other by 92% for 2 and 50%
for 3 in 90% acetone and by 47% for 2 in 90% methanol.
Fortunately, both of the solvents involved are within the
five which are excluded from the correlation of the
specific rates of solvolysis limited to the ionization path-
way. When two specific rate values are available, we used
the value from the paper with the earlier reception date.13


The overall data set is most extensive for 3, with studies
in aqueous TFE and HFIP13 being augmented by studies
in TFE–ethanol mixtures.14


A major feature of our correlations of the specific rates
of solvolysis of 3 and 5 is that, with use of Eqn (2), the
initial weak evidence for a minor contribution from the hI
term (h values of 0.33� 0.24 and 0.33� 0.25, respectively)
disappears when the five solvents favorable towards addi-
tion–elimination are omitted (h values of 0.00� 0.23 and
0.11� 0.20), suggesting one possible reason why the
previous studies indicated an appreciable h value13 or, the
equivalent, preferable use of YBnCl or YxBnCl.


14


The small h values are not unexpected1 because the
dominant resonance contribution proposed for the ben-
zoyl cation28 will also be operative for the naphthoyl
cation [Eqn (5)], with the positive charge substantially
transferred within the carbonyl group from the carbon to
the oxygen.


ð5Þ


For the specific rates of solvolysis of 2, parallel
correlations to those carried out for 3 and 5 lead to a
larger h value. The value is 0.77� 0.25 with all solvents
included, which falls to 0.54� 0.23 when the five sol-
vents are omitted (Table 3). This is consistent with the
previous suggestion13,14 that steric hindrance to the
approach to the carbonyl carbon from the peri-hydrogen
influences the mechanism and with the observation for
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the benzoyl chloride systems of an appreciable hI term
only when two ortho-methyl groups are present. The h
value observed is appreciably less than the 0.92� 0.15
obtained for the solvolyses of 7 (Table 3), consistent with
a smaller steric effect from a peri-hydrogen than from
two ortho-methyl groups.


A feature of the earlier publications was the claim by Liu
et al.14 that it would be preferable to use the YxBnCl


scale15,27 in conjunction with the NOTs scale6,16 for correla-
tions in terms of Eqn (1). Development of similarity model
scales can indeed be a useful way of reducing the number
of terms needed in a linear free-energy relationship. How-
ever, the use of similarity models comes at a price and one
must carefully observe the requirement of a fairly close
similarity of the system under investigation to the standard
system. This is, of course, the rationale given15 for having
both YBnCl and YxBnCl scales. The requirement for a valid
similarity model ionizing power scale (to be used in place
of YX plus I scales) is that the h/m ratio for the solvolyses
under consideration should be very similar to (ideally,
equal to) the h/m ratio for the solvolyses chosen as the
similarity model.9


With a naphthyl group adjacent to developing positive
charge, if a substantial part of this charge is relayed to the
two aromatic rings, YxBnCl could well be the scale of
choice. Liu et al. presented analyses using NOTs in


conjunction with both YBnCl and YxBnCl and, although
this aspect is not discussed in their paper, not only does
YxBnCl not give substantially improved correlations but,
for the three (of four) correlations with at least 14 data
points, marginally better correlations are obtained with
the YBnCl scale. Of course, since we can (using the values
in Table 3) estimate h/m ratios of 0.65� 0.31 for 2,
0.00� 0.35 for 3 and 0.16� 0.33 for 5, the real surprise
is that YxBnCl does almost as good a job within the
correlations as YBnCl. The very similar behavior ceases
to be a surprise, however, when one looks at the correla-
tions presented within the paper in which the YxBnCl scale
was developed. An excellent correlation of YxBnCl against
YBnCl was reported with a slope of 0.96� 0.03 and a
correlation coefficient of 0.993.15a From this, it is ob-
vious, of course, that only very minor variations can
result if YxBnCl values replace YBnCl values in a correlation
and, accordingly, very little is to be gained from the
introduction of the additional scale.


A correlation was also carried out,15a for 17 of the
solvents studied, of YxBnX values against NT, YCl and I
values. A very small l value of 0.12� 0.11 was accom-
panied by an m value of 0.93� 0.07 and an h value of
1.83� 0.26 (R¼ 0.982). This leads to an h/m ratio of
1.97� 0.31, consistent with the involvement of two
aromatic rings. Since the highest h/m ratio observed for


Table 3. Correlationa of the specific rates of solvolysisb of 1-naphthoyl chloride (2), 2-naphthoyl chloride (3) and 6-methoxy-2-
naphthoyl chloride (5) and a comparison with values from correlations involving benzoyl chlorides


Substrate Scales nc ld md hd cd Re Ff


2 NT, YCl 20g 0.17� 0.11 (0.163) 0.62� 0.07 0.12� 0.09 0.925 51
NT, YCl, I 20g 0.28� 0.10 (0.013) 0.67� 0.06 0.77� 0.25 (0.008) 0.11� 0.08 0.953 53
NT, YCl 15h 0.18� 0.09 (0.080) 0.78� 0.09 �0.11� 0.10 0.944 49
NT, YCl, I 15h 0.29� 0.09 (0.009) 0.83� 0.08 0.54� 0.23 (0.037) �0.10� 0.09 0.963 47


3 NT, YCl 32i 0.31� 0.07 0.51� 0.04 0.11� 0.08 0.921 81
NT, YCl, I 31j 0.39� 0.09 0.54� 0.05 0.33� 0.24 (0.181) 0.12� 0.08 0.923 52
NT, YCl 27h 0.34� 0.05 0.66� 0.04 �0.22� 0.07 0.964 156
NT, YCl, I 26h,j 0.38� 0.07 0.68� 0.05 0.15� 0.18 (0.424) �0.21� 0.08 0.963 94
NT, YCl 15k 0.30� 0.05 0.71� 0.04 �0.45� 0.11 0.980 149
NT, YCl, I 14j,k 0.30� 0.08 0.71� 0.07 0.00� 0.23 (0.998) �0.45� 0.14 0.980 80


5 NT, YCl 17l 0.23� 0.10 0.48� 0.07 0.10� 0.08 0.892 27
NT, YCl, I 17l 0.29� 0.11 0.52� 0.08 0.33� 0.25 (0.206) 0.09� 0.07 0.906 20
NT, YCl 13h 0.29� 0.07 0.66� 0.08 �0.08� 0.07 0.946 43
NT, YCl, I 13h 0.31� 0.09 0.67� 0.08 0.11� 0.20 (0.589) �0.07� 0.07 0.948 27


6m NT, YCl 37 0.31� 0.05 0.81� 0.02 0.08� 0.21n 0.989 738
7m NT, YCl 16 0.41� 0.29 (0.173) 0.85� 0.08 0.21� 0.31n 0.962 82


NT, YCl, I 16 0.34� 0.15 (0.040) 0.89� 0.04 0.92� 0.15 0.15� 0.16n 0.991 227


a Using Eqns (1) and (2); with two and three parameters, respectively.
b At 25.0 �C and specific rates of solvolysis, from Refs 13 and 14.
c Number of data points.
d With associated standard errors and (in parentheses) the probabilities that the contribution from the lNT, mYCl or hI term is statistically insignificant
(if> 0.005).
e Multiple correlation coefficient.
f F-test value.
g All determinations with both NT and YCl values available, 16 from Ref. 13 and four from Ref. 14.
h With 100 and 90% EtOH, 100 and 90% MeOH and (not available for 5) 90% acetone removed.
i All determinations with both NT and YCl values available, 27 from Ref. 13 and five from Ref. 14.
j No I value available for 30% CH3CN.
k Omitting 100–50% EtOH, 100–50% MeOH, 90–50% acetone.
l From Ref. 14.
m Correlation data from Ref. 1.
n Accompanied by the standard error of the estimate.
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the naphthoyl chloride solvolyses is 0.65� 0.31, neither
YBnCl nor YxBnCl will be appropriate similarity model
scales, but the YBnCl scale associated with an h/m ratio of
1.799,12 will be very slightly preferable to the YxBnCl scale
with an h/m ratio of 1.97.


CONCLUSION


Replacing the sulfur of 2-thiophenecarbonyl chloride
(1a) by the oxygen of 2-furancarbonyl chloride (1b) has
a profound effect on the mechanism of solvolysis. In the
majority of solvents, the sensitivity parameters (l¼ 0.65;
m¼ 0.86) obtained for solvolyses of 1a17 are consistent
with an ionization mechanism with assistance from
nucleophilic solvation and, in the majority of solvents,
the sensitivity parameters obtained in this study for
solvolyses of 1b (l¼ 1.73; m¼ 0.60) are consistent with
an addition–elimination (association–dissociation) me-
chanism, with the addition step being rate-determining.
For both solvolyses, it is possible by appropriate choice
of solvents to switch over to the alternative mechanism.


Correlations of the solvolyses of naphthoyl chlorides
have been proposed previously to be perturbed by the
presence of the two aromatic rings, with incorporation of
an hI term13 or use of the YBnCl or YxBnCl scale14 being a
feature of the analyses. A more thorough treatment has
been made possible by combining the specific rate data
from the two publications. We find for 2-naphthoyl
chloride (3) and its 6-methoxy derivative (5) that there
is negligible sensitivity towards changes in the value of
the I parameter (h values of 0.00� 0.23 and 0.11� 0.20,
respectively) and only for 1-naphthoyl chloride (2) is the
incorporation of the hI term not statistically insignificant
(h value of 0.54� 0.23, with a probability of 0.037 that
the hI term is statistically insignificant). For 2, there is
a degree of steric hindrance due to the peri-hydrogen on
C-8 and it may be, as with 2,6-dimethylbenzoic acid (7),
that hindrance to nucleophilic solvation at the reaction
site leads to an increased sensitivity toward changes in
the solvation effects at the aromatic rings.


The use of either YBnCl (h/m of 1.8) or YxBnCl (h/m of
2.0) in the correlations of the three naphthoyl chlorides14


will clearly not be appropriate when the h/m value for all
of the solvolyses under consideration is lower than 0.6.
Further, owing to their very similar h/m values, there does
not seem to be any substantial advantage to having
available both of the similarity model scales.


EXPERIMENTAL


2-Furancarbonyl chloride (Aldrich, 2-furoyl chloride, 95%)
was used without further purification. Solvents were pur-
ified and the kinetic runs carried out as described pre-


viously.3 The multiple regression analyses were performed
using commercially available statistical packages.
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ABSTRACT: Organic chemists entering the field of synthetic ion channels and pores are often restricted to the
characterization of their creation by fluorescence kinetics in vesicles and do not have access to conductance
experiments in planar bilayer membranes. This limitation excludes the application of methods to evaluate key
characteristics such as ion selectivity or voltage gating that are routine in the membrane biophysics community. The
objective of this account is to offer to the non-expert an introduction to the assessment of ion selectivity in vesicles with
examples from years of research on functional rigid-rod molecules in biomembranes (For a complementary
introduction to the determination of voltage dependence in vesicles, see Sakai N, Matile S. Chem. Biodiv. 2004,
1: 28). Copyright # 2006 John Wiley & Sons, Ltd.
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INTRODUCTION


Herein, we review six representative synthetic ion
channels/pores with rigid-rod scaffolds we have made
and studied over the past decade with emphasis on their
ion selectivity and the methods used for their determi-
nation, focusing particularly on vesicles (Fig. 1). Rigid-
rod polyol 1 was designed to selectively transport protons
across lipid bilayer membranes.1,2 Experimental evidence
supported the expectation that Onsanger’s classical ‘hop-
and-turn’ mechanism (Fig. 1, arrows) does not only apply
in bioenergetics3 but also for selective proton movement
through the hydrogen-bonded chain created along the
membrane-spanning p-octiphenyl scaffold of 1.


Ligand-induced assembly of p-septiphenyls 2 was
designed to selectively transport potassium across lipid
bilayer membranes.1,4 Conceived at a time when cation-p
interactions were believed to account for the selectivity of
biological potassium channels,5,6 the found Eisenman IV
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topology provided, ironically, excellent experimental
support for a mechanism that ultimately turned out not to
occur in nature (except for the blockage with the classical
cation-p probe TEAþ).


The electron-deficient rigid-rod p-stack architecture of
ion channel 3was designed to open in response to charge-
transfer complex formation with intercalating p-
donors.7,8 In this case, experimental evidence for ligand
gating was of highest importance to verify the functional
innovation of interest. The determination of the ion
selectivity was nothing more (and nothing less) than part
of a clean characterization of the obtained ligand-gated
ion channel.


Voltage gating was the topic of interest with ion
channel 4.1,9,10 Voltage sensitivity was introduced with
the permanent axial macrodipole of rigid push-pull rods,
that is, p-octiphenyls with a p-donor at one end and a p-
acceptor at the other, and amplified by parallel self-
assembly in polarized membranes. As with ligand gating,
the determination of the parameter describing voltage
gating, that is the gating charge, was of highest
importance in this case, whereas the determination of
the ion selectivity helped to reveal the characteristics of
the obtained voltage-gated ion channel.


Synthetic multifunctional pores 5 and 6were created to
combine molecular translocation with molecular recog-
nition and transformation, in other words, to recognize
and, in some cases, transform molecules on their way
through the pore across the bilayer membranes.1,11–16

J. Phys. Org. Chem. 2006; 19: 452–460







Figure 1. Ion selectivity in vesicles (LUVs) and planar bilayers (BLMs) of representative synthetic ion channels and pores that are
constructed from rigid-rod p-oligophenyl scaffolds and contain hydrogen-bonded chains for proton transport (1), ligand-
assembled p-slides for potassium transport (2), p-stacks for ligand gating and electron transport (3), push-pull rods for voltage
gating (4) and b-sheets for multifunctionality (molecular recognition and transformation of guests and substrates, 4–6). See
recent accounts1,11 or original literature for details beyond ion selectivity
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Figure 2. Determination of ion selectivity in planar bilayers
(BLMs). The reversal potential Vr at zero current I in the IV
profile shifts from 0 mV for identical content in cis and trans
chamber (a) to negative or positive values in the presence of
ion gradients from cis to trans depending on the anion/cation
selectivity (b, c), the cation selectivity sequence (d) or the
anion selectivity sequence (e) of the synthetic ion channel or
pore in the BLM. Note that this graph is highly schematic: IV
relations, for example, follow the GHK current equation and
are therefore often curved when a salt concentration gra-
dient is applied37
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With the discovery of synthetic access to the rigid-rod b-
barrel motif, internal and external pore design became
available.1,11 Simple variations of the amino-acid
residues positioned at inner and outer pore surfaces
allow to design chemical and physical properties in a
rational manner. With synthetic multifunctional pores, the
characterization of molecular recognition as well as
applications to sensing and catalysis are of highest
importance. However, the determination of ion selectivity
turned out to be crucial and interesting because of
significant contributions to molecular recognition.
Selected examples given in the following will illustrate
this relationship.


These six examples were selected from years of
research on synthetic ion channels and pores with rigid-
rod scaffolds because they illustrate the most important
lessons learned concerning the determination of ion
selectivity in large unilamellar vesicles (LUVs). The
objective of this review is to provide a brief and practical
introduction on this topic for organic chemists entering
the field of synthetic ion channels and pores17–35 without
access to conductance experiments in bilayer lipid
membranes (BLMs). Comparison of results from BLMs
and LUVs suggest that not only the determination of ion
selectivity (Fig. 1) but also the determination of voltage
dependence10,36 is possible and relatively unproblematic
in vesicles. Ironically, it is the experimental evidence for
the existence of ion channels as such (rather than the
presence of alternative modes of transport) that remains
most difficult to obtain in vesicles.18 In the following, we
first summarize classical methods to determine the ion
selectivity of synthetic channels and pores in BLMs.
Shifting attention from BLMs to LUVs, we then describe
our favorite methods to determine anion/cation selectivity
and selectivity sequences, provide examples how ion
selectivity can be expressed in different assays and
introduce the use of additives to identify proton
selectivity, potassium selectivity, and weak anion/cation
selectivity.

PLANAR BILAYER CONDUCTANCE
EXPERIMENTS


The traditional and particularly in the biophysics
community preferred method to determine the selectivity
of ion channels analyzes single- or multichannel
conductances in various salt gradients.37


A conventional set-up for BLM conductance measure-
ments uses two chambers that are filled with buffer and
arbitrarily named cis and trans (Fig. 2). Typically, the cis
chamber is connected to an input electrode and the trans
chamber to a reference electrode (virtual ground).
Samples are usually added to the cis chamber, and
depending on the charges of the synthetic channels or
pores, positive or negative membrane potentials are
applied to drive the molecule into the BLM between the
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chambers. The current flowing through the ion channel or
pore in the BLM in response to an applied voltage is then
recorded and used to obtain insights on the electric
properties of the interior of the functional supramolecule.
The dependence of this current on varied voltage follows
Ohm’s law for ohmic channels (Fig. 2a), whereas non-
ohmic channels and pores exhibit an exponential IV
profile determined by their gating charge.


The anion/cation selectivity of an ion channel describes
the overall preference for either anions or cations. To
determine the anion/cation selectivity in BLMs, typically
a concentration gradient of KCl is applied between cis
and trans chamber (Fig. 2b and c). Because of this
gradient, a current will flow without applied voltage, and
the direction of this zero current will depend on the
preferred movement of Kþ or Cl� through the channel.
The reversal potential Vr is the applied voltage required to
cancel this gradient driven current. The reversal potential
is used to quantify anion/cation selectivity as per-
meability ratios with the Goldman–Hodgkin–Katz
(GHK) voltage equation:


PCl�=PKþ ¼ ½aKcis� aKtrans expð�VrF=RTÞ�
½aClcis expð�VrF=RTÞ � aCltrans�


With this method, the following permeability ratios
were measured for rigid-rod ion channels and pores 3–6:
The weak anion selectivity of ligand-gated ion channel 3
with permeability ratio PCl�=PKþ ¼ 1:4 was as expected
for a cationic interior.8 The cationic interior of ion
channel 4 was as well reflected in PCl�=PKþ ¼ 3:0 as the
anionic interior of pore 6 in PKþ=PCl� ¼ 5:6.10,15 The
puzzling ability of the polycationic pore 5 to attract







Figure 3. Determination of (A) cation and (B) anion selec-
tivity in vesicles (LUVs). Synthetic ion channels added to LUVs
loaded with the pH-sensitive fluorophore HPTS and exposed
to a pH gradient mediate the collapse of the latter by either
Hþ/Kþ or OH�/Cl� antiport. Sensitivity of the measured rates
to external (b) cation but not (c) anion exchange identifies
cation selectivity, sensitivity to external (e) anion but not (f)
cation exchange identifies anion selectivity
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cations rather than anions, that is, PKþ=PCl� ¼ 2:0 at pH
6, was found to originate from internal charge inversion
by counteranion scavenging.15 This surprising result of a
routine determination of the ion selectivity of a synthetic
ion channel marked the beginning of a new and fruitful
research program on the general contributions of
counteranions to what is commonly referred to ‘arginine
magic’ in biomembranes.38,39


The selectivity sequence describes the preference of an
anion channel between different anions or that of a cation
channel between different cations.40–45 In BLMs,
selectivity sequences are determined like the anion/
cation selectivity, except that the gradient between cis and
trans chamber is not established with different concen-
trations of the same salt but between usually identical
concentrations of different salts. To determine cation
selectivity sequences, the anion is kept constant and the
cation is varied (Fig. 2d), and vice versa for anion
selectivity sequences (Fig. 2e). In the latter case, the zero
current will now depend on the preferred movement of
Br� or Cl� through the anion channel, and permeability
ratios calculated from the reversal potential will quantify
the discrimination between these two anions. For
example, PCl�=POAc� ¼ 1:8 was found for the voltage-
gated rigid-rod anion channel 4.10


Because there is no current at the reversal potential,
permeability ratios describe the ability of ions to enter a
channel, that is, the change in energy from ion
stabilization by hydration to ion stabilization by its
interaction with the channel. The ability of an ion to move
through the channel and be released at the other side is
described by the conductance, that is, the slope of the IV
profile for given ion. Selectivity sequences derived
from permeability ratios and conductance can differ
significantly.40–45

DETERMINATION OF ANION/CATION
SELECTIVITY IN VESICLES FOR SYNTHETIC
ION CHANNELS


For an organic chemist entering the field without
BLMs,17–35 LUVs provide a user friendly and, according
to the comparative studies discussed below, valid
alternative. Among several possible methods to determine
anion/cation selectivity of synthetic ion channels in
vesicles, the HPTS assay worked best in our hands
(Fig. 3). HPTS is a pH-sensitive fluorescent dye with a
convenient pKa¼ 7.3 and one excitation maximum at
405 nm decreasing and another one at 450 nm increasing
with increasing pH.46,47 Entrapped in vesicles, HPTS can
serve as intravesicular pH meter that ratiometrically
detects the collapse of an applied transmembrane pH
gradient as well as the ability of synthetic ion channels to
accelerate this process.


A synthetic ion channel can mediate the increase of
intravesicular pH in response to an extravesicular base
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pulse by facilitating either proton efflux or OH� influx
(Fig. 3Aa). These transmembrane charge translocations
require compensation by cation influx in response to
proton efflux or anion efflux in response to OH� influx.
Below results suggest that focus on antiport without
consideration of the osmotically disfavored symport
should be reasonable in most cases. The detected increase
in HPTS emission with time after channel addition reports
on the preferred ion exchange process, that is, either
OH�/Cl� or Hþ/Kþ antiport. The observed rate is more
influenced by less favored ion and less influenced by the
more favored ion involved in the operational antiport
(besides contributions from ion channel partitioning,
open probability, lifetime, and so on). In the present
configuration, this is Hþ efflux or Kþ influx for cation
selective channels and OH� influx or Cl� efflux for anion
selective channels. All that has to be done to determine
the anion/cation selectivity of the channel is, therefore,
extravesicular cation and anion exchange.


A large difference in the rate of HPTS fluorescence
intensity change upon exchange of external Kþ with Naþ


demonstrates that the channel transports cations with high
selectivity (Fig. 3Aa vs b). Insensitivity to external
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exchange of Cl� with Br� confirms that anion antiport
does not occur (Fig. 3Aa vs c). Because of the multiply
coupled processes involved, cation selectivity is still
detectable with proton selective transporters like 1,2


although the observed changes upon external cation
exchange are necessarily weaker compared to potassium
selective channels like 2 (compare below discussion of
proton selectivity).4


Anion selectivity can be found analogously. A small
change of the detected increase in HPTS emission with
time upon exchange of external Cl� with Br� demon-
strates that the channel transports anions with weak
selectivity (Fig. 3Bd vs e). Insensitivity to external Kþ/
Naþ exchange confirms that cation antiport does not
occur (Fig. 3Bd vs f).

DETERMINATION OF SELECTIVITY
SEQUENCES IN VESICLES


By using the same assay, selectivity sequences can also be
determined. The selectivity sequences of cation channels
are best described as Eisenman sequences or topologies.40


These 11 sequences cover all reasonable possibilities
between cation selectivity completely determined by
dehydration penalty (Eisenman I, Csþ>Rbþ>Kþ


>Naþ>Liþ) or by cation binding in the channel
(Eisenman XI, Liþ>Naþ>Kþ>Rbþ>Csþ). In Eisen-
man topologies, ion selectivities are plotted as a function
of the reciprocal radius of the cation (Fig. 4c).
Application of the Eisenman theory to anion selectivity

igure 4. Determination of (A) cation and (B) anion selec-
ivity sequences in vesicles using the HPTS assay (a,d, com-
are Fig. 3). For cation channel 2, an Eisenman topology IV
ith LiR anomaly (c) and TEAR blockage is obtained from the
bserved rates for varied external cations MnR (a, b). For
nion channel 4, a halide topology I (or Hofmeister
equence) is obtained from the observed rates for varied
xternal anions AnR (d, f), whereas the very unusual halide
opology VII is found for anion channel 3 (d–f)
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gives seven meaningful halide sequences reaching from
the most frequent ‘Wright-Diamond’ sequence I deter-
mined only by dehydration penalty (I�>Br�>Cl�>
F�>Liþ) to the very rare sequence VII dominated by
anion binding in the channel (F�>Cl�>Br�> I�).41


Anion selectivity topologies can be described using the
reciprocal radii of the anions (Fig. 4f).42 However, as the
mismatches of size (e.g., AcO�> F�) and dehydration
energy (e.g., AcO� � F�, Fig. 4e) are often found with
anions other than halides, direct use of the latter in anion
selectivity topologies is often more meaningful.41–43


Complete dependence on dehydration energy (i.e.,
sequence I for halides) is also referred to as Hofmeister
or lyotropic sequence, with hydrophobic anions named
chaotropes (structure breakers) and hydrophilic anions
named kosmotropes (structure makers).44 Many vari-
ations and refinements on the theory of ion selectivity
exist.40–45 Recommended references for organic chemists
entering the field are the classical 40 (for cations) and 41
(for anions).


The determination of cation selectivity sequences with
the HPTS assay in vesicles follows directly from the
determination of anion/cation selectivity described in
the preceding section (Fig. 4A). Namely, the changes of
the increase in HPTS emission with time in the presence
of different external cations Mnþ are measured (Fig. 4a
and b). For potassium channel 2, the Eisenman topology
IVof biological ion channels with the usual Liþ anomaly
(i.e., the influx of at least partially hydrated but still small
enough Liþ) were found (Fig. 4b and c). Blockage of 2 by
TEAþ completed the similarity with biological potassium
channels and supported cation-p interactions as origin of
potassium selectivity (Fig. 4b).4 Without the programmed
p-septiphenyl assembly with the multivalent polyhisti-
dine ligand, the selectivity sequence of 2 degenerated to a
rubidium-selective Eisenman III topology. The proton
transporter 1 exhibited a less interesting, almost
exclusively dehydration dominated Eisenman II sequ-
ence.2


The determination of anion selectivity sequences in
vesicles using the HPTS assay with high external pH is
less straightforward. The evaluated external anions Xn�


primarily compete with OH� influx and qualify for
antiport only indirectly after exchange with internal Cl�


(Fig. 4d). Anion channel 4 with internal ammonium
cations exhibited the most frequently observed Hofme-
ister-like or lyotropic halide sequence I determined by
anion dehydration only (Fig. 4f, empty circles).10


Comparison with permeability ratios from BLMs
demonstrated that sequences determined under these
conditions directly reflect anion selectivity (Fig. 1).10


This comparison with permeability ratios corroborating
the validity of the halide sequence I for 4 from BLMs was
particularly important with regard to the very unusual
halide sequence VII determined under identical con-
ditions for the smaller, ligand-gated ion channel 3 (Fig. 4e
and f, filled circles).7 Internal ammonium cations as in
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the lyotropic channel 4 were unlikely to account for the
implied anion binding, and similar preference of the
equally kosmotropic acetate and F� excluded contri-
butions from simple size exclusion. Multiple anion
binding and possibly contributions from anion-p inter-
actions within the electron-deficient naphthalenediimide
stacks of channel 3 were therefore likely to contribute to
this remarkable halide sequence VII.


Although permeability ratios from BLMs confirm that
the determination of anion selectivity under these
conditions gives empirically correct sequences (Fig. 1),
an inversion of the transmembrane proton gradient would
ideally be preferable to simplify the assay. Like with the
above determination of cation selectivity sequences by
Hþ/Mnþ antiport, external anion exchange would then
directly report on OH�/An� antiport.

Figure 5. The potassium carrier valinomycin and the pro
carrier FCCP as additives for the determination of (A) pro
and (B) Mþ>Hþ selectivity in vesicles using the HPTS as
(a, f compare Fig. 3). A: Proton ‘wire’ 1 was identified
sensitivity of the measured rates to the presence of vali
mycin (b vs c) but not FCCP (d vs c) at concentrations wh
valinomycin alone is inactive (e). B: The complement
MR > HR selectivity of the biological cation channel A
was confirmed by sensitivity of the measured rates to
presence of FCCP (g vs h) but not valinomycin (i vs h
concentrations where FCCP alone is inactive (j)
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DETERMINATION OF PROTON
SELECTIVITY WITH VALINOMYCIN


Proton selectivity can be readily determined with the
HPTS assay in vesicles (Fig. 5A).2 In this assay, the
apparent activity of proton channels decreases with
increasing proton selectivity because the rate of the
disfavored potassium influx influences the detected
velocity more than the favored proton efflux. The rate
of this disfavored cation influx can, however, be
‘artificially’ increased by addition of the potassium
carrier valinomycin (Fig. 5a). The increase in apparent
activity of the proton channel in response to the addition of
valinomycin is therefore a direct measure for proton
selectivity, with the absolute selectivity being at least as
high as maximal measurable increase. For the proton
‘wire’ 1, Hþ/Kþ� 16 was found (Fig. 5b vs c). This value
further increased with the application of a Kþ gradient
(replacing internal Kþ with Naþ; 1: Hþ/Kþ� 33).
Important controls concerning the determination of proton
selectivity include evidence that the valinomycin concen-
trations are low enough to exhibit no activity without the
proton channel (due to disfavored Hþ efflux, Fig. 5e),
insensitivity to the proton carrier FCCP (Fig. 5d, see
below) and insensitivity to external anion exchange (i.e.,
evidence for cation> anion selectivity, Fig. 3, see above).

DETERMINATION OF MR>HR


SELECTIVITY WITH FCCP


External cation/anion exchange can inform on cation/
anion selectivity (Fig. 3) and both anion and cation
selectivity sequences (Fig. 4) but not on cation/proton
selectivity. The introduction of valinomycin as additive
is sufficient for the determination of proton selectivity
(Fig. 5A). Insensitivity to valinomycin does, however, not
necessarily imply Mþ>Hþ selectivity. This complemen-
tary information can be obtained using the proton carrier
FCCP as additive (Fig. 5B). In strict analogy to above
proton selectivity, it is very important to realize that
the apparent activity of cation channels decreases in the
HPTS assay with increasing Mþ>Hþ selectivity because
of the influence of the rate of the disfavored proton efflux
on the overall rate observed. The classical potassium
channel amphotericin B (AmB), for example, can exhibit
surprisingly poor activity in the HPTS assay because of
high Mþ>Hþ selectivity (Fig. 5h).48 As with valino-
mycin for proton channels, the rate of the disfavored
proton efflux with cation channels can be ‘artificially’
increased, in this case with the proton carrier FCCP (Fig.
5f). The increase in apparent activity of AmB in response
to the addition of FCCP is therefore a direct measure for
Mþ>Hþ selectivity (Fig. 5g vs h). The necessary
controls are as above, including the confirmation that the
observed increase in activity does not come from FCCP
alone (Fig. 5j).
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SENSITIVITY OF ANION CHANNELS
TO FCCP AND VALINOMYCIN


An anion channel identified with the HPTS assays from
insensitivity to external cation exchange and sensitivity to
external anion exchange (Fig. 3) should be insensitive
to cation-specific additives like valinomycin or FCCP
(Fig. 5). The confirmed anion channel 3 (Fig. 6a),
however, was sensitive to FCCP but not to valinomycin
(Fig. 6d–g).49 How to interpret such a result? The
acceleration of proton transport with FCCP may either
enhance Cl�/Hþ symport (not shown) or Kþ/Hþ antiport
(Fig. 6b). The first explanation would indicate
Cl�>OH� selectivity that is not supported by the high
sensitivity toward external anion exchange that occurs
only with OH�>A� (compare above discussion of
Hþ>Mþ for rod 1). The weak anion/cation selectivity
with sequence Cl�>Kþ>Hþ implied by the second
explanation, however, was in excellent agreement with
PCl�=PKþ ¼ 1:4 obtained in BLMs. FCCP sensitivity of
anion channels may therefore indicate A�>Mþ>Hþ


(Fig. 6b), whereas valinomycin sensitivity of anion
channels may indicate A�>Hþ>Mþ (Fig. 6c). How-
ever, at this stage, this interpretation should not be
considered as established method to determine the
magnitude of anion selectivity. Rather, the FCCP-
sensitivity of anion channel 3 should be considered as
excellent illustration for the constant adventures experi-
enced during studies on ion selectivity in vesicles: It is
important to make meaningful controls, and the
thoughtful interpretation of results, particularly unex-
pected results, requires a thorough understanding of the
system and can often lead to new insights or even new

igure 6. Sensitivity of the confirmed anion channel 3 (a,
ig. B ) to FCCP (d vs e plus g) but not valinomycin (f vs e)


plies weak anion/cation selectivity with selectivity
equence ClS > MR > HR (b), the complementary sensitivity
f an anion channel to valinomycin but not FCCP would
uggest weak anion/cation selectivity with selectivity
equence ClS > HR > MR (c, no example available)


igure 7. Determination of cation/anion selectivity of syn-
hetic pores in vesicles exemplified with inactivity of cation
elective pore 6 in the CF assay (a, c) but activity in the
NTS/DPX assay (b, d). Activation of pore 6 in the CF assay
ith Mg2R demonstrates deletion or inversion of cation


electivity
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assays. This general remarks apply particularly to the
more complex situation with synthetic pores discussed in
the following.

DETERMINATION OF THE ANION/CATION
SELECTIVITY OF SYNTHETIC PORES


Whereas synthetic ion channels are compounds made
from abiotic scaffolds to transport inorganic ions across
lipid bilayer membranes, synthetic pores are made to
transport molecules. A pore can also serve as ion channel,
whereas an ion channel is too small to act as pore. The
determination of anion/cation selectivity of synthetic
pores in vesicles is more complex, less explored and often
less interesting because of a natural shift of attention from
inorganic ions to molecules. The usefulness of the HPTS
assay for the determination of the ion selectivity and for
the characterization of synthetic pores in general is
questionable. The possibilities of HPTS efflux through a
large enough pore or pore blockage by HPTS complicate
the situation and are not trivial to differentiate from above
detection of pH gradient collapse with intravesicular
HPTS. Although less useful to study molecular transloca-
tion through synthetic pores, we point out that modified
HPTS assays have been extremely useful, in our hands, to
study molecular transformations by synthetic catalytic
pores in vesicles50,51 and to determine the endovesicula-
tion of vesicles.52,53


We have preferred to use the CF and the ANTS/DPX
assay to characterize synthetic pores in vesicles (Fig. 7).
In the former assay, LUVs are loaded with CF at
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concentrations high enough for self-quenching (Fig. 7a).
CF efflux through large enough pores results in
fluorophore dilution, and the disappearance of self-
quenching is detected as an increase in CF emission. In
the ANTS/DPX assay, the fluorophore ANTS is entrapped
in LUVs together with its quencher DPX (Fig. 7b). Efflux of
either the anionic ANTS or the cationic DPX through a pore
can then be monitored as an increase in ANTS emission.


Whereas the determination of the ion selectivity of
synthetic pores as such may be less important than that of
synthetic ion channels, it is crucial to understand how it
influences the observed pore activity in vesicles. The
synthetic pore 6 provided a particularly instructive
example. Although designed to be large enough to let
the probe pass through, this synthetic pore was completely
inactive under the typical conditions for the CF assay (Fig.
7c, solid).13 Without careful consideration of the ion
selectivity of both pore and assay, this could have been the
end of a project, leaving much excitement with the
marvelous multifunctionality of this pore undiscovered
because of a careless interpretation.1,11–14 Conductance
measurements in BLMs confirmed that the cation
selectivity of pore 6 was as high as expected for an inner
surface covered with carboxylates (PKþ=PCl� ¼ 5:6).15


This high permeability ratio may also serve as instructive
example to correct the frequent misconception that the
large inner diameter of pores is incompatible with anion/
cation selectivity: It is the chemical nature rather than the
size of the pore that matters, absence of anion/cation
selectivity does not identify pores (and vice versa). The
inactivity of pore 6 observed in the CF assay, therefore, is a
direct consequence of the incompatibility of the ion
selectivity of pore and assay. In other words, the anion CF
does not move through pore 6 because the pore is cation
selective and not because the pore is too small or because
the pore does not exist.


This conclusion could be readily confirmed by reduction
of the anion/cation selectivity of either assay or pore. The
anion/cation selectivity of the ANTS/DPX assay is much
lower than that of the CF assay because the efflux of either
the cation DPX through a cation selective pore or the anion
ANTS through an anion selective pore results in the same
increase in fluorescence emission. Not surprisingly, pore 6
was active in the ANTS/DPX assay (Fig. 7b and d,
solid).12,13,16 In other words, inactivity in the CF assay and
activity in theANTS/DPX assay determines cation> anion
anion selectivity of synthetic pores in vesicles. The cationic
probe complementary to CF to determine anion> cation
selectivity of synthetic pores in vesicles remains to be
described, although activity in the CF assay as such already
implies at least anion permeability.


Reduction of the cation selectivity of pore 6 by binding
of Mg2þ to the internal carboxylate arrays resulted in the
appearance of activity in the CF assay (Fig. 7c, dotted vs
solid).13 BLM experiments confirmed that Mg2þ-binding
reduced the permeability ratio from PKþ=PCl� ¼ 5:6 to
PKþ=PCl� ¼ 1:415 and, together with circular dichroism
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spectroscopymeasurements, that this functional change is
not caused by a change in pore structure.


The CF assay is also sensitive to pH and can only be
used above pH� 6.5. The poor sensitivity of ANTS/DPX
assay not only to the ion selectivity of the pore but also to
pH is important for the determination of pH profiles, that
is, the dependence of pore activity on pH. For example,
the synthetic pore 5 was found to undergo a pH-gated
inversion of ion selectivity from PCl�=PKþ ¼ 0:5 at pH
6.0 to PCl�=PKþ ¼ 3:8 at pH 4.0.15 Several lines of
evidence demonstrated that the puzzling cation selectivity
of the cationic pore 5 near physiological pH originates
from internal charge inversion by scavenged and
immobilized phosphate counteranions. As mentioned
previously, the study of the contributions of counteranions
to the biological functions of oligoarginines in biomem-
branes in general corroborated the importance of this key
finding.38,39 Confirmed by extensive control experiments,
the insensitivity of the ANTS/DPX assay allowed to
record a meaningful pH profile of pore 5 despite the pH-
gated inversion of anion/cation selectivity.11,16

CORRELATION OF RESULTS ON ION
SELECTIVITY FROM BLMs AND LUVs


To confirm validity of the ion selectivities determined in
vesicles, comparison to the results obtained in BLM was
crucial (Fig. 1). So far, all comparisons made are in good
agreement, most are mentioned throughout above discus-
sion. To summarize, the anion/cation selectivity of ion
channels 3 and 4 obtained from the HPTS assay was
identical with that obtained in BLMs.7–10 The selectivity
sequence of anion channel 4 obtained from the HPTS assay
was partially identical with that obtained in
BLMs (Cl�> F�, Cl�>AcO�). The remaining weak
discrepancy between the two kosmotrops F� and AcO�


may be understood considering above mentioned differ-
ences between permeabilitiy ratios and channel conductance
in BLMs (LUVs: AcO�> F�, BLMs: F�>AcO�).10,40–45


The anion/cation selectivity of pore 6 obtained by
comparison of CF and ANTS/DPX assay was identical
with that obtained in BLMs.13,15 The same was true for
the deletion of the cation selectivity of pore 6 with
Mg2þ.13,15 Similarly satisfactory agreement has been
found for the determination of voltage dependence of ion
channel formation (i.e., gating charges)10,36 and blockage
(i.e., electric distances)54 in BLMs and LUVs.

SUMMARY AND PERSPECTIVES


In general, the more selective synthetic ion channels and
pores, the more difficult to detect their activity. For
example, proton selectivity of proton channel 1 is only
detectable with valinomycin as additive, or the activity
of the established, biological ion channel AmB will
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appear rather weak without the addition of FCCP. The
same rule-of-thumb applies to methods of detection: The
more selective the assay, the more difficult to use (ease of
use: HPTS>ANTS/DPX>CF). New synthetic ion
channels and pores of unknown activity and selectivity
are therefore best studied first with the least selective
HPTS assay followed by an assessment of the inner
diameter (i.e., discrimination between ion channels and
pores) with the ANTS/DPX assay under nearly identical
conditions. With regard to the specific topic of this article,
the bottom line is that with careful use of the HPTS assay,
it is possible to reliably determine at least (a) the anion/
cation selectivity (Fig. 3), (b) anion and cation selectivity
sequences (Fig. 4) as well as (c) proton selectivity (Fig. 5)
of synthetic ion channels in vesicles. Moreover, the
combined use of the CF and the ANTS/DPX assay allows
also to determine at least the anion/cation selectivity of
synthetic pores in vesicles (Fig. 7).


The objective of this reviewwas to summarize insights on
the determination of ion selectivity in vesicles as a simplified
introduction for organic chemists who are entering the field
with their main interest in creating new and exciting
molecules (For a complementary introduction to the
determination of voltage gating in vesicles, please see
Ref. 36). Arguably, ion selectivities determined in vesicles
are sufficient to contribute to a well-rounded picture of a
newly created ion channel or pore. Moreover, vesicle
experiments have the advantage to be not only easier to do
for an organic chemist but also to be directly comparable
with structural studies. However, insights from LUVs will
never have the precision and depth of information that is
available from BLMs. BLM conductance experiments will
always be necessary for a detailed mechanistic under-
standing. For organic chemist entering the field, these
insights can be obtained in collaborationwith a BLMexpert.


We reiterate that the methods to determine ion
selectivity in vesicles summarized above have been
continuously developed or refined with the objective to
characterize new ion channels and pores such as 1–6
rather than to invent new assays. The lessons learned from
these adventures are necessarily fragmentary and call for
more systematic research on an exciting topic with much
room for new and important discoveries.
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ABSTRACT: For several non-electrolytes and for lithium perchlorate the solvent effect on the heat of solution and
partial molar volumes was studied. In the absence of the donor–acceptor and electrostatic interactions, clear
proportionality can be seen only in the alkane solutions and these changes are defined by the non-alkane component.
For solutions of �-acceptor (tetracyanoethylene) and �-acceptor (gallium chloride) in the presence of �,�-, �,�- and
n,�-complexes, the relation between the changes of interaction energy and the values of the partial molar volumes can
be seen. The maximum change in the value of partial molar volumes (up to 50 cm3 mol�1) was noted for lithium
perchlorate in ten solvents. The volume change is proportional to the compressibility coefficients of the solvents and
correlates less with the values of heat of solution and solvent permittivity. Copyright # 2006 John Wiley & Sons, Ltd.


KEYWORDS: partial molar volume; solution enthalpy; electrostriction; electrolytes; non-electrolytes


INTRODUCTION


The application of high external pressure leads to a
significant growth in the rate and equilibrium constants
of reactions, accompanied by a volume decrease on going


to the transition state (�V 6¼) or the product (�V0).1–3


ð@ ln k=@pÞT ¼ �1=RTð@G 6¼=@pÞT ¼ ��V 6¼=RT ð1Þ


ð@ lnK=@pÞT ¼ �1=RTð@G0=@pÞT ¼ ��V0=RT ð2Þ


The question of the solvent effect on the changes in
the molar volumes of the reagents, activated complex
and products is key to clarifying the reasons for the
changes of rate and equilibrium in conditions of en-
hanced pressure. The volume of the diluted solution can
be presented as:


V ¼ VANA þ VSNS þ ðV�
S � VSÞzNA ð3Þ


where VA, VS and VS* are the molar volumes of the
dissolved compound, neat solvent in bulk and the solvent
in the solvation shell, respectively, z is the number of


solvent molecules in the solvation shell of the dissolved
compound (A) and NA and NS are the numbers of moles
of the dissolved compound and the solvent, respectively.
It follows from this expression that the partial molar
volume (PMV) of the compound (VA) in the diluted
solution is determined by:


@V=@NA ¼ VA þ zðV�
S � VSÞ ð4Þ


The observable value of the PMV can be presented as the
sum of contributions:


VA ¼ VA
W þ VS


el þ VS
str þ VS


disp þ VS
sp: ð5Þ


Here VA
W is van der Waals volume of the compound (A),


VS
el is the volume contribution caused by solvent electro-


striction, Vstr
S is the volume contribution of the structure


and the packing changes, Vdisp
S is the contribution caused


by the difference in the dispersion interaction energy of
the molecules S–S and A–S and Vsp


S is the contribution
caused by formation or destruction of the complexes with
the solvent.1–7


It is clear that for a mechanistic description of the
degree of bond cleavage or formation in the transition
state it is necessary to consider first of all the change
in the VW contribution. But the solvation contribution
zðV�


S � VSÞ may even exceed the value of the activation
volume (�VW


6¼) or reaction volume (�V0,W), which may
be reflected or not by the sign.8,9 The maximum con-
tribution of the solvent electrostriction can be seen in the
electrolyte solutions.4–7 Brower proposed considering the
ratio of the difference in the activation volumes in two
solvents of very different polarities to the difference in
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the molar volumes of similarly sized ions in the same
solvents as a measure of the charge separation in the
transition state of the reaction.10 The change of volume or
heat during the process of solution, related to the mole
number of the dissolved compound, characterizes the
change of these parameters for the whole system, both
the dissolved compound and the solvent. From this point
of view, when a correlated change of PMV and other
parameters takes place it would be useful to predict the
change of PMVs and the values of the activation volume
(�V 6¼) to choose the optimal conditions for carrying out
the reaction. It should be mentioned that the experimental
problems of thermodynamic parameter determination
occur even in non-electrolyte solutions, such as alcohols
in alkanes11 and especially in electrolyte solutions.7


In this work the solvent effect on the PMVand solution
enthalpy of several liquid and solid compounds (not
capable and capable of forming the specific �,�-, n,�-,
�,�- and n,�-interactions) and for 1:1 electrolyte—
lithium perchlorate is considered. In addition, all studied
non-polar, polar and ionic compounds can be represented
as models of appropriate transition states. The solvent
effect on the enthalpy level and molar volume of these
kinds of transition states can be useful for prediction of
the pressure effect on the rate and equilibrium. Lithium
perchlorate was chosen because of its good solubility in a
wide range of n-donor solvents (e.g. up to 6 M in diethyl
ether12) and its high dissociation level.


RESULTS AND DISCUSSION


The values of PMVs were determined for water and
several alcohols in organic solvents11 and for numerous
reagents and products when calculations of the reaction
volumes were made.1–3 It was shown using numerous
examples that the enthalpy of the intermolecular interac-
tion of the different organic compounds is minimal in the
media of alkanes and cycloalkanes.13,14 As follows from
the data in Table 1, the value of the PMV for compounds
2–5 in cyclohexane is always greater than in neat liquids,
and the PMV for cyclohexane (1) in solutions 2–8 is also
greater than in cyclohexane itself. The value of the slope
(0.604) of the correlation (Fig. 1) of the solution enthalpy
for compounds 1–8 in cyclohexane and for cyclohexane
in solvents 1–8 is in agreement with the proposal that
during the solution of cyclohexane solvents 2–8 provide
cyclohexane with their fragments, which have the weak-
est energy of the intermolecular interactions.13,14


On a qualitative level, the intermolecular interaction
energy of any organic compound will lessen with its
dissolvation in alkane or with the dissolvation of alkane
in it, and the loss always takes place due to the second
component (non-alkane). According to the aforesaid, all
the volume effects of solutions containing cyclohexane
are caused by the increase of the intermolecular distance
for compounds 2–8. This is confirmed by the clear T
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proportionality (r¼ 0.994, Fig. 2) in the changes of the
PMV of the compounds in these solutions.


For all the solutions containing cyclohexane the corre-
lation between solution enthalpy (�solH) and the relative
change of volume (�VA/VA) can be seen (Fig. 3). For the
other studied solutions (Table 1) the relationship between
the heat and volume effects cannot be seen. The solution
of chloroform, capable of forming a hydrogen bond with
n-donors, is accompanied by heat emission in the studied
solvents (except cyclohexane and tetrachloromethane)
but a small decrease of PMV can be seen only in
acetonitrile. In spite of the significant exo-effect of the
process of solution of ethyl acetate in chloroform
(�solH¼�2.10 kcal mol�1), its PMV still grows
(�V¼ 0.47 cm3 mol�1). On the other hand, the heat of
solution for ethyl acetate in solvents 3–8 is less than
0.12 kcal mol�1 but the volume changes in these media
differ by 2 cm3 mol�1. All these volume changes may be


ascribed to the differences in the dispersion interaction
energy (Vdisp


S ) and probably also to the changes of the
solvent packing density (Vstr


S ) on the solution formation.
For solutions of anthracene (9), 9,10-dihydroanthra-


cene (10), trans,trans-1,4-diphenylbutadiene (11) and
maleic anhydride (12) in a series of solvents (Table 2)
there are no specific interactions, therefore a small and
irregular change in the values of PMVs and solution
enthalpy takes place. Similar conclusions were obtained
for numerous reagents and adducts of the Diels–Alder
reaction.1–3


For tetracyanoethylene solutions the formation of do-
nor–acceptor �,�-complexes with aromatic solvents leads
to similar PMV changes, as in the case of the formation of
�,v-complexes of gallium chloride with these solvents
(Table 2). The formation of the weaker n,�-complexes
between n-donor solvents and tetracyanoethylene leads to
irregular changes of the analyzed parameters. For gallium
chloride the transfer from �-donor to n-donor solvents
is accompanied by a strong exo-effect of solution but
a relatively small additional decrease of PMV value
(Table 2). The last fact may be explained by the limiting
approach of the molecules in 1:1 n,v-complex, with the
formation of a strong chemical bond. The unusually high
PMV value of gallium chloride in ethyl acetate (Table 2)
is probably caused by the conformation mobility of the
molecules of this solvent.18 The PMV value of tetracya-
noethylene in �-donor solvents is close to its molar
volume in the crystal, but the PMV of gallium chloride
in �- and especially in n-donor solvents is sufficiently less
than its molar volume in the crystal (Table 2).


It can be concluded from the data collected in the
literature1–3,12 and in Tables 1 and 2 that the PMV values
of non-electrolytes in the absence of specific interactions
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with the solvent change by less than 5% because of the
differences in the packing density (Vstr


S) and in the
dispersion interaction energy (Vdisp


S). The dissolution
of the crystal compounds 9–12 (Table 2) is accompanied
by endo-effects and enlargement of the molar volume.
It should be noted that in the absence of the specific
interactions the average value of the ratio of the molar
volume in solution to the molar volume in the crystal
(V/Vcryst.) is relatively constant (1.09–1.12, Table 2). The
results (presented in Tables 1 and 2) do not agree with
Parker’s supposition4,19 that the PMV of non-electrolytes
changes in proportion to the solvent compressibility. The
data for tetracyanoethylene and especially for gallium
chloride in the studied solutions show that complex
formation or destruction during the reaction leads to
significant differences in the volume parameters of acti-
vation and reaction depending on the solvent properties.20


For solutions of alkali metal halides in water and espe-
cially in organic solvents a significant decrease of PMVof
these salts in comparison with their molar volume in
crystals, caused by the solvent electrostriction, was ob-
served.4,7,21 But the row of organic solvents available
for such salt solutions is limited by their low solubility.
The proposal that extrapolation of the measured molar
parameters to a zero concentration of the solute corre-
sponds to the partial parameters at complete salt disso-
ciation needs to be verified.21 In n-donor organic solvents
strong stabilization of the small cation and sufficient
stabilization of the large size anion takes place.4,19,21–23


In Table 3 the results of PMV measurements and heats of
solution for lithium perchlorate in the row of solvents are
collected.


As follows from the Table 3 data, the solution of
lithium perchlorate in all the studied solvents is accom-
panied by heat emission and a significant decrease of
PMV. The absence of a correlation (R¼ 0.158) between
the solution enthalpy and the donor numbers of the
solvents corresponds to the fact that lithium perchlorate
in the studied solutions does not behave as a typical
Lewis acid.27 For complexes with Lewis acids such
as halides of Al, Fe, B, Ga or Sb, the contribution of
the donor–acceptor bonding with n-donor centers of
the solvents is dominant, whereas for lithium per-
chlorate the main contribution to the stabilization energy
is brought about by the electrostatic contribution
of the interaction energy of Liþ cation with the
solvent.4,7,21–23,27,28


The change of the PMV values of lithium perchlorate
does not correlate with the change in solution enthalpy
(R¼ 0.35). A trend in the growth of PMV value together
with the growth of media permittivity takes place
(R¼ 0.89). More definite proportionality (R¼ 0.95) can
be seen between the change of lithium perchlorate PMV
in solution and the change in the compressibility coeffi-
cient of the solvent. The data obtained may be considered
as experimental confirmation of the fact that the change
of lithium perchlorate PMV value in the studied solutionsT
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is controlled by the electrostriction of the solvent in the
solvation shell.


VLiClO4
¼ ð52:6 � 2:8Þ � ð0:228 � 0:028Þ�T;


R ¼ 0:948;N ¼ 9;�T in M bar�1
ð6Þ


The enthalpy of the electrolyte transfer from one solvent
to another allows calculation of the enthalpies of the ions
transfer, commonly relatively to water.23,29 A similar
approach was proposed for determination of the PMV
values of the ions.4,7,21 It is clear that the solution
enthalpy values of ion or the PMV of ion should
be constant in the selected solvent independent of the
source salt of this ion. This ‘consensus technique’4,7,23


allows the validity of experimental data determination
to be checked. As an example, the changes in the
solution enthalpy in the solvent row for lithium perchlo-
rate (Table 3) and for sodium iodide23 were found to be
proportional:


�solHLiClO4
¼ �3:47 þ 1:51�solHNaI;


R ¼ 0:977
ð7Þ


A similar solvent effect on the change of PMV values of
lithium perchlorate (Table 3), sodium iodide and potas-
sium iodide should be noted:4,7,21


VLiClO4
¼ð8:6 � 1:2Þ þ ð0:774 � 0:052ÞVKI;


R¼0:997
ð8Þ


VLiClO4
¼ ð15:2 � 0:8Þ þ ð0:817 � 0:030ÞVNaI;


R ¼ 0:992
ð9Þ


The density, viscosity and conductivity of lithium per-
chlorate solutions in diethyl ether were determined in a
wide range of concentrations (up to 6 M).12 Over the


whole range the slope @d=@C increases smoothly with
dilution, giving a limiting value (0.096) that corresponds
to the PMV value in ether, equal to 15 cm3 mol�1. The
PMV values obtained over the range of diluted solutions
in ether (14.5 cm3 mol�1, Table 3) are in good accor-
dance. The concentration dependence of the apparent
molar volume (’) of lithium perchlorate in dilute solu-
tions was found only in acetone in this work (Table 3).
The calculated PMV value from the dependence of
’�m1/2 in acetone is �2.0 cm3 mol�1. The values for
the PMV of Liþ (�62) and ClO4


� (20 cm3 mol�1)
in acetone picked out in a review7 were calculated
on the basis of PMV data for LiJ (lithium iodide)
(�31 cm3 mol�1, Ref. 30) and NaClO4 (4 cm3 mol�1,
Ref. 5) in acetone. From these PMV values of ions in
acetone the calculated value for the PMV of lithium
perchlorate in acetone (�22 cm3 mol�1) is 20 cm3 mol�1


less than the value obtained in our work (�2 cm3 mol�1,
Table 3). On the other hand, the difference in the values
for the PMVof NaClO4 (4 cm3 mol�1, Ref. 5) and LiClO4


in acetone (�2 cm3 mol�1, Table 3) closely correspond7


to the difference in the PMV of Naþ and Liþ cations in
the big series of the solvents (6� 2 cm3 mol�1).


The changes in the PMV of potassium iodide and
sodium iodide,4,7 as well as lithium perchlorate (Table
3), correlate better with the compressibility coefficient
change (R� 0.96). As follows from the Table 2 data, in
the absence of specific interactions the crystal volume
increases approximately by 10% during the solution
process. This allows an estimate to be made of the overall
decrease of the solvent volume in a dilute solution (�VS)
that contains one mole of lithium perchlorate (Table 3). If
we consider a PMV decrease of the salt as a result of
compression of only one mole of the solvent in the
solvation shell, as in the usual n,v-complex of an n-donor
solvent with a Lewis acid (ratio 1:1), then the volume
of the compressed solvent should be much less than its
van der Waals volume, which seems unrealistic. Thus, the
value of the coordination number z (in Eqn (4)) should be


Table 3. Partial molar volumes (V, cm3mol�1) and their changes (�V), solution enthalpies (�solH, kcalmol�1) of lithium
perchlorate in a series of solvents, permittivity ("), donor numbers (DN) and compressibility coefficients (�T, bar


�1) at 25 �C


Solvent Va �V �solH "b DNb 106 �T
b


Diethyl ether 14.5 33.8 �6.2 4.33 0.49 186.5; 190c


Tetrahydrofuran 23.6 24.7 �11.7 7.52 0.52 116c


Ethyl acetate 25.1 23.2 �8.9 6.08 0.44 113.2; 112c


Dimethylsulfoxide 38.7 9.2 �18.0 47.2 0.77 49.0d


Acetonitrile 20.1 28.2 �9.2 36.6 0.36 113c


Nitromethane 36.4 11.9 �14.8 37.3 0.07 71c


Methanol 24.6 23.7 �12.4 33.0 0.66 121.4; 125c


Formamide 48.3 0 �10.8 100.5 — 40.0c


Water 44.2 4.1 �6.3e 80.1 — 45.8; 46.6c


a Molar volume of lithium perchlorate in crystals is 43.8 cm3 mol�1 (from Ref. 17).
b According to the data of Ref. 24.
c Calculated using the data on the sound velocity in these media at 25 �C (from Ref. 25).
d According to the data of Ref. 26.
e According to the data of Ref. 7.
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more than unity. Hence lithium perchlorate in solution
differs sharply from n,v-complexes with soft Lewis acids,
where z is equal to unity.27


CONCLUSION


It follows from the data obtained, that for non-electro-
lytes the clear relationship between PMV change and
solution enthalpy can be seen only for solutions contain-
ing alkanes and for molecular complex formation. From
the comparisons made, it can be seen that the contribution
of electrostriction of the media on the value of the lithium
perchlorate PMV is determined not only by the value of
the solvent permittivity but also (and more significantly)
by its compressibility.


Available data on the free energy, enthalpy and entropy
of electrolyte solvation have been collected in several
reviews.19,22,23 From the data obtained in this work it
follows that the change of solution enthalpy corresponds
qualitatively to the PMV change only in those cases when
the enthalpy change controls the change of the free
energy of solvation.


EXPERIMENTAL


All solvents were purified by known methods31 and
distilled just before measurement. Anthracene, 9,10-di-
hydroanthracene and trans,trans-1,4-diphenylbutadiene
(Aldrich) were purified by column chromatography
with neutral alumina oxide in a benzene–hexane (1:6)
eluent. Maleic anhydride was purified by distillation.
Tetracyanoethylene (Aldrich) was sublimed in a vacuum
(100 �C, 20 Pa). Gallium chloride was obtained by chlor-
ination of the metallic gallium in a flow of dry hydrogen
chloride at 170 �C, with subsequent vacuum distillation.


The pure lithium perchlorate was dried continuously
(150–180 �C, 50 Pa) until the melting point was no lower
than 233 �C.


The apparent molar volume (’) of the dissolved
compound (A) in the solvent (S) can be calculated by
the additivity assumption:


’ ¼ 1000 � ðd0 � dÞ=ðmA � d0 � dÞ þMA=d ð10Þ


Here d0 and d are the densities of the solvent and solution,
MA is the molar weight of the dissolved compound and
mA is the molality of the solution. Similar relations can be
obtained for the concentration expressed in molarity
units, molar fraction or weight percent. The experimental
values of ’ and the limiting values of VA are independent
of the concentration scales. Equation (10) is more con-
venient in the following form:


ð1000 þMA �mAÞ=d ¼ 1000=d0 þ mA �’ ð11Þ


The slope of dependence (1000 þMA�mAÞ=d from (mA)
at mA! 0 corresponds to the value of the PMV (VA).
Calibration of the densitometer (PAAR, DMA-602) was
made using data on the vibration of the tube filled with
dry nitrogen and then degassed with twice-distilled water.
The triple system of maintaining the temperature in the
densitometer was described earlier.20 Deviation of the
temperature during the experiment did not exceed
� 0.002 �C and the required correction was made accord-
ing to data on the temperature coefficient of the solvent
expansion. The experimental conditions of PMV deter-
mination for lithium perchlorate in the row of solvents are
shown in Table 4.


For electrolytes (1:1) the problem of precise determi-
nation of the limit values of PMVand solution enthalpy in
organic solvents is related to the reliability of extrapola-
tion of experimental data to the state of complete salt


Table 4. Experimental interval of the concentrations (mA, mol kg�1), the number of measurements (N) and the correlation
coefficient of linear regression (R, Eqn (11)) used for determination of PMV values (V, cm3mol�1) for lithium perchlorate in a
series of solvents at 25 �C


Solvent mA R (N) V


Diethyl ether 0.0577–0.2984 0.9966 (5) 14.5; 15a


Acetone 0.0508–0.3092 0.9998 (11)b �2.0b


Tetrahydrofuran 0.0603–0.3382 0.9995 (5) 23.6; 23c


Ethyl acetate 0.0525–0.3519 0.9998 (5) 25.1
Dimethylsulfoxide 0.0492–0.3335 0.9999 (6) 38.7; 92d; 39e


Acetonitrile 0.0176–0.1592 0.9982 (9) 20.1; 20.8f; 14c


Nitromethane 0.0483–0.3206 0.9999 (5) 36.4
Methanol 0.0517–0.3395 0.9997 (6) 24.6; 22e


Formamide 0.0445–0.2898 0.9999 (5) 48.3; 49.6g; 47e


Water 0–0.3240 0.9999 (6) 44.2; 43.2e


a According to the data of Ref. 12.
b From the correlation ’�mA


1/2 (see text).
c According to the data of Ref. 7.
d According to the data of Ref. 32.
e Calculated using the optimization of PMV values of Liþ and ClO4


� ions using the data on the PMV of the other salts (Ref. 7).
f According to the data of Ref. 33.
g According to the data of Ref. 34.
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dissociation. Lithium perchlorate has very high solubility
in selected solvents, along with heat evolution. The PMV
values obtained (Tables 3 and 4) are in good agreement
with data on the other measurements in water, methanol,
formamide, tetrahydrofuran and ether. It should be noted
that the linear dependence (Eqn (11)) is good
(R� 0.9999) for the lithium perchlorate solutions in
water, formamide, nitromethane and DMSO. Only in
acetone is there a significant decrease of the apparent
molar volume (’) of lithium perchlorate in the diluted
solutions. From the dependence ’�mA


1/2, the two sets
of measurements gave values for lithium perchlorate
PMV in acetone of �2.1� 0.2 (R¼ 0.9999) and
�1.8� 0.2 cm3 mol�1 (R¼ 0.9998). The negative PMV
values in acetone were obtained for lithium and
sodium halides.30 The PMV value of lithium cation
(�22 cm3 mol�1) in acetone obtained in this work is in
good agreement with the PMV values of the alkali metal
ions in non-water media.7


The PMV value for lithium perchlorate in dimethyl-
sulfoxide (38.7 cm3 mol�1, Table 3) differs sharply from
the data of Ref. 32 (92 cm3 mol�1). The ‘consensus
technique’4,7,23 predicts the PMV value of lithium per-
chlorate in DMSO to be 39� 1 cm3 mol�1.7 The PMV
value of lithium perchlorate in acetonitrile
(20.1 cm3 mol�1, Table 3) is in agreement with the value
of 20.8 cm3 mol�1 from Ref. 33 but differs significantly
from the results of another works.7 For several solutions
the check measurements were done with newly re-
purified compounds. The errors in PMV determination
of compounds did not exceed � 0.3 (Table 1), � 0.5
(Table 2) and � 1.0 cm3 mol�1 (Table 3).


The values of the heats of solution for more than 2000
diluted solutions were calculated earlier in our labora-
tory15,16 using data from the literature on the heat of mixing
of organic solvents. Data on direct measurements of the
heats of solution of cyclohexane and compounds in cyclo-
hexane have been collected in Refs 13 and 14. The values
of the heats of solution of the other compounds listed in
Tables 1–3 were determined with the help of a differential
calorimeter. The solvent volume in the calorimeter cell was
160 ml and the weights of the samples of compounds were
in the range 30–60 mg. Error in the determination of heats
of solution did not exceed 2%. In the calculations 1 calorie
was taken to be equal to 4.184 J. The procedure of
measurements was described earlier.35 The filling of the
containers with gallium chloride and lithium perchlorate
was performed in a glove-box with phosphorus pentoxide.
It can be noted that between the heats of solution of
sodium4,23 and lithium (Table 3) perchlorates in the row
of solvents a reliable correlation exists:


�solHNaClO4
¼ ð9:92 � 0:17Þ
þ ð1:052 � 0:013Þ ��solH LiClO4


;


R ¼ 0:9998


ð12Þ


Table 3 lists experimental values17,36 of the isothermal
coefficients of solvent compressibility (�T). Some �T


values were calculated from adiabatic data (�S) based
on the ultrasonic velocity25 in these solvents.
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drawing the final map. This review commentary emphasizes some recent findings of relevance to these questions. A
critical account is given about commonly used concepts and practices for interpretation of reactivity trends. It is
questioned whether the SN2/SN1 paradigm is fully appropriate for understanding the factors which govern the outcome
of substitution reactions. Copyright # 2006 John Wiley & Sons, Ltd.
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INTRODUCTION


Hughes and Ingold postulated there are two mechanisms
available to nucleophilic substitution reactions in
solution; SN1 (DNþAN) and SN2 (ANDN).


1–4


Yþ R� X ! R� Yþ X (1)


In the SN2 mechanism the R—X bond is broken and the
R—Y bond is formed in a concerted manner, and
consequently the reaction is bimolecular in the reactants,
hence the label 2. Based on the ideas of among others LeBel5


and London,6 following the experimental findings of Valdens
(Walden),7 Hughes and Ingold stated that the nucleophile
attacks the substrate molecule from the diametrically
opposite side of the leaving group, giving rise to the well-
known [Y ���R ���X] transition structure, ultimately giving
inversion of configuration around the central carbon atom.
The SN1 mechanism, probably originating from Lowry,8 is
unimolecular, and requires two separate steps. The first is
heterolytic cleavage of the R—X bond giving an
intermediate carbocation Rþ, while the second is addition
between of the nucleophile Y to the carbocation. If the
substrate is enantionmerically pure, the stereochemical
consequence of this mechanism is a racemic product mixture
since the carbocation adopts a planar configuration around
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the central carbon and the nucleophile may attack from both
sides with equal probability.


The SN2/SN1 mechanistic scenario is one of the
cornerstones of teaching modern organic chemistry, and
generations of students have been confronted with it, and
trained to understand experimental finding on the basis of
the simple concepts outlined above. It is therefore
relevant to question how solidly the mechanistic
framework is founded. Any reaction mechanism is per
definition open for challenge, and the postulates of
Hughes and Ingold represent no exception. From
accumulated experimental evidence it long ago became
pertinent to adjust the original mechanistic scenario.9–11


For example numerous reports of product mixtures
having enantiomer distributions different from the
predicted 50:50 and 100:0 posed a particular difficulty.
Winstein introduced the notion of ion pairs and a more
complex reaction sequence, of which some of the
elementary steps are reversible and other not.12 More
O’Ferral and Jencks invented and elaborated on a gliding
scale of mechanisms in-between SN1 and SN2.


13–16


Despite the popularity and apparent success of this
extended scenario, there remain unresolved issues related
to the basic assumptions of the theoretical construction.
One obvious critical question is how a mechanism in-
between SN1 and SN2 should be interpreted. It is unclear to
which degree it is bimolecular or unimolecular. An
elementary reaction must be one or the other. A related
question is the debated issue of a third possible mechanism,
a bimolecular retentitive reaction17–20 – meaning that the
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nucleophile attacks the substrate on the same face as the
leaving group departs, in an essentially concerted bond
breaking and bond formation process. These core issues
will be discussed in the following.


In addition to these conceptual difficulties, there are other
questions related to nucleophilic substitution reactions that
yet have to be answered. According to the well-established
textbook knowledge SN reactions follow certain reactivity
trends both in terms of substrate and nucleophile. It will
become evident from the discussion that these patterns are
of limited validity, and that the explanations are incomplete
and even misleading. New insights into this highly
fascinating and intricate topic are therefore welcome. It
is illustrative that Hoz et al.—based on difficulties in
interpreting SN2 reactions on Br—concluded that current
theories are inappropriate.21 They cited Ritchie: ‘. . . the
search for an understanding [of] nucleophilic reactivity [is
comparable] to the search for the Holy Grail.’22


It is innate that mechanistic interpretation in organic
chemistry is based on simplified and idealized gas phase
models, since a mechanism represents a reduction of a vast
set of empirical data. However, during this reduction
process the essential features of the reaction must be
correctly described. It is for example difficult to separate
the properties of themolecules themselves from the effect of
the solvent, and interpretation of trends in reactivity may
easily be erroneous due to the neglect ormisinterpretation of
the solvent effect. In this respect, studies of the reaction in
the gas phase are valuable. When such studies emerged in
the 1960s, it became possible for the first time to directly
study how the inherent properties of the molecules affect
reactivity. As a result of this research, we are now in a much
better situation for understanding the true nature and the full
details of several reactions, in particular SN reactions.
Equally important, in parallel to the development in
experimental methodology, there has been a revolution in
quantum chemistry and modelling. It is now possible to
calculate relative energies and structures of smallmolecules,
and thereby reaction mechanisms, with high accuracy.23


The purpose of this paper is to discuss some of the
deficiencies in the SN paradigm, and to demonstrate that
important issues related to nucleophilicity at best are
incompletely understood. The scope and the format of a
review commentary does not allow for a comprehensive
and fully balanced treatment. The critical reader should
therefore consult the cited papers and recent reviews for
more detail.23–26


BACKSIDE SUBSTITUTION
(TRADITIONAL SN2)


Reactivity trends for nucleophile and
leaving group


Nucleophilicity (from lat. nucleus, dim. of nux nucis nut,
kernel and gr. philos, friend, to love) is the ability of an

Copyright # 2006 John Wiley & Sons, Ltd.

attacking group, Y, to accommodate nucleophilic
displacement in an SN2 reaction, while nucleofugacity
is the corresponding ability of a leaving group, X.


Swain and Scott27 were first to give nucleophilicity a
firm definition, which later has been approved by IUPAC.
They defined nucleophilicity, n, trough a linear free
energy relationship:


logðk=k0Þ ¼ ns (2)


In this equation k0 is the rate coefficient of a standard
reaction, and k is the rate coefficient of the reaction of the
given nucleophile. The slope s reflects the sensitivity of
the given substrate. In their original work they studied the
displacement of bromide using different nucleophiles and
substrates, and their standard reaction was


X� þ CH3Br ! XCH3 þ Br� (3)


Swain and Scott noticed that their approach did not
reveal any direct connection between the kinetic concept
of nucleophilicity and the thermodynamic concept of
basicity. This is an unsettled state of affairs, since
reactivity appears not to be correlated with the inherent
properties of the reactants.27–37 In addition, it has turned
out that there are a couple of other complications. Firstly,
the equation is not universal, as first assumed. Secondly,
the solvent masks the inherent properties of the reacting
molecules. Wolfe and co-workers suggested the remedies
to overcome these limitations.32,38 By studying the
reaction in the gas phase, the solvent is literally lifted
away. In addition, they noticed that the definition given by
Eqns (2) and (3) fails to separate the intrinsic reactivity
from the thermodynamical driving force. By analysing
identity reactions,


Xþ R� X ! X� Rþ X (4)


they also eliminated this factor. By making the attacking
and leaving groups identical, there is no longer any
distinction between inherent nucleophilicity and inherent
nucleofugacity. The intrinsic barrier of a non-identity
reaction can be expressed as the average of the intrinsic
barriers of X and Y. The actual barrier can then be
estimated, using a simple Marcus theory type expression
to introduce the reaction exothermicity (determined
by the relative heterolytic bond dissociation energies of
R—Yand R—X).32,38–41 The early work ofWolfewas not
broad and systematic in its coverage of nucleophiles.
More recent studies by Hoz42,43 and ourselves37,44 have a
broader database, and we have therefore been able to draw
wider conclusions than before.


Using G2 compound quantum chemical calculations,
we modelled the most relevant features of the potential
energy profiles for 18 different identity SN2 reactions:
X�þCH3—X!X—CH3þX� and XHþCH3—
XHþ!þHX—CH3þXH (X¼NH2, OH, F, PH2, SH,
Cl, AsH2, SeH, Br).


44 It was surprising to find that despite
the charge difference, the barrier heights and the
geometrical requirements upon going from the reactant
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Table 1. Calculated transition structure (TS) relative poten-
tial energies (kJmol�1) for cationic identity reactions with
backside displacement, Eqn (6)55–57


HX CH3 CH3CH2 (CH3)2CH (CH3)3C


NH3 56 (100) 73 (105) 86 (�) 101 (130)
H2O 3 (38) 8 (46) �1 (35) �28 (6)
HF �37 (5) �28 (14) �37 (0) �34 (0)


Energies of TS are given relative to the separated reactants. The numbers in
parenthesis corresponds to the energy of the TS relative to the reactant
complex HX . . .R–XHþ. In the case of HF the method is MP2/6-
31þþG(d,p), while for H2O and NH3 the others are G3m.
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to the transition structure are directly comparable for X�


and XH. The intrinsic barrier heights decrease from left to
right in the periodic table, thereby following the trend in
decreasing electron donating ability (Lewis basicity).
Increasing ionisation energy (of X� and XH, respect-
ively) is strongly correlated with decreasing barrier. This
relationship can be explained by comparing the electronic
distribution of the transition structure and the reactants
(i.e. the substrate molecule alone). A nucleophile with a
high IE, for example F�, has a strongly polar C—X bond
in the substrate, where little electron density is donated
from the nucleophile to the methyl cation. The bond,
therefore, has a high electrostatic character. The road to
the TS will be quite easy, since entrance of the second F�


from the rear will not be hampered much by electron
repulsion due to the electron cloud of the first.


The remaining question is how this intrinsic nucleo-
philicity, defined only for identity reactions, relates to
over-all nucleophilicity as defined by Swain and Scott.
Wewill not go into detail here, but the relationship is quite
straightforward.44 On the one hand, the periodic trends in
intrinsic nucleophilicity and Lewis basicity are inverse, as
stated above. This means that F�, in this strict sense, is a
better nucleophile than OH�. On the other hand,
nucleophilicity and basicity draw in the same direction
with regard to the thermochemical force. Heterolytic
bond dissociation energies define carbon basicity, for
example in terms of the methyl cation affinity, MCA


CH3A ! CHþ
3 þ A�; MCA ¼ DH0


f (5)


On this basis the thermochemical driving force is due to
the difference in the C—X and C—Y bond energies – as
implicit in the Marcus formulation – an increasingly
stronger base will lead to an increased rate of substitution.
Over-all nucleophilicity will, therefore, be determined by
the relative contribution of these opposite intrinsic and the
thermochemical factors. For thermoneutral and weakly
exothermic reactions intrinsic nucleophilicity will dom-
inate, while for sufficiently exothermic reactions basicity
and nucleophilicity will merge.

Reactivity trends for substrate


The structure of the alkyl group of the substrate has a
strong influence on reactivity. All textbooks of organic
chemistry quote the well-known solution trends in SN2
reaction rates which is methyl> primary> secondar-
y> tertiary. This trend is often – and somewhat
misleadingly – referred to as steric hindrance.4,11,45


Few systematic studies of gas phase reactions exist, but
for anionic nucleophiles the situation in the gas phase and
solution phase appears to be the same. Experimental46–52


and computational data53,54 agree on this. Exothermicity
may, however, be an issue of concern, as inferred above,
since most reactions studied are non-identity reactions.

Copyright # 2006 John Wiley & Sons, Ltd.

For neutral nucleophiles the situation appears
different.55–57 Table 1 shows the calculated barrier
heights for normal backside substitution for the given
identity reactions.


XHþ R� XHþ ! þHX� Rþ XH (6)


Out of the three nucleophiles considered here, only
ammonia shows the expected behaviour, since a larger
alkyl group gives a higher barrier. For hydrogen fluoride,
the backside displacement is extremely favourable, but
shows relatively little variation with the alkyl group. For
water, the situation is somewhere in-between the two
others, and the trend in barrier height with irregular size,
essentially opposite to the textbook order. The calculated
figures agree well with experimental FT-ICR mass
spectrometry data,58 both qualitatively and quantitatively
in that the relative reaction rates are R¼C(CH3)3>
CH(CH3)2>CH3>CH2CH3 (Fig. 1).


It is illustrative to analyse the transition structures for
the water case. As found for other substrate molecules
R—X, the C—O bond of ROH2


þ becomes longer with the
size of the alkyl group. The same tendency is found in the
TS, where the C—Obonds are even longer. For the t-butyl
case, the two bonds are each around 2.7 Å in the TS, and it
is highly questionable whether they are covalent bonds at
all. More than anything, the situation resembles a
carbocation sandwiched between two water molecules,
bonded by electrostatic forces.


We observed from the data in Table 1 that the stronger
base, ammonia shows textbookbehaviour inhow thebarrier
height increases with the size of the alkyl group. This may
give a clue to the reason behind the trend in the alcohol
data.59 Awater molecule, PA(H2O)¼ 697 kJ mol�1, is less
basic than ammonia, PA(NH3)¼ 854 kJ mol�1, but the
water dimer is of the similar base strength. Larger clusters
are even more basic, approaching bulk water with
PA(H2O)1¼ 1130 kJmol�1. Ab initio calculations includ-
ing four additional water molecules to mimic water
solvation show the textbook order, methyl> primar-
primary> secondary> tertiary. In otherwords, this solvent
effect seemstobea resultof thedifferences in the interaction
between nearest neighbours of the first solvation shell and
the reactingunit in theTSandreactant configurations.58The
increased basicity of the water clusters compared to single
waters appears to be the controlling factor.
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Figure 1. Transition structures (MP2/6-31G(d)) for identity reactions H2OþR–OH2
þ!þH2O–RþOH2. Bond lengths are given


in Å units. For the substrate molecules, R–OH2
þ, the C–O bond lengths are 1.518 Å (Me), 1.549 Å (Et), 1.580 Å (iPr), and 1.611 Å


(tBu)


able 2. Calculated transition structure (TS) relative poten-
ial energies (kJmol�1) for cationic identity reactions with
rontside displacement55–57


X CH3 CH3CH2 (CH3)2CH (CH3)3C


H3 227 (317) 191 (277) 150 (232) —


2O 120 (231) 55 (157) 10 (106) �18 (106)
F 15 (103) — — —


nergies of TS are given relative to the separated reactants. The numbers in
arenthesis corresponds to the energy of the TS relative to the reactant
omplex R–XHþ ���XH. In the case of HF the method is MP2/6-
1þþG(d,p), while for H2O and NH3 it is G3m. No entry means that
S could not be located.
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FRONTSIDE SUBSTITUTION


The idea of a frontside substitution, a controversial issue
among physical organic chemists, was approached by
Glukhovtsec et al.60 by applying quantum chemical
methods. By calculating the barriers for reaction for
X�þCH3X, they found that frontside displacement with
barriers in the range 171–194 kJmol�1 is highly
unfavourable compared to backside displacement. How-
ever, frontside substitution has rarely been advocated for
this type of substrates or nucleophiles. Instead we chose
to investigate more prototype reactions, namely
XHþR—XHþ, thereby including activated substrates
and larger alkyl groups than methyl.55–58 It turns out that
this investigation was very successful. It is not only
possible to locate transition structures for the retentitive
mechanism, but it is far more favourable than anticipated.
In the case of the protonated alcohols (HX¼H2O) we
found that for identity reactions the energy difference
between the TSs for frontside and backside substitution
decreases with increasing size of the R group. In the case
of t-butyl, the TS for frontside substitution is only
10 kJmol�1 above that for backside substitution, both
transition structures being lower in potential energy than
the separated reactants. The same trend is also found for
the protonated amines (HX¼NH3). In the case of
R¼ (CH3)3C, no TS for the frontside displacement was
found, and the reaction most likely occurs via a two step
process (ANþDN), being only marginally more energy
demanding than the backside mechanism. In the case of
HX¼HF even the methyl substrate demonstrates
potential frontside reactivity, with a barrier at
18 kJmol�1. For the larger substrates, that is upon
increased methyl substitution at the a-carbon, no genuine

Copyright # 2006 John Wiley & Sons, Ltd.

TS for frontside nucleophilic substitution TS could be
found. The protonated alkyl fluorides (R¼ ethyl) are
extremely loosely bonded, and should be regarded as
weakly interacting ion–molecule complexes of the type
Rþ ��� FH. In fact, they are very close to the borderline of
forming stable carbocations, thereby approaching very
closely the limiting SN1 reaction. Born–Oppenheimer
reaction dynamics simulation have demonstrated that
both frontside and backside substitution is feasible,
despite there is no TS for the former61 (Table 2).


Ab initio model calculations clearly show that
protonated cyclopropanol ring opens upon frontside
attack of a water molecule. The ring is, however,
stabilized by alkyl substitution. This is demonstrated by
calculations of the SN2 mechanisms of protonated
bicyclo[3.1.0]hexanol (Scheme 1).62 It is remarkable
that the found TS for frontside substitution in this case is
even lower in potential energy than the corresponding TS
for backside substitution. Another feature is that a
compound with the same essential structural features was
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Scheme 1.


Scheme 2.
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noted already in 1979 to undergo retentitive nucleophilc
substitution under typical SN2 conditions.17


Most substrates become activated by protonation in the
sense that an R—XHþ bond is longer than an R—X bond.
This bond elongation is accompanied by a considerable
decrease in the heterolytic bond dissociation energy.
However, different substrates and X groups display great
variability in their susceptibility to this effect. Generally,
a more electronegative group will be more strongly
affected than a less electronegative, and a more
substituted alkyl group will be more affected than a less
substituted. All this is in full accordance with how these
substrates respond to conditions usually associated with
the SN1 mechanism, for example in acidic solvolysis. In
the rational Hughes/Ingold interpretation, this means that
the more strongly the molecule becomes activated by
protonation in this way, the closer does it approaches a
weakly bonded carbocation and thereby the true SN1
situation. From our study on the SN2 reactivity, discussed
above, we learned that protonation affect reactivity in a
different way in terms of barrier heights. But we noticed
that TS geometries for SN2 also are expanded, resembling
a sandwiched carbocation for tertiary substrates.

CONCLUSIVE REMARKS


How should these findings be interpreted, and what are the
consequences? The obvious weakness of the Ingold/
Hughes model is the intimate coupling between stereo-
chemistry and molecularity – a bimolecular substitution
gives inversion, and a unimolecular gives racemization.
Only elementary gas phase reactions are simple in this
respect, since they are either bimolecular or unimolecular.
In solution, the situation is much more complex. In
principle, the molecularity cannot be defined, since it is
impossible to draw a firm line separating which solvent
molecules are involved in the rate determining step and
which are not. The kinetic order of a reaction, which is
different from its molecularity, can of course be determined
but is of limited use. Amajority of reactions classified to be
SN1 are solvolysis reactions, for which it is impossible to
determine neither order normolecularity. Thiswriter is free
to speculate that the rate-determining step in any
nucleophilic solvolysis involves more than one molecule.
It would be difficult to provide convincing counter
arguments. It is only possible to isolate carbocations under
the extreme conditions of a superacid or high vacuum.
Crystals of salts of carbocations can only be realized with

Copyright # 2006 John Wiley & Sons, Ltd.

the most extremely weakly coordinating anions. To this
end, methyl and ethyl cations are unknown even in super
acid. Our first conclusion is that reactions in normal
solvents will always be at least bimolecular. True
unimolecular events are rare and short-lived carbocationic
species whether they exist as shallow potential energy
minimaor represents transition structures are essentially the
result of direct solvent assistance Scheme 2.


Winstein extended the Ingold/Hughes model to
incorporate salt-effects and variable enantiomeric pro-
duct distributions apparently in-between 50 and
100%.12,63 By introducing the intimate ion pair, the
solvent separated ion pair and the free ions along the
reaction coordinate, they were able to rationalize a large
body of experimental observations. The model is also
flexible since it involves several elementary steps, and
can therefore be applied for quite complicated kinetics.
Despite these positive sides, the model is of limited value
in predicting the stereospecificity of a solvolytic reaction,
and it makes some quite dubious assumptions regarding
the existence of various energy minima (the ion pairs)
and the heights of the barriers separating them. Another
major limitation of this and similar models is that it does
not include the obvious option of frontside bimolecular
substitution as an elementary step. Our second con-
clusion is therefore that an improved mechanistic
paradigm should not only include real intermediates as
minima but also incorporate transition structures for
frontside and backside substitutions. As demonstrated
above, a much simpler and more realistic picture is
obtained by invoking the topographically distinct back-
side and frontside substitution situations, and realising
that frontside substitution becomes gradually more
competitive when the alkyl group becomes bigger and
the leaving group/nucleophile becomes better.
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ABSTRACT: Several benzimidazole N-oxide derivatives were synthesized in very good yields by heating under reflux
the corresponding N-(2,4- or 2,6-dinitrophenyl) amino acid derivative with NaOH in 60% 1,4-dioxane–H2O. The
N-oxides obtained from glycine and �- and �-alanine derivatives lost the carboxylic group. The observed rate constant
for the reaction of N-(2,4-dinitrophenyl) glycine (2a) in 10% 1,4-dioxane–H2O to give 5-nitro-1H-benzimidazole-3-
oxide (4a) is first order on [NaOH]; the second-order rate constant is kN¼ 1.7� 10�3


M
�1 s�1. The mechanism


proposed includes the formation of an N-alkylidene 2-nitrosoaniline-type intermediate as the rate-determining step.
Copyright # 2006 John Wiley & Sons, Ltd.
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INTRODUCTION


Compounds derived from benzimidazole and benzimida-
zole N-oxide exhibit a wide range of biological properties,
including insecticide and herbicide activity,1 antiviral,
antifungal and antibacterial activity,2 antitumoral and
antimicrobial activity,3,4 anti-ulcerative, antihypertensive
and antihistaminic activity,5 antihelmintic activity in
veterinarian medicine5 and also anti HIV-1 activity.6


Benzimidazole N-oxides are not synthesized by direct
oxidation of benzimidazoles, thus it is important to
develop versatile synthethic methods to obtain a variety
of benzimidazole N-oxide derivatives. Thermal and
photochemical cyclizations of 2-nitroaniline derivatives
having electron-withdrawing substituents � to the amino
group are known to give benzimidazole N-oxides,7–11


but the reaction failed to obtain 7-nitro-substituted
compounds.12


We have reported previously on the synthesis of
7-substituted benzimidazole N-oxides by cyclization
of several N-alkyl-2-nitroaniline derivatives.13,14 The
cyclization reaction requires two ortho substituents to
the amino group and the presence of an NH proton. In


some cases, substitution of the amino group leading to
phenol competes with the cyclization reaction.13,14 The
yield of the N-oxide depends on the substituents on the
aromatic ring and the concentration of the base.13,14


To determine the scope of the method with regard to
the effect of an electron-withdrawing substituent on the
alkylic chain, we carried out a study on the reaction of
substrates 1a–1d, 2a and 2b and the results are reported
here.


RESULTS AND DISCUSSION


Synthesis


When compounds 1a–1d, 2a and 2b were heated at
reflux in 60% (v/v) 1,4-dioxane–H2O with 0.2 M NaOH,
they afforded the corresponding benzimidazole N-oxides
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3a–3c, 4a and 4b in very good yields. The results are
summarized in Table 1. It is important to notice that 1d,
which has the carboxylic acid in � position with respect
to the amino group, gave the N-oxide derivative 3c, which
retained the carboxylic group, whereas compounds 1a–
1c, 2a and 2b, which have the carboxylic group in � or �
position, gave the cyclization product with elimination of
the COOH group.


The two pKa values of the benzimidazole N-oxides 3a–
3d, 4a and 4b were determined by spectrophotometric
titration and are summarized in Table 1; they are similar to
those reported before for 4a9 and other related N-oxi-
des.13,14 These pKa values correspond to deprotonation of
þNH2 in conjugate acid of benzimidazole N-oxide (pKa1)


and deprotonation of NH in benzimidazole N-oxide
(pKa2).


14,15


The cyclization reaction leading to the formation of N-
oxide 3a or 4a was the only reaction observed with
glycine derivatives 1a and 2a (Scheme 1). Substitution
of the amino group to give 2,6-dinitrophenol (5a) or 2,4-
dinitrophenol (5b) competes with cyclization in the re-
action of compounds 1b–1d and 2b (Schemes 2 and 3).
Formation of the substitution product and cyclization
product was also reported for the reaction of N-n-butyl-
2,4,6-trinitroaniline (6),13 N-n-butyl-2,6-dinitro-4-tri-
fluoromethylaniline (7a) and N-n-propyl-2,6-dinitro-4-
trifluoromethylaniline (7b)14 in 60% 1,4-dioxane–H2O
at reflux. On the other hand, N-(2,4-dinitrophenyl)


Table 1. Synthesis of benzimidazole N-oxides 3 and 4a


Amino acid [NaOH] (M) Time (min) Product Yieldb (%) pKa1 pKa2 Product Yieldb (%)


1a 0.20 20 3a 70 2.20� 0.03 6.22� 0.01
1b 0.20 15 3b 90 2.41� 0.04 6.83� 0.04 5a <5c


1c 0.20 10 3b 79 5a 10
1d 0.20 20 3c 83 2.40� 0.03 7.18� 0.02 5a 7
2a 0.20 10 4a 71 2.23� 0.05d 5.90� 0.01e


2af 0.20 60 4a 84
2b 0.20 120 4b 88 2.53� 0.02 6.56� 0.02 5b 13.5c


2c 0.20 300 5b 94
2c 0.01 2400 5b 6c,g


a In 60% 1,4-dioxane–H2O at reflux.
b Percentage yield of isolated product.
c Quantified by 1H NMR.
d Literature value of 2.2 (Ref. 9).
e Literature value of 5.9 (Ref. 9).
f Temperature¼ 25 �C.
g Unreacted 2c was also found.


Scheme 1


Scheme 2
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�-alanine (2c) gave only 2,4-dinitrophenol (5b) even with
0.01 M NaOH (Scheme 4). In previously studied reac-
tions16 it was found that the relative yield of N-oxide/
phenol increases as the HO� concentration decreases.


Effect of COOH group


The presence of a carboxylic group in the alkylic sub-
stituent on the amino nitrogen has an important effect on
the reaction. With the 2,4-dinitro derivatives, although N-
n-butyl-2,4-dinitroaniline (2e) gave only 2,4-dinitrophe-
nol (5b) (Scheme 4),13,16 2a gave only N-oxide 4a
(Scheme 1) and 2b gave N-oxide 4b as the main product
together with a minor amount of phenol 5b (Scheme 2).
In order to obtain the cyclization product, proton abstrac-
tion from the CH2 group is proposed in the generally
accepted mechanism for these reactions.11,12 The pre-
sence of an electron-withdrawing substituent close to the
reaction center facilitates this process. As the distance of
the carboxylic group from the reaction center increases,
the stabilization of the negative charge diminishes and
only the substitution reaction takes place, as in 2c
(Scheme 4).


On the other hand, although the N-alkyl-2,6-dinitro
derivatives, like 1e in 60% dioxane–H2O, gave only the
N-oxides irrespective of the length of the alkylic
chain,13,14,16 in the case of compounds 1b–1d the sub-
stitution reaction competes with N-oxide formation to
give phenol 5a (Schemes 2 and 3) in yields of 5–10%.


The fact that a substitution reaction was found with
compounds 1b–1d indicates that a parallel pathway for
the substitution of the amino group may operate when a
carboxylic group is present in the alkylic chain. One
possibility is the intramolecular reaction shown in 8b–8d.


The formation of spiro complexes is a process ther-
modynamically and kinetically favored over that of
analogous complexes arising from intermolecular pro-
cesses.17,18 There are also reports on Smiles rearrange-
ments where N displaces O and others where O displaces
N.19 The presence of the carboxylic group in substrates
1b–1d enables the formation of the spiro Meisenheimer
complexes 8b–8d; the phenol could be obtained from
these complexes via C—N bond-breaking and hydrolysis
of the intermediate ester.


The five-membered complex 8b is expected to be more
stable than the others18 and to display a greater neighbor-
ing group effect.20 It is well known that the rate of
cyclization increases when geminal dialkyl groups are
located in the alkyl chain, in-between the neighbouring
group and the reaction center.20 Thus the absence of an
electron-donating CH3 group in 1a may favor cyclization
to give N-oxide over substitution via spiro complex
formation.


Kinetics of N-oxide formation


We undertook a kinetic study of the reaction of 2a in 10%
dioxane–H2O at 25 �C with 0.01–1.00 M NaOH, which
leads to the formation of N-oxide 4a. The formation of 4a
was first order on [NaOH] with a second-order rate
constant kN¼ 1.57� 10�3


M
�1 s�1 (Table 2 and Fig. 1).


This rate constant can be compared with the value of
the observed rate constant for the reaction of 2e in 20%


Scheme 3


Scheme 4
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1,4-dioxane–H2O, which gave only the substitution pro-
duct 5b, and for 1 M NaOH it is kP¼ 8� 10�7 s�1;16


substrate 2a is about 2000 times more reactive than 2e.
These results are consistent with the proposed mechan-
ism for the cyclization reaction that requires deprotona-
tion of the CH2 � to the amino group,11,12 because it is
well known that a carboxylate group decreases the acidity
of an � carbon by about 25 pKa units.21


Kinetics of phenol formation


We also performed a kinetic study of the reaction of 2c to
give phenol 5b in 20% 1,4-dioxane–H2O at 25 �C with
1 M NaOH. The observed rate constant for the formation
of 5b is kP¼ 2.2� 10�6 s�1, which is 2.75 times higher
than that for the formation of the same phenol from 2e.16


These results support the assumption that, along with the
expected aryl nucleophilic substitution pathway proposed
for the formation of 5b from 1e,16 a parallel reaction
pathway is available when there is a COOH group in the


alkyl chain, as suggested above for the reaction of
compounds 1b–1d.


NMR studies


The reaction of N-(2,4,6-trinitrophenyl) glycine (9) was
followed by 1H NMR in 60% dioxane–d8-D2O at room
temperature with 0.2 M NaOD; only the formation of
5,7-dinitro-1H-benzimidazole-3-oxide (10) was detected
(Scheme 1). The NMR spectrum of 9 has a single peak in
the aromatic region at �¼ 9.16 (Fig. 2a). In the spectrum
taken 15 min after the addition of NaOD (Fig. 2b), three
signals attributed to N-oxide 10 by comparison with the
spectrum taken at infinite (Fig. 2c) appeared at 8.67 (d),
8.52 (d) and 7.94 (d), along with signals at �¼ 9.00 (d),
8.97, 8.85 (d), 6.19 (d), 6.15 (d) and 5.26 which may be
attributed to the presence of scomplexes formed by
addition of nucleophiles to unsubstituted ring positions17


and the dianion of 9.22 The addition of nucleophiles to
unsubstituted ring positions of trinitrobenzene derivatives
is a well-documented reaction.17,22,23 Intermediates of
this type are formed in the hydrolysis reaction of 1-
amino-2,4-dinitro24 and 1-amino-2,4,6-trinitroben-
zenes25 with pyrrolidine, piperidine or morpholine as
the amino group.


We followed the reaction of 2a by 1H NMR with NaOD
in 10% 1,4-dioxane–d8-D2O at room temperature. When
the initial concentration of 2a was 4.8� 10�2


M and
NaOD was 1 M the spectrum of the solution at the end
of the reaction indicates that an unknown product was
formed along with N-oxide 4a. This was confirmed by the


Table 2. Rate constants for the reaction of N-(2,4-dinitro-
phenyl) glycine (2a) with NaOH at 25 �C in 10%
1,4-dioxane–H2Oa


[NaOH] (M) kobs� 104 (s�1)


0.204 2.95� 0.02
0.407 5.88� 0.03
0.610 8.47� 0.05
0.814 12.9 � 0.02
1.001 16.3� 0.2


a Ionic strength I¼ 1 M (NaCl when needed); [2a]0¼ 6.93� 10�5
M.


Figure 1. Plot of kobs vs. [NaOH] for the formation of 4a
from 2a at 25 �C in 10% 1,4-dioxane–H2O. Ionic strength
I¼1M (NaCl); [2a]0¼ 7.00�10�5


M


Figure 2. 200MHz 1H NMR spectra of: (a) 9 recorded in
60% dioxane–d8-D2O at room temperature, (b) 15min after
addition of 0.2M NaOD (c) at infinity; [9]0¼ 3.08�10�2


M
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UV–visible spectrum. When the reaction was conducted
with 0.2 M NaOD the only product observed by 1H NMR
and UV–visible spectrophotometry was 4a, as was found
in the kinetic study with [2a]0¼ 7.00� 10�5


M. These
results may indicate that the formation of the unknown
product depends on substrate concentration as well as on
[NaOH]. Smith and co-workers reported previously the
formation of azoxybenzene derivatives in the reaction of
some substituted o-nitroanilines in basic media.12,26 No
further attempts to identify the product were made.


Mechanism of N-oxide formation


Considering the results of the kinetic study of the reaction
of 2a in 10% 1,4-dioxane–H2O, and the mechanism
previously proposed,16 we suggest the mechanism shown
in Scheme 5 for the formation of N-oxides 4a and 4b.


The first step of the mechanism is the ionization of
substrate. The absence of the formation of N-oxide in the
reactions of N-butyl-N-methyl-2,6-dinitroaniline in 10%
and 60% 1,4-dioxane–H2O,16 N,N-di-n-propyl-2,6-dini-
tro-4-trifluoromethylaniline in 60% 1,4-dioxane–H2O14


and N,N-diethyl-2,4-dinitro-6-trifluoromethylaniline in
basic ethanol11 is a good indication of the need to
generate a negative charge over the nitrogen of the amino
group in order to give the cyclization product. However, it
may be that for compounds 2a and 2b, which bear a
carboxylate group in the lateral chain, this is not true. A
reviewer suggested that an alternative mechanism could
involve ionization of the �-carbon of compounds 2a and
2b as the first step in the mechanism and then cyclization
through intramolecular attack of this carbanion on the
nitrogen of the o-nitro group. However, we think that the


mechanism shown in Scheme 5 is the one that better
represents the complete set of data.


We suggest the formation of intermediate 12 in the
reaction pathway to benzimidazole N-oxide on the follow-
ing basis: the reduction of nitro to nitroso groups of
benzene derivatives in basic solution is a well-documented
reaction;27 the reaction of formaldehyde with N-methyl-
4-nitro-2-nitrosoaniline in 9 N sulfuric acid gave 1-
methyl-5-nitro-1H-benzimidazole-3-oxide;7 2-aryl-5-ni-
trobenzimidazole-3-oxides were formed by reaction of
4-nitro-2-nitrosoaniline and aromatic aldehydes in acid
media;28 reductive cyclization of N-benzylidene-2-ni-
troanilines prepared from o-nitroaniline and benzalde-
hydes is described as a synthethic route to substituted
benzimidazoles;5 and in the reactions of some ester
and nitrile derivatives of N-(o-nitrophenyl) glycine with
and without N-alkyl substituents, structures of the type of
12 were proposed as intermediates in benzimidazole
N-oxide formation.12


Assuming that the steps after cyclization are faster than
the others and considering 12 as a steady-state intermedi-
ate, kobs for the mechanism of Scheme 5 is given by


kobs ¼
K1k2k3½HO��
k�2½HO�� þ k3


ð1Þ


If k>>3k�2[HO�], Eqn (1) is reduced to Eqn (2), which
has the same mathematical form of the experimentally
observed expression for the reaction of 2a in 10% 1,4-
dioxane–H2O. This suggests that the rate-determining
step for the reaction is the formation of intermediate 12


kobs ¼ K1k2½HO�� ð2Þ


Scheme 5
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It was observed that compounds with a COOH group �
or � to NH (1a–1c, 2a and 2b) lost the carboxylate to give
the N-oxides (3a, 3b, 4a and 4b) whereas that with
COOH � to NH (1d) retained the COOH (3c). This could
be explained by the mechanism proposed in Scheme 5;
loss of CO2 is posible in those compounds in which the
carboxy group is adjacent to an N-oxide system8 where
the negative charge generated could be stabilized by
resonance. In the case of compound 1c, which has the
COOH group � to NH, we suggest that CO2 elimination
could occur after the formation of compound 15, leading
to the formation of a stable anion.


Conclusions


The method described here allowed the synthesis of 7-
nitro-1H-benzimidazole N-oxide derivatives that were
not formed by previously described methods.12 Besides,
the presence of an electron-withdrawing group in the
alkylic chain � to the NH that facilitates proton abstrac-
tion from the CH2 group enables cyclization in the
absence of a second substituent in the aromatic ring ortho
to the amino group that was not possible in previously
studied N-alkyl derivatives.13 The results presented give
support to the mechanism proposed before for N-oxide
formation.16


EXPERIMENTAL


Materials


1,4-Dioxane was purified as described previously.29


Water purified in a Millipore Milli-Q apparatus was
used throughout. All of the inorganic reagents were of
analytical-reagent grade and were used without further
purification. The NaOH concentrations are expressed in
terms of total solvent volume (1,4-dioxane–H2O). Melt-
ing points were determined on an electrothermal appara-
tus. Proton (200 MHz) and 13C (50 MHz) NMR spectra
were recorded on a Bruker ACE 200 spectrometer.
Chemical shifts in CDCl3þ (CD3)2SO are reported as �
values downfield from (CH3)4Si and those in (CD3)2SO
are referenced to the solvent signal. The mass spectra (EI)
and HRMS (EI) were done at Unidad de Espectrometrı́a
de Masas, Universidad de Santiago de Compostela,
Spain. Infrared (IR) spectra in KBr were obtained on a


Nicolet 5SXC FT-IR spectrometer and UV–visible spec-
tra and kinetic measurements were recorded on a
Shimadzu UV 2101 spectrophotometer. Thin-layer chro-
matography (TLC) was carried out using silica gel
60 F254 (Macherey-Nagel) and spots were visualized by
UV. Silica gel 60 mesh size (0.063–0.200 nm, Merck)
was used for column chromatography.


Determination of pKa


The pKa values of compounds 3a–3d, 4a and 4b were
determined by spectrophotometric titration in 10% (v/v)
1,4-dioxane–H2O at 25 �C. Solutions for the various pH
ranges were prepared using HCl (pH 0.7–3.0), acetic
acid–sodium hydroxide (pH 3.5–5.5) and Na2HPO4–
KH2PO4 (pH 5.8–8.0).


Synthesis of N-dinitrophenyl amino acids


Compounds 1a–1d, 2a–2c and 9 were synthesized and
isolated by the method previously described.8


N-(2,6-Dinitrophenyl) glycine (1a). Yellow solid, m.p.
172–174 �C (lit.12 173–175 �C), yield 60%. 1H NMR
(CDCl3þ (CD3)2SO, 200 MHz) �: 3.65 (d, 2H,
J¼ 4.38 Hz, CH2), 6.76 (t, 1H, J¼ 8.4 Hz, Ar), 8.14
(d, 2H, J¼ 8.4 Hz, Ar) and 8.99. 13C NMR
(CDCl3þ (CD3)2SO, 50 MHz) �: 46.81, 114.87, 132.14,
138.15, 139.10 and 170.50. IR (KBr, �max cm�1): 1723.9
(s). MS m/z: 241.8 ([Mþ 1]þ, 2.2), 240.75 (Mþ, 16.25),
196 (100), 168, 138, 105, 91 and 75. HRMS (EI): m/z calcd.
for C8H7N3O6: 241.0335; found: 241.0338.


N-(2,6-Dinitrophenyl) �-alanine (1b). Yellow solid, m.p.
137–139 �C, yield 70%. 1H NMR (CDCl3þ (CD3)2SO,
200 MHz) �: 1.46 (d, 3H, J¼ 6.94 Hz, CH3), 4.02 (m, 1H,
J¼ 7.3 Hz, J¼ 6.94 Hz, CH), 6.86 (t, 1H, J¼ 7.68 Hz,
J¼ 8.76 Hz, Ar), 8.18 (d, 2H, J¼ 8.04 Hz, Ar) and 8.66
(d, 1H, J¼ 7.68 Hz, NH). 13C NMR (CDCl3þ (CD3)2SO,
50 MHz) �: 18.70, 53.42, 115.65, 131.90, 138.37, 139.39
and 173.89. IR (KBr, �max cm�1): 1734.1 (s), 1713.7 (s).
MS m/z: 255.0 (Mþ, 14.18), 209.9 (100), 163.9, 134.0,
117.0 and 106.0. HRMS (EI): m/z calcd. for C9H9N3O6:
255.0491; found: 255.0496.


N-(2,6-Dinitrophenyl) �-alanine (1c). Orange solid, m.p.
137–139 �C, yield 88%. 1H NMR (CDCl3þ (CD3)2SO,
200 MHz) �: 2.65 (t, 2H, J¼ 5.84 Hz, CH2CH2), 3.26 (q,
2H, J¼ 5.86 Hz, CH2), 6.78 (t, 2H, J¼ 8.4 Hz, Ar), 8.17
(d, 2H, J¼ 8.4 Hz, Ar) and 8.57 (s, 1H, NH). 13C NMR
(CDCl3þ (CD3)2SO, 50 MHz) �: 34.01, 42.44, 114.35,
132.06, 138.02, 139.02 and 172.95. IR (KBr, �max cm�1):
1734.1 (s). MS m/z: 254.9 (Mþ, 57.33), 196.0, 191.9,
175.9 (100), 133.0 and 105.0. HRMS (EI): m/z calcd. for
C9N9N3O6: 255.0491; found: 255.0487.
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N-(2,6-Dinitrophenyl) aminobutyric acid (1d). Yellow
solid, m.p. 174–175 �C, yield 76.6%. 1H NMR
(CDCl3þ (CD3)2SO, 200 MHz) �: 1.99 (m, 2H, J¼
6.94 Hz, CH2CH2), 2.37 (t, 2H, J¼ 7.12 Hz,
CH2CH2CH2), 3.05 (td 2H, J¼ 4.74 Hz, J¼ 2.2 Hz,
CH2), 6.80 (t, 2H, J¼ 8.04 Hz, Ar), 8.18 (d, 2H, J¼ 8.04
Hz, Ar) and 8.30 (s, 1H, NH). 13C NMR
(CDCl3þ (CD3)2SO, 50 MHz) �: 24.71, 30.59, 45.46,
113.84, 131.63, 137.29, 139.31 and 173.62. IR (KBr,
�max cm�1): 1708.6 (s). MS m/z: 271.2 ([Mþ 1]þ, 3.22),
270.1 (Mþ, 27.39), 154.0, 87.1 (100) and 85.1. HRMS
(CI): m/z calcd. for C10N12N3O6: 270.0726; found:
270.0724.


N-(2,4-Dinitrophenyl) glycine (2a). Yellow solid, m.p.
189–191 �C, yield 83%. 1H NMR (CDCl3þ (CD3)2SO,
200 MHz) �: 4.24 (d, 2H, J¼ 5.48 Hz, CH2) 6.98 (d,
1H, J¼ 9.5 Hz, Ar), 8.29 (dd, 1H, J¼ 2.56, 6.94 Hz,
Ar) and 9.04 (d, 1H, J¼ 2.56 Hz, Ar). 13C NMR
(CDCl3þ (CD3)2SO, 50 MHz) �: 43.79, 114.14, 122.66,
129.12, 129.47, 135.03, 146.59 and 168.99. IR
(KBr, �max cm�1): 1718.8 (s). MS m/z: 241.75
([Mþ 1]þ, 4.5), 240.75 (Mþ, 55.09), 195.9 (100),
168.0, 138.0, 105.0, 91.0 and 75.0. HRMS (EI): m/z
calcd. for C8N7N3O6: 241.0335; found: 241.0334.


N-(2,4-Dinitrophenyl) �-alanine (2b). Yellow solid, m.p.
178–180 �C, yield 73%. 1H NMR (CDCl3þ (CD3)2SO,
200 MHz) �: 1.66 (d, 3H, J¼ 6.94 Hz, CH3), 4.37 (m,
1H, CH), 6.87 (d, 1H, J¼ 9.88 Hz, Ar), 8.28 (dd, 2H,
J¼ 7.3; 2.2 Hz, Ar), 8.99 (d, 1H, NH) and 9.14
(d, 1H, J¼ 2.4 Hz, Ar). 13C NMR (CDCl3þ (CD3)2SO,
50 MHz) �: 18.24, 51.47, 114.22, 124.30, 130.36, 130.93,
136.40, 147.07 and 173.24. IR (KBr, �max cm�1): 1708.6
(s). MS m/z: 256.9 ([Mþ 1]þ, 0.41), 255.8 (Mþ, 2.68),
209.9 (100), 164.0, 149.0, 118.0, 91.0 and 75.0. HRMS
(EI): m/z calcd. for C9H9N3O6: 255.0491; found:
255.0496.


N-(2,4-Dinitrophenyl) �-alanine (2c). Yellow solid, m.p.
146–148 �C, yield 81%. 1H NMR (CDCl3þ (CD3)2SO,
200 MHz) �: 2.74 (t, 2H, CH2CH2), 3.74 (q, 2H,
J¼ 6.22 Hz, CH2), 7.00 (d, 1H, J¼ 7.04 Hz, Ar), 8.29
(dd, 2H, J¼ 2.56, 7.3 Hz, Ar), 8.87 (s, 1H, NH) and 9.06
(d, 1H, J¼ 2.56 Hz, Ar). 13C NMR (CDCl3þ (CD3)2SO,
50 MHz) �: 33.01, 38.86, 113.73, 123.92, 130.09, 130.23,
135.67, 147.94 and 172.79. IR (KBr, �max cm�1): 1723.9
(s). MS m/z: 256.9 ([Mþ 2]þ, 0.41), 255.8 ([Mþ 1]þ,
12.68), 254.8 (Mþ, 100), 195.9, 190.9, 175.9, 149.9,
119.95, 104.0 and 91.95. HRMS (EI): m/z calcd. for
C9H9N3O6: 255.0491; found: 255.0491.


N-(2,4,6-Trinitrophenyl) glycine (9). Orange solid. 1H
NMR (CDCl3þ (CD3)2SO, 200 MHz) �: 3.63 (d, 2H,
J¼ 4.02 Hz, CH2), 8.9 (s, 2H, Ar) and 9.8 (s, 1H). 13C
NMR (CDCl3þ (CD3)2SO, 50 MHz) �: 45.98, 125.86,
132.38, 135.38, 140.77 and 168.50.


Synthesis of benzimidazole N-oxides;
general procedure


The corresponding N-dinitrophenyl amino acid derivative
was heated at reflux in 60% (v/v) 1,4-dioxane–H2O with
NaOH at the concentration indicated in Table 1. The
reaction was followed by TLC; when no reactant was
observed, the heating was stopped; the solution was
cooled to room temperature and acidified to pH< 5
with 3.2 M HCl.


7-Nitro-1H-benzimidazole-3-oxide (3a). A solution pre-
pared by dissolving 105 mg (0.436 mmol) of 1a in 50 ml
of solvent was heated at reflux with NaOH (0.2 M) for
20 min. The reaction mixture was acidified to pH 4 and
the solvent was evaporated in a rotavapor. The salts were
separated from the product by column chromatography
on alumina (Aluminumoxid G type E, Merck) by eluting
with acetone and acetone–methanol (90:10). The N-oxide
was isolated as an orange powder that decomposed at
198 �C.


1H NMR ((CD3)2SO, 200 MHz) �: 7.14 (t, 1H, J¼
7.8 Hz, Ar), 7.61 (d, 2H, J¼ 8.04 Hz, Ar), 7.89 (d, 1H,
J¼ 8.04 Hz, Ar) and 8.22 (s, 1H, Ar). 13C NMR ((CD3)2SO,
50 MHz) �: 116.58, 117.52, 119.49, 132.10, 135.33, 137.89
and 142.53. HRMS (FAB) m/z: calcd. for C7H4N3O3:
178.0247; found: 178.0254.


2-Methyl-7-nitro-1H-benzimidazole-3-oxide (3b) from
1b. A solution prepared by dissolving 199.9 mg
(0.784 mmol) of 1b in 100 ml of solvent was heated at
reflux with NaOH (0.2 M) for 15 min. The reaction
mixture was acidified to pH 3 and filtrated with an
ionic interchange resin (DIAION) with H2O, MeOH
and acetone. The products were treated with acetone,
in which the phenol is completely soluble and the
N-oxide precipitates. The N-oxide was isolated by
vacuum filtration as a yellow solid that decomposed at
186 �C.


1H NMR ((CD3)2SO, 200 MHz) �: 2.58 (s, 3H, CH3),
7.37 (t, 1H, J¼ 8.04 Hz, Ar), 7.84 (d, 1H, J¼ 8.04 Hz,
Ar) and 7.98 (d, 1H, J¼ 8.04 Hz, Ar). 13C NMR
((CD3)2SO, 50 MHz) �: 12.16, 115.58, 117.92, 120.75,
131.21, 135.17, 137.44 and 152.26. MS m/z: 192.95(Mþ,
43.16), 150.9 (100), 133.0 and 103.88. HRMS (EI): m/z
calcd. for C8H7N3O3: 193.0487; found: 193.0493.


2-Methyl-7-nitro-1H-benzimidazole-3-oxide (3b) from
1c. A solution prepared by dissolving 204 mg
(0.80 mmol) of 1c in 100 ml of solvent was heated at
reflux with NaOH (0.2 M) for 10 min. The reaction
mixture was acidified to pH 5 and filtrated with an ionic
interchange resin (DIAION) with H2O, MeOH and acet-
one. The products were isolated by column chromato-
graphy on silica gel by eluting with variable amounts of
acetone–n-PrOH. The N-oxide was a yellow solid that
decomposed at 184 �C.


FROM N-(DINITROPHENYL) AMINO ACIDS TO BENZIMIDAZOLE N-OXIDES 193


Copyright # 2006 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2006; 19: 187–195







1H NMR ((CD3)2SO, 200 MHz) �: 2.58 (s, 3H, CH3),
7.36 (t, 1H, J ¼ 8.04 Hz, Ar), 7.83 (d, 1H, J¼ 8.04 Hz,
Ar) and 7.98 (d, 1H, J¼ 8.04 Hz, Ar). 13C NMR
((CD3)2SO, 50 MHz) �: 12.14, 115.50, 118.00, 120.92,
131.18, 135.07, 137.50 and 152.21. MS m/z: 192.9 (Mþ,
31.2), 177.0, 150.95 (100) and 103.05. HRMS (EI): m/z
calcd. for C8H7N3O3: 193.0487; found: 193.0491.


2-Ethylcarboxylic-7-nitro-1H-benzimidazole-3-oxide (3c).
A solution prepared by dissolving 200 mg (0.743 mmol)
of 1d in 100 ml of solvent was heated at reflux with
NaOH (0.2 M) for 20 min. The reaction mixture was
acidified to pH 4. The solvent was evaporated untill the
products precipitated. The N-oxide was a yellow solid
that decomposed at 196 �C.


1H NMR ((CD3)2SO, 200 MHz) �: 2.85 (t, 2H,
J¼ 7.32 Hz, CH2), 3.16 (t, 2H, J¼ 7.32 Hz, CH2CH2),
7.41 (t, 1H, J¼ 7.82 Hz, Ar), 7.94 (dd, 2H, J¼
8.0, 17.1 Hz, Ar) and 12.22 (s, 1H, NH). 13C NMR
((CD3)2SO, 50 MHz) �: 21.08, 30.19, 115.39, 118.22,
121.40, 130.94, 135.04, 137.81, 154.17 and 173.12. MS
m/z: 251.9 ([Mþ 1]þ, 4.88), 250.85 (Mþ, 67.99) 234.8,
205.85, 189.9 (100), 176.9, 142.95, 116.0 and 101.0.
HRMS (EI): m/z calcd. for C10H9N3O5: 251.0542; found:
251.0536.


5-Nitro-1H-benzimidazole-3-oxide (4a). A solution pre-
pared by dissolving 50 mg (0.207 mmol) of 2a in 25 ml of
solvent was heated at reflux with NaOH (0.2 M) for
10 min. Only the N-oxide was formed; it precipitated
upon acidification of the solution with HCl and was
separated by vacuum filtration as a yellow solid that
decomposed at 215 �C (lit.9 269 �C).


1H NMR ((CD3)2SO, 200 MHz) �: 7.81 (d, 1H,
J¼ 9.12 Hz, Ar), 8.07 (d, 1H, J¼ 8.8 Hz, Ar), 8.34 (s,
1H, Ar) and 8.71 (s, 1H, Ar). MS m/z: 178.9 (Mþ, 100),
163.0, 149.0, 133.0, 110.0, 105.0, 89.0 and 78.0. HRMS
(EI): m/z calcd. for C7H4N3O3: 179.0331; found:
179.0336.


2-Methyl-5-nitro-1H-benzimidazole-3-oxide (4b). A solu-
tion prepared by dissolving 199.7 mg (0.783 mmol) of 2b
in 100 ml of solvent was heated at reflux with NaOH
(0.2 M) for 2 h. The N-oxide precipitated upon acidification
of the solution with HCl and was separated by vacuum
filtration. It was a yellow solid that decomposed at 199 �C.
The filtrate was evaporated to dryness, and acetone was
added to precipitate the salts. The acetone was evaporated
giving a mixture of phenol 5b and N-oxide 4b.


1H NMR ((CD3)2SO, 200 MHz) �: 2.58 (s, 3H, CH3)
7.70 (d, 1H, J¼ 9.12 Hz, Ar) 8.06 (dd, 1H, J¼ 2.2,
6.6 Hz, Ar) and 8.27 (d, 1H, J¼ 2.2 Hz, Ar). 13C NMR
(CDCl3, 50 MHz) �: 12.24, 104.98, 116.98, 118.95,
131.32, 142.26, 142.34 and 153.85. MS m/z:
193.85([Mþ 1]þ, 12.26), 192.9 (Mþ, 100), 177.0,
163.0, 147.0, 130.0, 104.0, 89.0 and 78.0. HRMS (EI):
m/z calcd. for C8H7N3O3: 193.0487; found: 193.0490.


Reaction of N-(2,4-dinitrophenyl) �-alanine (2c). A solu-
tion prepared by dissolving 103.2 mg (0.405 mmol) of 2c
in 50 ml of solvent was heated at reflux with NaOH
(0.2 M) for 6 h. The reaction mixture was acidified to
pH 2 and the solvent was evaporated in a rotavapor. The
salts were separated from the product by column chro-
matography on celite by eluting with acetone. After
evaporation a yellow solid was isolated and identified
as 2,4-dinitrophenol (5b) by comparison of the 1H NMR
spectrum with that of an authentic sample.


Because it is known that N-oxide yield increases at a
lower base concentration,13,14,16 a solution prepared by
dissolving 101.1 mg (0.396 mmol) of 2c in 50 ml of
solvent was heated at reflux with 0.01 M NaOH for
40.5 h. After work-up, the solid obtained was identified
and quantified by 1H NMR as a mixture of unreacted
substrate and phenol 5b.


1H NMR ((CD3)2SOþ ((CH3)2SO, 200 MHz) �: 2.74
(t, 2H, CH2), 3.74 (q, 2H, J¼ 6.22 Hz, CH2) 7.00 (d, 1H,
J¼ 9.5 Hz, Ar), 8.29 (dd, 1H, J¼ 2.56 Hz, Ar), 8.43
(dd, 1H, J¼ 2.96 Hz, Ar), 8.86 (s, 1H, NH), 9.01 (d,
1H, J¼ 2.96 Hz, Ar) and 9.12 (d, 1H, J¼ 2.96 Hz, Ar).


Kinetic procedures


Reactions were initiated by adding the substrate dis-
solved in 1,4-dioxane to a solution containing all the
other constituents. The total 1,4-dioxane concentration
was 10% or 20% v/v; the reaction temperature was
25� 0.01 �C. The ionic strength was kept constant at
1 M by adding NaCl as compensating electrolyte when
needed.


All kinetic runs were carried out under pseudo-first-
order conditions, with substrate concentrations of about
7.00–7.15� 10�5


M. The reaction of 2a was followed by
measuring the decrease in absorbance of the reaction
mixture at 360 nm, which is the wavelength maximum of
the substrate. The spectra of the solutions at infinity were
compared with solutions of the corresponding N-oxide
under the same reaction conditions. The reaction of 2c
was followed by measuring the decrease in absorbance of
3 ml aliquots of the reaction solution taken at different
reaction times and poured over 1 ml of 3 M HCl at
358 nm, which is the wavelength maximum of the sub-
strate.


Acknowledgments


This research was supported in part by Consejo Nacional
de Investigaciones Cientı́ficas y Técnicas, Argentina
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ABSTRACT: This paper summarizes most of the recent work by our group on the kinetic aspects of a variety of
fragmentation reactions of radical cations involving the cleavage of C—H, O—H, C—C, and C—S bonds. In
particular, the problems that have been addressed concern: (a) the carbon acidity/oxygen acidity dichotomy in the
fragmentation of aryl- and thioarylalkanol radical cations; (b) the decarboxylation of aryl and thioarylacetic acid
radical cations; (c) the structural factors influencing the rate of C—S bond cleavage in the radical cations of phenyl
alkyl sulfides. The results presented and discussed have allowed us to recognize the important role played by the
electron reorganization energy, associated with the intramolecular electron transfer from the scissile bond to the
SOMO, with respect to the dynamics and mechanism of the fragmentation process in the radical cation. Copyright #
2006 John Wiley & Sons, Ltd.

KEYWORDS: radical cations; fragmentation; oxidation; electron transfer; alkylaromatics; arylalkanol; aromatic sulfides

INTRODUCTION


One of the most important transformations in a radical
cation is that involving the cleavage of a bond with
formation of a cation and a radical (radical cation
fragmentation). This process is much easier than in the
neutral parent substrate due to the strong electron
withdrawing effect of the positive charge. The bond
more frequently involved is the one in the b position with
respect to the center of positive charge (b-bond) as shown
in Scheme 1.


Accordingly, this bond can efficiently overlap with the
SOMO of the radical cation (Scheme 2, where Z is
generally an aromatic moiety or a heteroatom, that is a
species with a relatively low-ionization potential).
However, as we will see, the cleavage of bonds in
different positions is also possible. The C—H, C—C,
C—S, and C—Si bonds are the ones most commonly
involved in the fragmentation reactions of radical cations.1–5


These reactions that imply an intramolecular electron
transfer from the s bond to be broken to the SOMO of the
radical cation have been the object of intense research
since long due to their mechanistic and technological
aspects. The mechanistic aspects concern the dynamics
of the cleavage, the need or not of a nucleophilic
assistance, the stereochemistry, the connection between

to: E. Baciocchi, Dipartimento di Chimica, Univer-
a’’, P.le A. Moro, 5 I-00185 Rome, Italy.
ciocchi@uniroma1.it
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electron transfer and radical and acid base properties, the
relative reactivity of the breakable bonds, and the possible
role of these reactions in biological processes. The
practical and technological aspects concern the organic
synthesis,6,7 the initiation of free radical polymerization,8


and the enhancement in the efficiency of the photo-
sensitization processes.9


We have been interested in this chemistry since long
and a review of our previous work has been published few
years ago.10 In the present paper we will describe our
most recent results that, as the previous ones, came from
pulse and g-radiolysis (for reactions in water) and
sensitized laser and steady state photolysis (for reactions
in organic solvents) investigations. The principles of these
well-known techniques are summarized in Scheme 3
(Sub¼ substrate, S¼ sensitizer).


FRAGMENTATIONS INVOLVING
C—H BOND CLEAVAGE


Certainly, one of the most important fragmentation
reactions of a radical cation is the one involving the
cleavage of a C—H bond. In the gas phase, this cleavage
leads to a hydrogen atom and a carbocation (homolytic
cleavage, Scheme 4, path a), but the outcome drastically
changes in solution where instead a carbon radical and a
solvated proton are generally formed (heterolytic
cleavage, Scheme 4, path b), the radical cation behaving
as a carbon acid.5
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Scheme 1


Figure 1. Relevant data for the deprotonation of toluene (1.þ)
and 4-methoxytoluene (2.þ) radical cations. The kinetic data are
in H2O (text). The oxidation potentials are in MeCN20
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One of the most studied cases of heterolytic cleavage in
solution concerns the C—H bond cleavage of alkylaro-
matic radical cations (Scheme 4, Z¼ aryl). This process is
very important for two main reasons. First, acidity/
structure relationships can be dealt with into the theoretical
framework of the carbon acidity. Second, this process
represents the key step in the one electron transfer side-
chain oxidation of alkylaromatics, a reaction of practical
interest as it leads to aromatic aldehydes with high
selectivity. As a consequence, much attention has been
devoted so far to the practical and theoretical aspects of the
kinetic and thermodynamic carbon acidity of alkylaro-
matic radical cations.11–13 In this paper, therefore, we will
make only some brief considerations in this respect.


Generally, alkylaromatic radical cations are very strong
carbon acids in solution. Accordingly, by a thermochemi-
cal cycle14 it is possible to calculate a pKa value of �13.5
for toluene radical cation (1.þ) in MeCN. Of course, the
pKa value becomes less negative (acidity decreases) when
electron-donating substituents that decrease the reduction
potential of the radical cation are introduced in the ring. For
example, 4-methoxytoluene radical cation (2.þ) is still a
strong acid (pKa¼�4.3) but weaker than 1.þ. For
structurally related radical cations, kinetic acidity parallels
thermodynamic acidity, as can be seen from the kinetic
data for 1.þ and 2.þ in water (obtained by pulse radiolysis)
reported in Figure 1.16,17 In the same figure, it can also be

Scheme 2

Scheme 4
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igure 2. Kinetic and thermodynamic parameters for the
eprotonation of 4-methoxytoluene (2.þ) and thioanisole
.þ) radical cations. The kinetic data are in H2O. The pKa


alues14 are in MeCN. The oxidation potential of 3 in MeCN
22

seen that the kinetic acidity is very sensitive to the strength
of the base, increasing by about 5 powers of 10 as we move
from H2O to �OH.18


However, the situation can change when the compari-
son concerns structurally unrelated systems. Thus, the
deprotonation rate of thioanisole radical cation (3.þ) by
�OH in water21 is very close to that of 2.þ in spite of the
fact that the former is more than 7 pKa units less acid than
the second (Figure 2).


Probably, this is due to differences in the reorganization
energy required for the intramolecular electron transfer
that must accompany bond cleavage. 3.þ should be a more
localized radical cation than 2.þ, having the SOMO
mostly centered on sulfur. Thus, it is likely that a
smaller extent of electron reorganization is necessary for
the deprotonation of 3.þ than for that of 2.þ. Very
interestingly, when a much weaker base (H2O) is used,
kinetic acidity turns out to be parallel to the thermodyn-
amic acidity, the deprotonation rate constant being
much higher with the stronger acid (2.þ), as reported
in Figure 2.17,21 A possible explanation is that the role of
electron reorganization is dominant with a strong base,
whereas the thermodynamic factor becomes the most
important one when the base is weaker. We will return on
this point more in detail later on.


It is also important to remind that deprotonation of a
radical cation is subject to stereoelectronic control as the
C—H bond has to be aligned with the SOMO of the
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Scheme 5


Scheme 6
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radical cation in the preferential conformation for C—H
bond cleavage (Scheme 2, X¼C, Y¼H). When this
conformation cannot be reached, the deprotonation rate is
slowed down significantly. For the case of alkylaromatic
radical cations, the preferred conformation for the
cleavage is that with the C—H bond perpendicular to
the plane of the aromatic ring (Scheme 5).


Considerable evidence in favor of the stereoelectronic
effects is available in the literature.23–25 Additional
information in this respect has been recently obtained
through the study of the reactivity of 2,2-dimethyl-5-
methoxyindan-1-ol radical cation (4.þ), in acidic aqueous
solution (pH� 4).26

DFT calculations have shown that the most stable
conformation for 4.þ is that in which the scissile C—H
bond is almost aligned with the p-system. Thus, 4.þ


undergoes C—H deprotonation as the exclusive reaction
with k¼ 4.6� 104 s�1, a value that is significantly higher
than those measured for the deprotonation of both 1-(4-
methoxyphenyl)ethanol (5.þ) and 1-(4-methoxyphenyl)-
propan-1-ol (6.þ) radical cations under analogous exper-
imental conditions (k¼ 7.0� 103 and 5.4� 103 s�1,
respectively).27 With both 5.þ and 6.þ, the most
stable conformation is not the one most suitable for
C—H bond cleavage and energy has to be spent to
reach the alignment between the C—H bond and the
p-system.

FRAGMENTATIONS INVOLVING
O—H BOND CLEAVAGE


(a) 1-arylalkanol radical cations


An interesting development of our studies was the
discovery that in aqueous solution radical cations from 4-
methoxybenzyl alcohol (7.þ) and derivatives undergo a
pH-dependent mechanistic dichotomy. Whereas at
pH� 5 the radical cations undergo direct Ca—H
deprotonation behaving as carbon acids, in basic solution
a diffusion-controlled deprotonation from the alcoholic
a—OH group takes place and the radical cations behave
as oxygen acids. On the basis of the results of several
investigations, the mechanism described in Scheme 6

Copyright # 2006 John Wiley & Sons, Ltd.

(Ar¼ 4-MeOC6H4) has been proposed for the fragmenta-
tion initiated by a—OH deprotonaton.27


Deprotonation from the a—OH group of the radical
cation leads to a radical zwitterion (I). By intramolecular
electron transfer (IET) from the side-chain —O� to the
aromatic p-system I forms an alkoxyl radical (II, path a)
which can undergo C—C b-scission (path b) leading
to 4-methoxybenzaldehyde (III) and a radical R and/or

1,2-hydrogen shift (path c)28 to give an a-hydroxy-4-
methoxybenzyl radical (IV), depending on substrate
structure.


The occurrence of path a was clearly demonstrated for
4-methoxycumylalcohol radical cation (8.þ), a species
where only C—C bond cleavage is possible.29 However,
it could not be excluded that with other substrates the
radical zwitterion may undergo IET coupled with C—C
bond cleavage (path d) or with 1,2-hydrogen shift
(path e).


In order to get further information on this point it was
deemed interesting to determine the influence of the
radical cation stability. Thus, we extended our study to
ring dimethoxylated and trimethoxylated 1-arylalkanols
that form radical cations significantly more stable than
those generated from 1-(4-methoxyphenyl)alkanols.30


The �OH-induced decays of 3,4-dimethoxybenzyl
alcohol (9.þ) and 2,5-dimethoxybenzyl alcohol (10.þ)
radical cations occur with rate constants that are
significantly higher than those measured for the corre-
sponding methyl ethers, showing that also in this case the
reaction is initiated by a—OH deprotonation. However,
whereas with the 4-methoxybenzyl alcohol radical cation
(7.þ) the reaction was diffusion controlled, with both 9.þ


and 10.þ, lower rate constants were measured and
significant kinetic deuterium isotope effects (between
3.2 and 3.7) were observed. These observations led to the
suggestion that in these radical cations the energy barrier
for the side-chain to ring IET in the corresponding radical
zwitterions is probably higher as compared to that in 7.þ.
Thus the IET might be coupled with the 1,2-H atom shift
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directly leading to the carbon-centered radical (path e in
Scheme 8) and no intermediate benzyloxyl radical is
formed.


Differently than the dimethoxylated systems 2,4,5-
trimethoxybenzyl alcohol radical cation (11.þ) reacted
with �OH at the same rate as that of its methyl ether
(k� 7� 104 M�1 s�1), clearly suggesting that in this case
there is no longer O—H deprotonation, but direct C—H
deprotonation has taken over. Such a shift from oxygen to
carbon acidity is probably due to the increased
stabilization of the positive charge on the trimethoxylated
aromatic ring that determines a further increase in the
energy barrier for the IET in the radical zwitterion.


The effect of a second methoxy group in the aromatic
ring has also been investigated in processes where O—H
deprotonation appears to induce C—C bond cleavage.
Thus, the reactivity of 3,4-dimethoxycumyl alcohol
(12.þ), 2,5-dimethoxycumyl alcohol (13.þ), 1-(3,4-
dimethoxyphenyl)-2,2-dimethylpropan-1-ol (15.þ), and
1-(2,5-dimethoxyphenyl)-2,2-dimethylpropan-1-ol (16.þ)
radical cations in alkaline aqueous solution has been com-
pared with that of the corresponding monomethoxylated
(4-methoxycumyl alcohol (8.þ) and 1-(4-methoxyphe-
nyl)-2,2-dimethylpropan-1-ol (14.þ)) radical cations.27,29


Cleavage of the C—C bond was the exclusive
fragmentation pathway in all cases leading to the
corresponding acetophenones (from cumyl alcohols) or
benzaldehydes (from 1-aryl-2,2-dimethylpropan-1-ols).
The second order rate constants for �OH-induced C—C
fragmentation of radical cations 8.þ and 12.þ–16.þ are
collected in Table 1.


It can be observed that the dimethoxylated cumyl
alcohol radical cations 12.þ and 13.þ undergo C—C bond
cleavage at a much lower rate (more than three orders of
magnitude) than the monomethoxylated 8.þ (Table 1).
Moreover, whereas the fragmentation of 8.þ involves, as
already mentioned, the formation of an intermediate 4-

Table 1. Second-order rate constants (k�OH) for the �OH-
induced decay of ring methoxylated cumyl alcohol (8.þ, 12.þ,
13.þ) and 1-aryl-2,2-dimethyl-1-propanol (14.þ–16.þ) radical
cations (ArRþ.), generated by pulse radiolysis of the parent
substrates in aqueous solution, measured at T¼ 258C


Ar


k�OH (M�1 s�1)


(R¼CH(OH)tBu) (R¼C(CH3)2OH)


4-MeOC6H4 (14.þ) 1.3� 1010 (8.þ) 1.2� 1010


3,4-(MeO)2C6H3 (15.þ) 8.3� 109 (12.þ) 5.6� 106


2,5-(MeO)2C6H3 (16.þ) 1.5� 108 (13.þ) 1.6� 105


Copyright # 2006 John Wiley & Sons, Ltd.

methoxycumyloxyl radical, no evidence for the formation
of an intermediate cumyloxyl radical was instead
obtained with 12.þ and 13.þ. As very similar rates of
b-cleavage have been measured for ring-substituted
cumyloxyl radicals,31 and very similar oxygen acidities
can be assumed for 8.þ, 12.þ, and 13.þ, it seems
reasonable to suggest that the introduction of a second
methoxy group on the aromatic ring induces a change in
mechanism. The hypothesis is that the radical zwitterion,
undergoes rate determining IET coupled with C—C bond
cleavage, directly forming the carbonyl product (Scheme
6, path d). Through this concerted process, the energy of
the transition state can be lowered by partial formation of
a ring conjugated C——O double bond. If C—C bond
cleavage has progressed to some extent in the transition
state of the rate determining step, the observation that the
radical cations undergoing C—tBu cleavage are much
more reactive than those undergoing C—Me cleavage
might be rationalized on the basis of the much higher
stability of the tert-butyl radical as compared to the
methyl radical.32


In summary, these results provide a quite complete
mechanistic picture for the �OH-induced fragmentation
reactions of ring methoxylated 1-arylalkanol radical
cations (Scheme 6). In these processes, a key role is
played by the energy barrier for the side-chain to ring IET
in the radical zwitterion intermediate (I). Such a barrier
appears to determine the concerted or stepwise (via an
alkoxyl radical II) nature of the conversion of I into a
carbonyl compound (III) or a carbon radical (IV).
Accordingly, when the IET energy is relatively low
(Ar¼ 4-MeOC6H4), conversion of I into III or IVoccurs
via II (path a), which then undergoes a 1,2-H shift and/or
b-fragmentation (paths b and c, respectively). When
Ar¼ 3,4- and 2,5-(MeO)2C6H3, the IET energy is higher,
and the reaction proceeds by IET concerted with bond
breaking. Finally, when Ar¼ 2,4,5-(MeO)3C6H2, the
energy barrier for the IET becomes so high that carbon
acidity (direct C—H deprotonation) takes over.


Another important discovery was that the carbon
acidity/oxygen acidity mechanistic dichotomy also
extends to the gas phase. This was shown by a FT-ICR
study of the gas-phase deprotonation of the radical cations
derived from benzyl alcohol and some derivatives by
a variety of bases of different strength.33 It was
observed that with the relatively weak base cyclopro-
pylmethylketone, C6D5CD2OH�þ undergoes predomi-
nantly deprotonation from the benzylic C—D bond,
displaying carbon acidity, whereas with the stronger base
1,3-propanediamine deprotonation from the O—H group
(oxygen acidity) is the major pathway. Moreover,
experiments carried out on 4-MeOC6H4CD2OH�þ


showed that this radical cation exhibits exclusive or
predominant carbon acidity depending on base strength,
clearly indicating that by increasing radical cation
stability oxygen acidity decreases more than carbon
acidity, as observed in solution.
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To find some theoretical support to the carbon acidity/
oxygen acidity dichotomy, DFT calculations (gas phase)
at the UB3LYP/6-31G(d) level of theory were carried out
for ring-monomethoxylated benzyl alcohol radical
cations.34 The results obtained indicate that the a—OH
hydrogen atom of the radical cations bears a significantly
greater amount of positive charge (q) than the benzylic
ones whereas the reverse occurs when the square of the
LUMO coefficient (c2) are considered. This is illustrated
in Scheme 7, for 7.þ.


This observation can be interpreted on the basis of the
frontier orbitals theory by suggesting that with the strong
�OH base, the reaction is charge controlled and therefore
the preferred site of attack by the base is the benzylic OH,
the one with the highest charge. Conversely, with the
weaker base H2O, the reaction is governed by frontier
orbital interactions and deprotonation occurs preferen-
tially at the site bearing the largest spin density, that is, the
benzylic hydrogens.

(b) 2-arylalkanol radical cations


An analogous pH-dependent carbon acidity/oxygen
acidity mechanistic dichotomy has been also observed
with ring-methoxylated 2-arylalkanol radical cations
where the alcoholic OH group is b with respect to the
positively charged aromatic ring.17 Accordingly, these
radical cations undergo C—H bond cleavage at pH� 5,
whereas in the presence of �OH, exclusive C—C bond
cleavage occurs at a rate very close to the diffusion limit,
which suggests a reaction initiated by deprotonation at the
alcoholic group. As an example, 2-(4-methoxyphenyl)
ethanol radical cation (17.þ) undergoes C—H deprotona-
tion in acid solution with k¼ 5.2� 102 s�1, but in alkaline
solution C—C bond cleavage is the exclusive fragmenta-
tion pathway occurring with k�OH¼ 8.3� 109 M�1 s�1.
A mechanism similar to the one described in Scheme 6 for
1-arylalkanols was proposed. However, since it was
possible to rule out the formation of an intermediate
alkoxyl radical, the mechanisms described in Scheme 8

Scheme 8
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(for 17.þ) were suggested, where either C—C and O—H
bond cleavage are concerted in the radical cation (step a)
or an intermediate radical zwitterion is first formed that
then undergoes C—C bond cleavage (steps b and c). In
some respect, these pathways closely resemble those
proposed for b-elimination reactions. Thus, occasionally
the concerted mechanism may be indicated as E2 and the
stepwise mechanism as E1cb.


To this category of fragmentations also belongs the
OH-assisted C—C bond cleavage in 2-amino alcohol
radical cations (Scheme 9 where Z is ArNR, ArNH, or
R2N), which has been the object of intensive investi-
gations.35–37


In this case, however, differently than with the
2-arylalkanol radical cations discussed above, the
reactions were studied in MeCN as the solvent.


The reactions were base catalyzed (a quite high b
Brønsted value of 0.62 was measured against a series of
pyridine bases)36b and exhibited a kOH/kOD kinetic isotope
effect indicating that the cleavage of the OH group is part
of the reaction coordinate. The proposed mechanism is
practically the same as that shown in Scheme 8, with the
pyridine base replacing �OH. A process where attack of
the base is concerted with C—C bond cleavage was
generally preferred. However, the possibility of a
stepwise mechanism was also considered.


More recently, we have extended the study of this type
of fragmentation to 2-arylsulfanyl alcohol radical cations
in MeCN (Scheme 9, Z¼ArS).38 In many respects, the
results are very similar to those obtained with 2-amino
alcohol radical cations. However, an interesting and new
observation was that the kinetic isotope effect, kOH/kOD,
increases as the strength of the pyridine base increases,
suggesting that O—H and C—C bond cleavage are
concerted, but probably not synchronous and that
the extent of O—H bond cleavage in the transition state
increases as the base becomes stronger. A point can be
reached where the mechanism shifts from concerted
to stepwise and accordingly with the strong base
4-(dimethylamino)pyridine it was found that the frag-
mentation rate is independent of the stability of the radical
cation. This indicates a stepwise process where the slow
step is the formation of the zwitterion. Thus, a
mechanistic shift from E2 to E1cb appears to occur by
increasing the strength of the base.


Another notation worth of mentioning concerns the
fact that, under identical conditions, 2-hydroxy arylsul-
fanyl radical cations undergo C—C bond cleavage at a
significantly slower rate than that of structurally similar
nitrogen radical cations (Scheme 9, Z¼ArNH) with very
similar C—C bond dissociation energies. The larger
intrinsic reactivity of nitrogen radical cations with respect
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to that of the sulfide radical cation can be attributed to a
more efficient overlap of the scissile C—C bond with the
SOMO on nitrogen than with the SOMO on sulfur
probably due to a better energy matching in the former
case. In addition, the positive charge might be more
localized on nitrogen in the aminium radical cation than
on sulfur in the sulfide radical cation. This factor too
might lead to a lower intrinsic barrier for fragmentation in
the nitrogen than in the sulfur radical cation.

FRAGMENTATIONS INVOLVING CO2 LOSS


The decarboxylation of carboxylic acid radical cations is
another very interesting type of fragmentation. This
process occurs when in the radical cation a carboxylate or
carboxylic group is b with respect to the positive charge
(Scheme 10).


These fragmentation reactions are generally very fast
processes and have attracted considerable interest for
their possible practical applications in the field of
photoinitiation of free radical polymerization8 and for
increasing the efficiency of silver halide photography.9


The latter application is of general interest as it involves
the formation, by sensitized photolysis, of radical cations
that by fragmentation can form a carbon radical capable
to reduce a second molecule of sensitizer, thus doubling
the efficiency of the photochemical process (two electron
sensitization). It should be noted, however, that while
decarboxylation appears very suitable in this respect,9,39


other fragmentations that can lead to the same carbon
radical at a similar rate can be used as well. For example,
aminosilane radical cations that can rapidly fragmentate
by cleavage of the C—Si bond have also been considered
for two-electron sensitization.40

Scheme 12

(a) Dynamics of the decarboxylation process


Among the more recent studies concerning the kinetic
aspects of radical cation decarboxylations, very important
are the detailed laser flash photolysis investigations of the
decarboxylation of anilino carboxylate35 and dicarbox-
ylate39 radical cations (Scheme 10, Z¼ArNH, ArNAlk,
R¼H, CO�


2 ) in MeCN and aqueous MeCN. Interestingly,
it appears that there are significant differences between
mono and dicarboxylate radical cations. Thus, whereas
with monocarboxylate radical cations the decarboxyla-
tion rate is almost insensitive to the stability of the formed
carbon radical (similar rates were observed for R¼H and
R¼Me, Scheme 10), with dicarboxylate radical cations
the presence of an a-methyl group had a noticeable rate

Copyright # 2006 John Wiley & Sons, Ltd.

increasing effect. Conversely, the effect of solvent
polarity seems less important with monocarboxylate
than with dicarboxylate radical cations. Accordingly,
with the former similar decarboxylation rates were
observed in solvents ranging from EtOH to MeCN,
whereas decarboxylation of the latter was very sensitive
to the presence of H2O, strongly decreasing with
increasing the percent of H2O in the solvent. In both
cases, however, it was observed that the decarboxylation
rate decreases with decreasing the oxidation potential of
the substrate, a property also observed in the study of
arylacetic acid radical cations by Bietti and Capone.41


Whereas the above studies have mostly looked at the
decarboxylation of carboxylate radical cations (zwitter-
ionic species), our group has recently devoted his
attention to the decarboxylation of undissociated acid
radical cations in dipolar aprotic solvents. The purpose
was to get information on the role exerted by the presence
of the proton in the decarboxylation process. Accord-
ingly, in the decarboxylation of a carboxylic acid radical
cation, the intramolecular electron transfer has to be
accompanied by proton loss and a role of a base in this
respect can be envisaged. We have studied, by laser and
steady state photolysis, kinetics and products of the
decarboxylation of radical cations of phenylthioacetic
acids 18 and 19 in MeCN (Scheme 11).42,43


The study has shown that the rates of decarboxylation of
18.þ and 19.þ are very similar, which means that the
stability of the formed carbon radical is of little importance
with respect to the decarboxylation rate. This finding is in
line with previous observations for the decarboxylation of
anilino carboxylate radical cations.35 However, differently
with what observed with dicarboxylate radical cations, the
presence of 2–5% water in the solvent determines a
significant increase in the decarboxylation rate. Moreover,
when D2O replaces H2O the rate is lowered by a factor of 2.
This suggests that the cleavage of the carboxylic OH is part
of the reaction coordinate being concerted with the
cleavage of the C—C bond (Scheme 12). The role of H2O
may be that of stabilizing the transition state by H-bonding
or of acting as a base.44 If, in the transition state, C—C
bond cleavage lags behind O—H bond cleavage, the weak
effect of the a-phenyl group on the decarboxylation rate is
rationalized.
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As expected, the decarboxylation rate was found to
increase in the presence of pyridine. However, very
interestingly, the effect of the base was not linear, but a
plateau was reached at the higher base concentrations.
This behavior suggests a mechanism where pyridine and
the radical cation, in a fast and reversible step, form a
complex that is the species actually undergoing dec-
arboxylation (Scheme 13). Inside such a complex, the
decarboxylation would involve a proton transfer coupled
to an intramolecular electron transfer. This mechanism
predicts a linear correlation between the reciprocal of kobs


(the observed rate of decarboxylation) and the reciprocal
of the base concentration that is indeed observed (Fig. 3).


A further mechanistic insight is obtained by the
important observation that the rate constant for the
fragmentation of the complex, that can be evaluated from
the plot in Figure 3 and the kinetic expression for the
mechanism in Scheme 13, is practically the same for the
two carboxylic acids and hence insensitive to the presence
of the phenyl group. This additional information allows us
to suggest that the slow step of the fragmentation of the H-
bonded complex is probably the formation of the carboxyl
radical, a step obviously not influenced by the presence of
the phenyl group. Fast decarboxylation should follow
(Scheme 14).


Interesting results were also obtained by the steady
state photolysis study. Accordingly, the products were
different for the two acids (Scheme 15), namely
thioanisole (3) from 18.þ and 1,2-bis(phenylsulfanyl)-
1,2-diphenylethane (20) from 19.þ.

Figure 3. 1/kobs versus 1/[pyridine] for the decay of 18.þ in
MeCN


Scheme 14
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Since these reactions, as seen before, involve the
formation of a carbon radical, it is clear that the two
carbon radicals formed, PhSCH2


. and PhSCH.Ph follow
different paths: H or proton abstraction and dimerization,
respectively. The formation of 3 from 18.þ is particularly
intriguing, as it represents a case of a nonoxidative
decarboxylation in an oxidative medium. On the basis of
experiments in CD3CN and CH3CN-D2O it was
ascertained that the hydrogen forming 3 comes from
water. Since it was possible to exclude that the reduced
form of the sensitizer (Scheme 3) reduces the carbon
radical to a carbanion that then reacts with the residual
water present in MeCN,45 it is suggested that PhSCH2


. is
protonated at carbon to form 3.þ that is then converted to 3
by the reduced form of the sensitizer. This hypothesis is
supported by the fact that PhSCH2


. is a relatively strong
carbon base (pKa¼ 3.6), which might be protonated by
the proton formed in the fragmentation process.
Consistent with this is the observation that no 3 is
formed when the reaction is run in the presence of small
amounts of sodium carbonate. On the other hand, a pKa


value of �4.5 can be calculated for PhSCH.Ph,
which therefore is a much less strong base than PhSCH2


..
Thus, protonation of PhSCH.Ph may not compete with
dimerization.

(b) Role of radical cations in the oxidative
decarboxylation of arylethanoic acids


The decarboxylation of radical cations has attracted
attention also because these species have been frequently
suggested as intermediates in the oxidative decarboxyla-
tion of aromatic carboxylic acids. Thus, in the oxidation
of 4-methoxyphenylethanoic acid (21), a mechanism has
been proposed suggesting the formation of an intermedi-
ate radical cation 21.þ (or radical zwitterion) that
undergoes rapid decarboxylation to give the correspond-
ing benzyl radical as described in Scheme 16 (An¼
4-MeOC6H4).46


However, in a laser flash photolysis (LFP) study
of the one-electron oxidation of 4-methoxy and

Scheme 16


J. Phys. Org. Chem. 2006; 19: 467–478







Scheme 18


474 E. BACIOCCHI, M. BIETTI AND O. LANZALUNGA

4-methylphenylethanoic acids in aqueous solution no
direct evidence for the formation of an intermediate
radical cation was obtained.47 Only the formation of the
4-methoxy and 4-methylbenzyl radicals was observed. In
the same study, it was also shown that the decarboxylation
rate constants, measured following the formation of the
corresponding benzyl radicals, increased by increasing
pH, indicating that decarboxylation is faster when the
carboxyl group is ionized.


We have recently carried out a kinetic study of the one-
electron oxidation of 4-methoxyphenylethanoic acid (21)
induced by Co(III)W.48 The kinetic data were consistent
with a rate determining electron transfer and it was also
shown that ionization of the carboxylic group results in an
almost 30-fold acceleration of the decarboxylation rate. It
was proposed that under these conditions no aromatic
radical cation intermediate is formed, but that the
electron removal from the aromatic ring is concerted
with an intramolecular side-chain to ring electron
transfer. The 4-methoxyphenylacetoxyl radical is directly
formed, which then undergoes rapid decarboxylation to
give the 4-methoxybenzyl radical as described in Scheme
17. However, on the basis of the experimental data
available, the possibility that decarboxylation is con-
certed with electron removal from the aromatic ring,
bypassing 4-methoxyphenylacetoxyl radical formation,
could not be excluded.

Scheme 17

In order to obtain additional information on the role of
aromatic radical cations in these oxidation processes, a
product and time-resolved kinetic study at different pH
values on the one-electron oxidation of the ring
dimethoxylated phenylethanoic acids 22–25 was carried
out.41

In this case, the formation of aromatic radical cations
(or radical zwitterions depending on pH) was clearly
observed by time-resolved spectroscopy, and pKa values
for the corresponding acid-base equilibria (see below)
were measured.

Scheme 19

The radical cations undergo decarboxylation with first
order rate constants (between <102 and 5.6� 104 s�1)
that decrease by increasing the radical cation stability, and
are lower (between 10 and 40 times) for the acid radical
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cations than for the corresponding radical zwitterions.
Clearly, the energy for the intramolecular side-chain to
ring electron transfer required for decarboxylation
increases the more the positive charge is stabilized in
the aromatic ring. Moreover, in the acid radical cation
additional energy is required as the process involves the
transfer of a proton to the medium.


Taken together, the results presented above indicate
that in the one-electron oxidation of arylethanoic acids in
aqueous solution the reactivity is governed by the
interplay between the electron removal from the aromatic
ring and the intramolecular side-chain to ring electron
transfer required for decarboxylation (Scheme 18).


With 21, electron removal is relatively costly and is
thus coupled with the intramolecular electron transfer
(path a), and, no radical cation intermediate is formed. By
increasing the ease of oxidation (as in 22–25), electron
removal becomes easier while the rate of intramolecular
electron transfer decreases and a stepwise mechanism,
proceeding through the formation of a radical cation (or
radical zwitterion) followed by decarboxylation, occurs
(paths b and c).


Interestingly, similar pKa values (between 3.34 and
3.67) were measured for the radical cations 22.þ–25.þ,
showing that the presence of an electron hole on the
aromatic ring leads to an increase in acidity of almost one
pKa unit as compared to the neutral acids. Very
reasonably, this is due to the electron withdrawing effect
exerted by the positively charged aromatic ring.

FRAGMENTATIONS INVOLVING C—S
BOND CLEAVAGE


An interesting and peculiar aspect of sulfide radical
cations is that in addition to the already described
b fragmentations (e.g., Scheme 12), these species can also
undergo the breaking of the C—S bond with formation of
a sulfanyl radical and a carbocation (Scheme 19).


This process represents a peculiar type of SN1 reaction
where the leaving group is a radical. Moreover, the
scissile bond is directly connected with the atom bearing
most of the positive charge49 and perhaps it seems
more appropriate to consider this process as an a-
fragmentation. The intramolecular electron transfer
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Table 2. C–S bond dissociation free energies, cleavage rate
constants at 258C and activation free energies for the C–S
bond cleavage reactions of 26þ.–29þ. in deareated MeCN


Radical cations BDFEa,b,c k1 (105 s�1)c DG#b,c


26þ. �12.3 95 8.2
27þ. �2.2 2.0 10.1
28þ. 1.1 0.66 10.8
29þ. 10.7 <0.1 —


a Free energy for the cleavage of the C–S bond in the cation radical.
b kcal mol�1.
c at 298 K
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accompanying the cleavage process might have therefore
behaviors different than those of the b cleavage.


Many product studies have been concerned with this
process,50 but scanty information is available with respect
to the quantitative aspects of its dynamic. The first
determination of the rate of C—S bond cleavage was
obtained several years ago in aqueous solution by a pulse
radiolysis study of water soluble sulfides. Since an
extension of this study turned out to be impractical in
view of the generally low solubility of sulfides in H2O,
attempts were made to generate the radical cations by
sensitized laser flash photolysis (Scheme 3) of aromatic
sulfides in organic solvents. However, with the most
common sensitizers (NMQþ, DCA, TCB etc.) the formed
radical cations underwent back electron transfer in
deareated MeCN, or, in the presence of O2, reacted with
O2
�. (generated by reaction of the reduced sensitizer with


O2), in both cases at rates faster than that of C—S bond
cleavage.51 To overcome this problem we applied a
method recently proposed by Dinnocenzo and Farid52


based on the very fast light-induced breaking of the N—O
bond in N-methoxyphenanthridinium cation (MeOPþ).
This process leads to the methoxyl radical and the
phenanthridinium radical cation (Scheme 20, path a). The
latter species is a quite powerful oxidant (1.9 V vs. SCE)
and in subsequent bimolecular reactions can form the
radical cations of added donors (like aryl sulfides) with
E8< 1.9 V (vs. SCE) (Scheme 20, path b).53


Indeed, by laser photolysis in MeCN of the t-alkyl
sulfides 26–29 in the presence of MeOPþ, formation of
the corresponding sulfide radical cations was observed
and with 26.þ and 27.þ also the formation of carbocations
coming from C—S bond cleavage (Scheme 20, path c)
was clearly detected.


The occurrence of C—S bond cleavage in the radical
cation was also confirmed by steady state photolysis
experiments that showed the formation of t-alkyl alcohols
and diphenyl disulfide (Scheme 20, paths d and e). The
first order rate constants of C—S bond breaking (k1) are
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reported in Table 2 together with the bond dissociation
free energies (BDFEs) for the C—S bond in the radical
cation (obtained by DFT calculations and classical
thermochemical cycles).


A first observation is that the rates of C—S bond
cleavage are not particularly fast, ranging from
6.6� 104 s�1 for 28þ. to 9.5� 106 s�1 for 26þ.. With
29þ. the rate was so slow that only a higher limit can be
given. A clear dependence of the fragmentation rate on
the C—S bond dissociation free energies (BDFEs) in the
radical cation can be noted and, accordingly, the rate of
C—S bond cleavage increases by increasing the stability
of the carbocation leaving group in the order
PhMe2Cþ < Ph2MeCþ < Ph3Cþ.54 However, the influ-
ence of the BDFEs on the rate of fragmentation is rather
low: for about 13 kcal/mol difference in BDFE the
difference in DG# is of only 2–3 kcal/mol. The probable
reason is that the intrinsic barrier for the C—S bond
cleavage reaction is not constant but changes along the
series increasing as, in the leaving carbocation, the
phenyl groups progressively replace the methyl groups
(cumyl< diphenylmethyl< triphenylmethyl) and the
fragmentation requires therefore more extensive electron
reorganization. Since the intrinsic barriers appear
to increase in an order opposite to that of the C—S
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BDFEs, the thermodynamic contribution to the activation
energy is in part compensated by the kinetic factor.


In the foregoing discussion, it was observed that the
laser photolysis of sulfides, sensitized by common
sensitizers like NMQþ, DCA, DCN etc., does not show
any spectral evidence of C—S bond cleavage in the
sulfide radical cation, both in the presence and in the
absence of oxygen.51 However, whereas in deareated
MeCN this result was consistent with that of steady state
photolysis experiments (formation of very small amounts
of products), in the presence of oxygen, extensive
formation of a complex mixture of products coming
from C—S bond cleavage was observed. Since as already
mentioned, in the presence of O2 the sulfide radical cation
can react with O2


�., a reasonable proposal is that the C—
S bond rupture does not take place in the radical cation
itself, but very likely in the adduct formed by this
reaction.


Attack at sulfur of sulfide radical cations by O�:
2 has


been suggested to be the key process in the sensitized
photosulfoxidation of organic sulfides occurring by an
electron transfer mechanism.55,56 In this process, either a
persulfoxide (Scheme 21, path a) or a thiadioxirane (path
b) can be formed, but the latter possibility has been
recently supported by experiments and calculations.57

Scheme


Copyright # 2006 John Wiley & Sons, Ltd.

In the sulfoxidation reaction, the thiadioxirane adduct
generally reacts with another molecule of sulfide to form a
sulfoxide (Scheme 21, path c). However, it is possible that
with sterically congested sulfides, such a bimolecular
reaction can become very difficult and the thiadioxirane
may instead prefer to undergo C—S bond cleavage,
presumably concerted with the opening of the three-
member ring, leading to a quite stable tertiary carbocation
and a phenyl sulfinate that can be converted to
the observed fragmentation products as described in
Scheme 22.

CONCLUDING REMARKS


The most recent work of our group concerned with
fragmentations of radical cations has been reviewed. One
of the objectives pursued in the last few years has been
that of obtaining further information on the factors, which
determine the oxygen acidity of benzyl alcohol radical
cations and the competition between oxygen acidity and
carbon acidity. An important result has been that the
oxygen acidity can also be observed in the gas phase
where it exhibits similar behaviors as those found in
solution. The crucial role played in these fragmentations
by the energy barrier for the intramolecular (from the
scissile bond to the SOMO) electron transfer (IET) has
also been clearly evidenced. Thus, carbon acidity appears
favored by high-IET barriers even in the presence of
strong bases. Moreover, when the systems exhibit only
kinetic oxygen acidity, the IET barrier may determine the
concerted or stepwise nature of the fragmentation.
Interestingly, the energy barrier for IET is also important
in the oxidative decarboxylation of arylacetic acids, a
process which can involve a two step mechanism with the

22


J. Phys. Org. Chem. 2006; 19: 467–478







FRAGMENTATION REACTIONS OF RADICAL CATIONS 477

intermediacy of a radical cation. It has been found that
such a possibility requires relatively high-IET barriers
whereas, with low barriers, a single step mechanism is
more likely. Another interesting result has been obtained
in the study of the decarboxylation of phenylthioacetic
acid radical cations in dipolar aprotic solvents where the
rate-determining step seems to involve a proton transfer
coupled to an intramolecular electron transfer. Finally,
C—S bond cleavage reactions in sulfide radical cations
have been investigated. The determination of structural
effects on the rate of C—S bond breaking has shown the
important role of the electron reorganization in the
carbocation leaving group in this respect. Moreover,
evidence has been obtained indicating that the C—S bond
cleavage observed in the photosensitized electron transfer
oxygenation of sulfides, probably does not take place in
the radical cation but in the adduct formed by the reaction
of the radical cation itself with O�:


2 . Summing up, we
think that the results presented and discussed in this
article have contributed to improve our knowledge of the
multifold aspects of the fragmentation reactions of radical
cations. Of course, there are still several important
questions that need to be addressed possibly by means of
theoretical studies. A strong development of this area in
the near future is highly desirable for a better
interpretation of the experimental results and the design
of new experiments.
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50. (a) Peñéñory AB, Argüello JE, Puiatti M. Eur. J. Org. Chem. 2005;
10: 114–122. (b) Adam W, Argüello JE, Peñéñory AB. J. Org.
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ABSTRACT: An approach to estimate equilibrium re bond lengths of organic molecules which contain standard
bonding situations for CC, CH, CO and CN distances from only one equation is presented. For this, optimizations of
molecular geometries using correlated post-Hartree–Fock and density functional methods have been performed. A
selection scheme was developed to determine the most reliable methodology for prediction of equilibrium re distances
of covalent bonds from a set of investigated theoretical methods. Consequently, distances computed in the CCSD(T)
procedure via exponential extrapolation from a consecutive set of Dunning cc-pVXZ basis sets by use of Eqn (2) are
accurate up to � 0.0005 Å in comparison to experimentally available re distances. Applications for predictions of the
experimentally unknown re distances of methanol, methylamine and methylenimine are presented.


Additionally the estimation of re distances of larger, chemically more interesting molecules is possible by lower
order calculations (e.g. DFT B3LYP/cc-pVDZ) via linear correlation statistics using the results from our re reference
model system via Eqn (3). Copyright # 2006 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/


KEYWORDS: experimental and calculated equilibrium re distances; re distance predictions for methanol, methylamine and


methylenimine; CCSD(T) and MP4(SDQ) optimizations; DFT B3LYP optimizations; linear least-squares regressions


INTRODUCTION


Since the development of capable computer facilities,
numerical quantum chemistry has been very successful.
A major aspect in this field is still the calculation of
geometries of molecules performed routinely by ab initio
gradient methods, which deliver distances at the mini-
mum of the corresponding potential energy curve de-
noted as re. Because of the approximate nature of such
calculations none of the calculated results1 agree com-
pletely with accurate experimental gas-phase determina-
tions2 of molecular structures that deliver method-
dependent parameters, as reviewed in Refs 3 and 4. The
numerical results are dependent on the selected method
of quantum chemical calculations (HF, post-HF MP or
CI, or DFT) and the quality of the basis set expansion
chosen for evaluation of the target system. Another
serious problem is the scant availability of highly accu-
rate experimental re distances. Determination of experi-
mental gas-phase re values that refer to minima of the
energy hypersurface implies the use of electron diffrac-
tion3 or microwave spectroscopy4 involving corrections


for anharmonicity in both cases. These procedures are
rather complicated and applicable only for small mole-
cules that contain mostly CC and CH bond lengths if
organic compounds are considered.2 Experimental equi-
librium re distances for C–O and C–N single bonds are
unknown up to now.


One aim of our research is to determine how accurately
we can calculate molecular re distances by various
quantum chemical methods, such as Hartree-Fock (HF),
density functional theory (DFT) and post-HF methods,
and how precisely we can predict known and unknown re


distances of organic molecules. In previous studies we
treated CC bonds5,6 as well as CH bond lengths6,7 by
linear regression statistics. In Ref. 6 we evaluated the
accuracy of CH and CC bond length calculations for
various density functional methods and introduced scal-
ing factors to generate results of higher order basis set
optimizations on re distances. Using this scaling scheme
one can approximate re distances by relatively inexpen-
sive DFT calculations with double-zeta basis sets. Thus
larger and chemically more interesting molecules can be
treated at this approximate level. In another study8 the
performance of a wide range of theoretical methods was
evaluated for CO bond lengths and a general ranking
scheme was introduced that allows distance-dependent
determination of the best method/basis set combination
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of a given set of methods (HF, MP2, DFT), various basis
sets and five molecules for which experimental CO re


distances are available. The general behaviour of quan-
tum chemical methods for calculations of molecular
geometries is discussed in Refs 6 and 8 and references
therein.


Here we concentrate on treating types of re distances of
organic molecules for which no experimental re data
(e. g. the types C–O, C–N and C N) are available. This
means determining a level of theory that fits best to
available experimental re distances for all main bond
types between carbon and H, C, N and O appearing in
organic molecules. A very important property at this level
of theory is the feasibility of the computational efforts.
Very advanced models such as CCSDT (all electrons)/cc-
pCV5Z, as described by Helgaker et al.,9 are quite
unusable for this because at that demanding level of
theory only very small molecules such as CO or CH2


can be treated.
In addition, some test cases for reference models that


include core correlation contributions were investigated10


but are not included in this paper. Specific studies on the
core-correlation effect of electron correlation have been
performed by Helgaker et al.9 and by Martin11 for
molecules 1, 3, 6, 7 and 10 of our study. Koput12 studied
the equilibrium structure of methanol by CCSD(T) cal-
culations using consecutive Dunning basis sets quite
comparable to our calculations.


In Refs 6 and 8 we studied classes of organic bond
types (CC, CH, CO) for each class separately, but now we
try to find a more universal level of theory representing
all common types of bonds occurring in organic mole-
cules (but limited to C, H, N and O) in a reasonable way.
We call this level of theory the reference model because
data delivered at this level of theory are intended as an
exact reference (near re distances) for experimentally
accessible or inaccessible re distances. For this post-HF
correlation, interaction methods such as fourth-order
Møller–Plesset perturbation calculations (MP4(SDQ))
and coupled cluster (CC) calculations with single, double
and approximate triple excitations (CCSD(T)) have been
performed using Dunning’s correlation-consistent polar-
ized valence X-tuple basis sets13,14 (cc-pVXZ) from
X¼ 2 up to X¼ 4 or even X¼ 5. The correlation methods
mentioned above allow the calculation of very reliable
geometries of organic compounds but they are also very
demanding in computing resources. Thus only very small
molecules can be calculated. Nevertheless a small num-
ber of organic molecules are sufficient to derive a stable
reference for prediction of near re distances of larger
molecules containing standard binding situations.


We also tried to derive analogous reference models
from DFT B3LYP calculations in a similar way to the
study of Martin et al.15


Our results obtained by the best reference model
(best implies economy and accuracy) can be used as a
replacement for experimentally inaccessible re distances.


Finally, such findings can be utilized to predict experi-
mentally unavailable re distances from the reference level
of theory and for larger molecules, for which a treatment
at the reference level of theory is impossible, from lower
order calculations as described in Refs 6 and 8 and here in
the section on the prediction of re distances. Thus it is
possible to predict equilibrium distances of larger and
chemically more interesting molecules.


CALCULATIONAL PROCEDURE


Ground-state molecular geometries of ten organic mole-
cules—methane (1), ethane (2), ethene (3), ethyne (4),
methanol (5), formaldehyde (6), carbon monoxide (7),
methylamine (8), methylenimine (9) and hydrogen cya-
nide (10)—with single, double and triple bonds to carbon
were determined by optimizations using fourth-order
Møller–Plesset perturbation theory1 with single, double
and quadruple excitation (MP4(SDQ)) as well as coupled
cluster theory1 with single, double and approximate triple
excitations (CCSD(T)). Further, density functional theory
(DFT)16,17 with the popular method B3LYP (Becke 3-
parameter-Lee-Yang-Parr hybrid exchange-correlation
functional18,19) was used. Calculations have been carried
out with the standard correlation-consistent polarized
valence Gaussian basis sets (cc-pVXZ, X¼D,T,Q,5) of
Dunning,13,14 which present systematic consistent im-
provements in size from double-zeta to quintuple-zeta
quality. For estimations of the basis set limit geometries
we used exponential extrapolations obtained from cc-
pVTZ, cc-pVQZ and cc-pV5Z (TQ5-limits) as well as
from cc-pVDZ, cc-pVTZ and cc-pVQZ (DTQ-limits)
calculations. All calculations and optimizations were
performed using the Gaussian 98 program system
(Revision A.7).20 For DFT calculations we used the
‘fine’ integration grid of the Gaussian 98 program. A
reviewer pointed our attention to the study of Martin et
al.,21 referring to problems with typical grid sizes for
integrations in DFT calculations, but we did not check
possible changes due to the use of ‘ultrafine’ grids. All
computations were carried out on two dual-processor PC-
systems (2� 1.53 GHz) running under Linux.


RESULTS AND DISCUSSION


Determination of basis set limits


One main problem of calculations of highly accurate
electronic structures and properties of molecules is the
truncation of the Gaussian AO basis set, which is the most
important source of errors. Unfortunately the computa-
tional costs grow very fast if one increases the basis set
expansion. The convergence to the basis set limit (which
means that the total energy will not change if one adds
some more Gaussian basis functions) is generally very
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slow, thus computing complete basis set energies or
properties of a chemical system is very demanding. A
well-known solution solving the slow convergence pro-
blem is to consider a series of basis sets that comprise
systematic improvements to the ground-state energy or
property and to develop an extrapolation based on the
asymptotic form of these series. Basis set series with
systematic increase of the one-particle basis set were
developed by Dunning et al.,13,14,22–24 so-called
correlation-consistent polarized basis sets (cc-pVXZ),
or by Almlöf, Helgaker and Taylor,25–27 denoted as
atomic natural orbital (ANO) basis sets.


The standard Gaussian basis sets28 of Pople’s group
(e.g. the series 6-31G, 6-31G*, 6-31G** and 6-311G, 6-
311G*, 6-311G**, where one star denotes polarization d-
functions on heavy atoms and the second star denotes
polarization p-functions on hydrogen) for total HF en-
ergies, in agreement with the variation principle, lead to a
lowering of the total energies with increase of basis sets
but the correspondingly optimized bond lengths do not
follow a regular change towards a limiting HF distance,
which is also different from the experimental re value (see
Fig. 1 for CH distances of 1 and 4). In contrast to this, the
increasing Dunning basis sets follow a regular order for
energies as well as for distances towards corresponding
limiting values, which may be approximated by an
exponential function of the general form of Eqn (1)


rðXÞ ¼ rð1Þ þ a � e�b�X ð1Þ


which was used first by Feller29 in 1992 for total energies.
We also tried other approximate functions such as poly-
nomial functions or potential functions (data not shown),
but corresponding basis set limits of re distances differ
only slightly from the basis set limits obtained by the
exponential function of Eqn (1), denoted there as r(1).


Here, we concentrate on the correlation-consistent
polarized valence basis set series (cc-pVXZ) of
Dunning13 from double-zeta (X¼ 2) to quintuble-zeta
(X¼ 5). Table 1 summarizes our calculated CCSD(T)
distances and basis set limits derived by extrapolation for
a set of ten organic molecules 1–10 containing a wide
range of different bond types: C–H for Csp3–H, Csp2–H
and Csp–H; C–C single, C C double and C�C triple
bonds; C–O single, C O double and C�O triple bonds;
C–N single, C N double and C�N triple bonds; N–H
and O–H bonds. Corresponding tables for distances from
MP4(SDQ) and B3LYP calculations can be found in the
Supplementary material. Experimental re values30–36 are
also given in Table 1 as far as available. MP4(SDQ) and
CCSD(T) distances generally show a lowering upon
going to larger basis sets. Thus exponential determination
of the basis set limits via Eqn (1) are successfully
applicable except in the case of methanol (5) for the
CCSD(T) and DFT B3LYP method.
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Figure 1. Behaviour of standard Pople basis sets from Hartree–Fock calculations for total energies and equilibrium CH
distances of 1 and 4. The Hartree–Fock limit energies and distances are given by a bold line
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Because the CCSD(T) basis set limit values are slightly
too long and MP4(SDQ) basis set limit values are often
too short, these two values form an upper and a lower
bound bracketing the experimental re value. This means
that there is a high possibility of finding the experimen-
tally available or unknown re values within these bound-
aries. Figure 2 gives an impression of this basis set limit
behaviour for these two procedures for a selection of
molecules and bond types.


Absolute average errors


Absolute average errors (from differences between cal-
culated and experimental re bond lengths) and standard
deviations for all distances of molecules 1–4, 6, 7 and 10
compared with experimental re bond lengths for all
examined methods and basis sets, as well as the extra-
polated basis set limit, are collected in Table 2. Values for
all CCSD(T) calculations are above experimental re


determinations, while results obtained by MP4(SDQ)
and B3LYP overestimate and underestimate experimental
determinations. The absolute average errors of the corre-
lated methods are remarkably small (0.0018 Å and
0.0014 Å for CCSD(T) and MP4(SDQ) in its basis set


limit), but these are smallest for the MP4(SDQ)/cc-pVQZ
level of theory. The absolute average error of the density
functional method in the extrapolated limit (0.0045 Å) is
substantially larger than for the correlated methods,
therefore the DFT B3LYP method is unsuitable for a
reliable reference model. A similar behaviour is given by
the standard deviations of the absolute errors (Table 2).
These are smallest for the CCSD(T)/limit level of theory.
Convergence of absolute average errors and standard
deviations of absolute errors can be observed solely for
the CCSD(T) methods. Figure 3 shows this decreasing
trend of absolute average errors with increasing basis set
size of the CCSD(T) method. The remaining error of
0.0018 Å in the basis set limit of the CCSD(T) method is
caused by neglect of core electron correlation, incomple-
teness of the CCSD(T) method itself and relativistic
effects. Another source of error is the inexactness of the
experimental determinations of equilibrium re structures.


Correlation of experimental and
calculated re distances


All bond lengths of molecules 1–4, 6, 7 and 10 for which
highly precise experimental re distances are available


Table 1. Calculated (CCSD(T)/cc-pVXZ, X¼ 2–5) and experimental equilibrium re distances (Å) of molecules 1–10


Molecule No. Bond cc-pVDZ cc-pVTZ cc-pVQZ cc-pV5Z Limita,b Experiment


CH4 1 C–H 1.1038 1.0890 1.0879 1.0876 1.0874a 1.0858 (Ref. 32)
H3CCH3 2 C–C 1.5359 1.5288 1.5260 — 1.52420b 1.5220 (Ref. 35)


C–H 1.1066 1.0919 1.0910 — 1.09090b 1.0895 (Ref. 35)
H2CCH2 3 C C 1.3516 1.3370 1.3342 1.3335 1.33327a 1.3307 (3)c


C–H 1.0984 1.0832 1.0823 1.0824 1.08235a 1.0809 (3) (Ref. 34)
HCCH 4 C�C 1.2287 1.2096 1.2065 1.2057 1.20542a 1.2027 (Ref. 33)


C–H 1.0789 1.0638 1.0634 1.0633 1.06327a 1.06208 (Ref. 33)
H3COH 5 C–O 1.4206 1.4206 1.4194 — — —


H1–Cc 1.1043 1.0888 1.0877 — 1.0876b —
H2–Cd 1.1114 1.0952 1.0936 — 1.0934b —
H–O 0.9666 0.9595 0.9577 — 0.9571b —


H2CO 6 C O 1.2156 1.2096 1.2066 1.2051 1.20360a 1.2031(5) (Ref. 31)
C–H 1.1199 1.1033 1.1022 1.1021 1.10209a 1.1003(5) (Ref. 31)


CO 7 C�O 1.1446 1.1358 1.1314 1.1307 1.13057a 1.1284 (Ref. 30)
H3CNH2 8 C–N 1.4736 1.4691 1.4685 — 1.4684b —


H1–Ce 1.1133 1.0970 1.0938 — 1.0930b —
H2–Cf 1.1060 1.0909 1.0879 — 1.0872b —
N–H 1.0266 1.0136 1.0111 — 1.0105b —


H2CNH 9 C N 1.2890 1.2776 1.2753 — 1.2747b —
H1–Cg 1.1039 1.0881 1.0850 — 1.0842b —
H2–Ch 1.1084 1.0923 1.0891 — 1.0883b —
N–H 1.0349 1.0217 1.0192 — 1.0186b —


HCN 10 C�N 1.1754 1.1601 1.1564 1.1556 1.15538 1.15324(2) (Ref. 36)
C–H 1.0825 1.0670 1.0668 1.0666 1.06660 1.06501(8) (Ref. 36)


ar(X)¼ rð1Þ þ a � e�b�X ; X¼ 3–5 (TQ5-limit).br(X)¼ rð1Þ þ a � e�b�X ; X¼ 2–4 (DTQ-limit).
cH atom in the C–O plane.
dH atoms out of the C–O plane.
eH atom in the C–N plane.
fH atoms out of the C–N plane.
gH atom trans to the N-hydrogen.
hH atom cis to the N-hydrogen.
iExperimental uncertainties in parentheses refer to the last digit.
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were correlated by linear least-squares regressions
against calculated distances. Table 3 shows the corre-
spondingly derived statistical parameters: the linear re-
gression coefficients (R), estimated standard deviations
(esd), slope (m) and intercept (b). The esd value is always
a positive value, thus only absolute deviations are repre-


sented. Figure 4 presents a diagram of experimental re


bond lengths with regard to the MP4(SDQ) method in its
extrapolated basis set limits. The regression line with
m¼ 1.0009 and b¼ 0.0003 Å is closest to unit slope,
which means a satisfactorily absolute agreement of
experimental and calculated values with an estimated
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Figure 2. Behaviour of equilibrium re distances for MP4(SDQ) and CCSD(T) calculations with different molecules and bond
types for basis set expansion from cc-pVDZ to cc-pV5Z. Dashed lines indicate the experimental values


Table 2. Absolute average errors and standard deviations compared with experimentally determined re bond lengths of all
distances for molecules 1–4, 6, 7 and 10 with successive expansion of the size of the basis set


Method Basis set Absolute average Independent Standard deviation of
error (Å) determinations absolute errors (Å)


CCSD(T) cc-pVDZ 0.0182 12 0.0035
CCSD(T) cc-pVTZ 0.0046 12 0.0022
CCSD(T) cc-pVQZ 0.0026 12 0.00096
CCSD(T) cc-pV5Z 0.0020 10 0.0005
CCSD(T) Limit 0.0018 12 0.0005


MP4(SDQ) cc-pVDZ 0.0154 12 0.0028
MP4(SDQ) cc-pVTZ 0.0015 12 0.0014
MP4(SDQ) cc-pVQZ 0.0011 12 0.0008
MP4(SDQ) cc-pV5Z 0.0014 12 0.0010
MP4(SDQ) Limit 0.0014 12 0.0011


B3LYP cc-pVDZ 0.0191 12 0.0197
B3LYP cc-pVTZ 0.0038 12 0.0025
B3LYP cc-pVQZ 0.0040 12 0.0027
B3LYP cc-pV5Z 0.0039 12 0.0027
B3LYP Limit 0.0045 12 0.0027
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standard error (esd) of 0.0013 Å. Statistically best is the
CCSD(T) limit value with an esd of 0.00063 Å.


Dependence of estimated standard error (esd) on
basis set expansion


The behaviour of the esd from linear regressions for each
considered method upon expansion to larger basis sets is
quite different. Figure 5 shows esd values for the cc-
pVXZ (X¼ 2–5) series of basis sets for all investigated
methods. The esd values of MP4(SDQ) calculated dis-
tances strongly decrease from cc-pVDZ to cc-pVTZ and


only slightly from cc-pVTZ to cc-pVQZ. Further basis
set expansion to cc-pV5Z leads to a slight increase of the
esd value, but this value is smallest for the cc-pVQZ basis
set. An explanation for this behaviour is the fact that cc-
pVDZ and cc-pVTZ calculated distances are too long
compared with experimental bond lengths, cc-pVQZ
calculated distances are within experimental values and
cc-pV5Z calculated distances are too short in comparison
to experiment. Therefore, calculations using this quad-
ruple basis set are better than the extrapolated basis set
limit esd concerning experimentally determined re va-
lues. This behaviour is inconsistent and so the MP4(SDQ)
method is not the best choice in this case for a


Figure 3. Convergence of CCSD(T) calculations for absolute average errors and standard deviations of absolute errors with
increasing basis set size. The estimated basis set limit of the absolute average errors is indicated by a dashed line


Table 3. Parameters of least-squares regressions (R¼ correlation coefficient, esd¼ standard deviation, m¼ slope and
b¼ intercept) of experimentally available and correspondingly calculated distances for 12 data points of molecules 1–4, 6, 7
and 10


Basis set Method R esd (Å) m b (Å)


cc-pVDZ MP4(SDQ) 0.99979 0.00291 1.0071 �0.0237
CCSD(T) 0.99965 0.00378 1.0028 �0.0215
B3LYP 0.99906 0.00618 1.0251 �0.0398


cc-pVTZ MP4(SDQ) 0.99995 0.00143 0.9941 0.0055
CCSD(T) 0.99992 0.00184 0.9890 0.0083
B3LYP 0.99942 0.00487 1.0005 0.0002


cc-pVQZ MP4(SDQ) 0.99996 0.00131 0.9978 0.0033
CCSD(T) 0.99999 0.00064 0.9942 0.0043
B3LYP 0.99938 0.00503 0.9989 0.0028


cc-pV5Z MP4(SDQ) 0.99995 0.00136 0.9992 0.0021
CCSD(T) 0.99999 0.00034 0.9945 0.0043
B3LYP 0.99941 0.00491 0.9994 0.0023


Limita MP4(SDQ) 0.99996 0.00127 1.0009 0.0003
CCSD(T) 0.99997 0.00063 0.9967 0.0020
B3LYP 0.99950 0.00489 0.9990 0.0022


a r(X)¼ rð1Þ þ a � e�b�X ; X¼ 3–5 (TQ5-limit).
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well-formed reference methodology. The same trend is
reflected by absolute average errors and standard devia-
tions of average errors shown in Table 2.


The CCSD(T) esd values represent a decreasing trend
with increasing basis set expansion. At 0.00034 Å


they are the smallest for the cc-pV5Z basis set. However,
the esd limit value of 0.00063 Å is slightly larger but both
values indicate an extremely good precision at <0.001 Å.


The B3LYP esd values show an unsteady trend upon
going from cc-pVDZ to cc-pV5Z basis set expansion.


Figure 4. Linear regression of re bond lengths with regard to the MP4(SDQ) method in its basis set limit


Figure 5. Behaviour of the estimated standard error (esd) for all investigated methods (MP4(SDQ), CCSD(T) and B3LYP) for the
basis set expansion from cc-pVDZ to cc-pV5Z
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Thus this method is rather unsuitable for predictions of
unknown re distances.


Selection of a reference model for
the prediction of re distances


In this section the results presented above will be used to
determine the best reference model whose results fit best
to experimentally determined equilibrium re distances
using a selection scheme. The first criterion for this
selection scheme states that the linear regression coeffi-
cient R of correlations of calculated against experimental
values must be considerably high (R> 0.999). If
R< 0.999 the linearity of the connection of experimental
and calculated values is insufficient. Another criterion for
linearity is presented by the estimated standard error
(esd), which should be below 0.01 Å. These linearity
criteria are fulfilled by all three investigated theoretical
methods. The next important factor is the convergence of
absolute average errors and standard deviations of abso-
lute errors (�) towards a limit comparable to experimen-
tally determined re distances with successive expansion
of the basis set size. This criterion is reached only by the
CCSD(T) method. The systematic convergence of abso-
lute average errors is necessary to make sure that dis-
tances extrapolated towards the basis set limit deliver the
best results of the method. Another criterion is the
consistent overestimation or underestimation of all cal-
culated distances by the selected method. This behaviour
permits an easy correction of distances towards experi-
mentally available re distances. All mentioned criteria are
fulfilled only by the CCSD(T) method in its basis set
limit. Thus, this level of theory scaled by an absolute
average error of �0.0018 Å from Table 2 is suggested
for reference calculations for all kinds of considered
bonds from CH, over CO, CN to CC with the same
Eqn (2). The terms in parentheses in Eqn (2) denote
the CCSD(T) method and its exponential extrapolation
via Eqn (1) from triple to quintuple Dunning basis sets
(TQ5-limit).


rexp
e ½Å� ¼ rðCCSDðTÞ=cc � pV1ZÞ � 0:0018 ð2Þ


The error range is estimated to be � 0.0005 Å due to the
standard deviation of absolute errors from Table 2.


Prediction of experimentally unknown
re distances with high precision


Prediction of re distances of methanol (5), methylamine
(8) and methylenimine (9). The aim of this study is to
predict reliable re distances of organic molecules for
which no experimental re bond lengths are available,
therefore our selected reference model (Eqn 2) will be


used to estimate re distances for 5, 8 and 9 with derived
values presented in Table 4. The predicted C N re


distance of 9 is 1.2729 Å, in comparison to 1.4666 Å
for the C–N single bond in 8. These distances should be
the most precise values known for these systems today,
with an error limit of � 0.0005 Å.


Unfortunately this method is unable to determine an
approximated re value for the C–O single bond in 5,
because of the convergence failure of calculated
CCSD(T)/cc-pVXZ C–O bond lengths (see Table 1).
This behaviour was also observed by Koput.12


For determination of a reliable C–O bond length for 5
we used the observation that most of the calculated
MP4(SDQ)/cc-pVQZ distances are too short and most
of the calculated CCSD(T)/cc-pVQZ distances are too
long compared with precise experimental determinations.
Nine distances out of a set of twelve distances (¼ 75%)
of molecules 1–4, 6, 7 and 10 for which experimental
determinations are available obey this observation.
Therefore it can be supposed that the C–O single bond
distance in 5 is between 1.4147 Å (MP4(SDQ)/cc-pVQZ
distance) and 1.4194 Å (CCSD(T)/cc-pVQZ distance).
The core-correlated CCSD(T)(all electrons)/cc-pV1Z
level of theory delivers a C–O re limit distance of
1.4152 Å, which is within the range of the two indicated
calculations. To estimate an explicit value for the C–O
single bond length we suggest that the average from the
CCSD(T)/cc-pVQZ calculated distance of 1.4194 Å re-
duced by the absolute average error (with regard to
molecules 1–4, 6, 7 and 10) is 0.0026 Å and the core-
correlated calculated limit distance of 1.4152 Å reduced
by the absolute average error (with regard to molecules 1,
4, 6 and 7) is 0.0009 Å. This leads to a prediction for re


Table 4. Prediction of re bond lengths of 7, 8 and 9 for
which no experimental equilibrium distances are available
using the coupled cluster reference (Eqn 2)a distances are
given in Å. Estimated uncertainties �0.0005 Å


Molecule No. Bond (Å) re
pred. via Eqn (2)


Methanol 7 C–O [1.4156]b,c


1.416d


H1–C 1.0858
H2–C 1.0916
H–O 0.9553


Methylamine 8 C–N 1.4666
H1–C 1.0912
H2–C 1.0854
N–H 1.0087


Methylenimine 9 C N 1.2729
H1–C 1.0824
H2–C 1.0865
N–H 1.0168


aEqn (2): re
exp [Å]¼ r (CCSD(T)/cc-pV1Z)� 0.0018.


bConvergence of calculated C–O bond lengths failed (see Table 1).
cSuggested value: see text.
dValue determined in Ref. 12.
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(C–O) of 1.4156� 0.002 Å with an estimated error of
<0.002 Å. The value derived by Koput12 (1.416 Å) is in
full agreement with our result.


Prediction of re distances of larger molecules. Calculated
equilibrium re distances obtained by the selected refer-
ence model (Eqn. 2) were used as replacements for highly
exact experimental data, therefore extrapolated limit
distances from Eqn (1) for the set of our ten training
molecules 1–10, which contain nearly all important bond
lengths of organic compounds (C–H, C–C, C C, C�C,
C–O, C O, C�O, O–H, C–N, C N, C�N, N–H), were
corrected by use of Eqn (2) to obtain near re values for
these molecules. Correlations of these with distances
optimized by the computationally less demanding DFT
B3LYP method using the cc-pVDZ basis set led to the
linear regression Eqn (3) for all defined kinds of bonds,
which allows the prediction of B3LYP/cc-pVDZ-based re


distances of larger molecules containing the bond types
mentioned above.


rexp
e ½Å� ¼ 1:02732 � reðB3LYP=cc � pVDZÞ � 0:04222


ð3Þ


As a test example benzene (C6H6, 11) is considered:
experimental re distances37 are 1.0802� 0.0020 Å and
1.3914� 0.0010 Å. Application of Eqn (3) leads to abso-
lute deviations for predicted distances from the experi-
mental determination of 0.0002 Å for CH and 0.0005 Å
for CC bond lengths. As a second example, ketene
(H2C C O, 12) is selected: experimental determina-
tions38 are 1.0758� 0.0001 Å, 1.1603� 0.0003 Å and
1.3121� 0.0003 Å for C–H, C O and C C bond lengths.
The B3LYP/cc-pVDZ level of theory was used again for
geometry optimization. Absolute deviations from experi-
mental values for DFT predictions by use of Eqn (3) are
0.0011 Å for C–H, 0.0025 Å for C O and 0.0003 Å for
C C distances.


This approach via Eqn (3) is, as a matter of course, less
accurate than the approximation procedure postulated in
Eqn (2) but it is a cost-effective way for estimations of re


distances of larger organic molecules containing CC, CO,
CN and CH bond types. We assume that our predictions
are reliable and useful for accurate structure determina-
tions of larger organic molecules.


CONCLUSIONS


We present a procedure for estimating known and un-
known re bond lengths of organic molecules containing
common bond types for CH, CC, CO and CN distances of
organic compounds with high precision and by only one
equation. For this, Eqn (2) as a ‘reference model’ was
determined, which delivers reliable near-re distances.
Using this reference model, predictions of equilibrium
re distances of methanol (5), methylamine (8) and


methylenimine (9), for which no experimental re dis-
tances are available, have been presented.


Another application of these reference distances is the
prediction of near-re distances of larger molecules by
correlating the computed ‘experimental’ distances
against distances derived from a modest level of theory
such as B3LYP/cc-pVDZ via Eqn (3). We could show for
two larger molecules that this procedure leads to reliable
predictions of known re distances and it may lead to
valuable prognoses of unknown re bond lengths.


Supplementary material


Results of MP4(SDQ/cc-pVXZ, X¼ 2–5) optimizations
(Table 1S) and B3LYP/cc-pVXZ, X¼ 2–5 optimizations
(Table 2S) and bracketing behaviour of experimental re


distances between MP4(SDQ)/cc-pVQZ and CCSD(T)/
cc-pVQZ calculations (Fig. 1S) are available in Wiley
Interscience.
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ABSTRACT:Mass spectrometry has played a significant role in dendrimer chemistry, because it serves as an excellent
analytical means to determine the purity and analyze the nature of defects even for higher generations. However, a
mass spectrometer can also be used as a laboratory to study isolated dendrimer molecules in the gas phase or their
host–guest complexes. Since the properties of molecules under environment-free conditions are often quite different
from those in solution, their gas-phase chemistry provides valuable new insight into properties which cannot easily be
studied in solution. This article summarizes some of our work on characterizing self-assembling metallo-supramo-
lecular dendrimers, on analyzing ionization artifacts, on the differentiation between several, sometimes even isomeric
defects through tandemMS experiments, and finally on the analysis of a surprisingly clear dendritic effect occurring in
the fragmentation of dendritic host–guest complexes. Copyright # 2006 John Wiley & Sons, Ltd.
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tweezers; defects; fragmentation mechanisms; dendritic effects

INTRODUCTION


Dendrimers are onion-type polymers which bear branch-
ing units in each shell.1 Consequently, the number of
branches and their molecular masses increase exponen-
tially from the core outwards. Since the synthesis of
dendrimers most often involves the repetition of two
distinct steps for the formation of each generation, the
building blocks of the nth shell are similar to those in the
(nþ 1)th shell, but are located in different microenviron-
ments. This usually causes the NMR spectra of higher-
generation dendrimers to exhibit broad signals which
cannot easily be assigned to individual shells. The precise
characterization of dendrimers thus becomes increasingly
difficult with higher generation numbers. In particular, it
is hardly possible to provide evidence for their structural
integrity or for the presence of defects such as missing
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branches. Even if the presence of defects might be
detected by NMR methods, for example, through signal
integrals, their exact nature will hardly become clear on
the basis of NMR experiments only. Here, mass
spectrometry is an extremely helpful tool.


Indeed, the history of dendrimer chemistry nicely
illustrates that the development of a field of research
depends much on the availability of suitable methods.
When Buhleier, Wehner, and Vögtle published the first
synthesis of what back in 1978 was coined ‘cascadanes,’2


an unambiguous characterization of dendrimers with high
masses was very difficult. Mass spectrometry would have
been the method of choice, but in 1978, none of the
nowadays routinely used soft ionization techniques
existed. Consequently, it took almost a decade3 for
dendrimer chemistry to develop into a field of intense
research. Nowadays, matrix-assisted laser desorption-
ionization (MALDI) mass spectrometry is considered to
be a highly valuable tool for the routine characterization
of dendrimers due to the large mass range of the mass
analyzers usually coupled to the MALDI ion source.4


Also, electrospray ionization (ESI) has been used to
ionize dendrimers and transfer them into the gas phase as
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Scheme 1. Strategy to self-assembling dendrimers: 4,40-
bipyridines decorated with Fréchet dendrons self-assemble
with the appropriate metal corners to yield dendron-deco-
rated squares with a nanometer-sized cavity. Since dendrons
are attached to the bipyridine through amide bonds, the
cavity is surrounded by eight hydrogen bonding-sites
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intact species.5 A central question for a precise mass
spectrometric characterization of dendrimers is whether
additional signals below the molecular mass of the
structurally perfect species are due to fragments formed
during the ionization or due to defects6 originating from
the synthesis. In order to distinguish both, it is highly
desirable to understand the fragmentation patterns of
dendrimer ions in the gas phase which can be unraveled
by tandem mass spectrometric experiments (MS/MS).7


Mass spectrometry may provide even more information,
for example, on different sites of protonation in the gas
phase8 as compared to solution, on the self-assembly of
dendrimers,9 or on weak, non-covalently bound host–
guest complexes of dendritic species.10 These results
demonstrate the remarkable power of mass spectrometry
for a detailed characterization of dendrimers without
which the fast pace of development in this field would not
have been possible.


Here, we discuss four different aspects of mass
spectrometry as a tool for dendrimer chemistry. First,
the self-assembly of metallo-supramolecular dendrimers
with a cavity at the central core is discussed. Since these
species form dynamic combinatorial libraries, mass
spectrometry and NMR spectroscopy provide comp-
lementary data without which a characterization of these
species would be impossible. The second part reports two
examples for the generation of artifacts during electro-
spray and MALDI. Third, MS/MS experiments with
mass-selected dendrimer ions are also quite useful to
distinguish different, sometimes even isobaric defects.
Finally, the last part summarizes a study on host–guest
complexes generated from dendritic viologen guests
bound inside a Klärner tweezer.11 An interesting dendritic
effect on the fragmentation mechanisms of these host–
guest complexes is observed, which can only be examined
in the gas phase in the absence of solvents and counter ions.

ANALYTICAL CHARACTERIZATION:
DYNAMIC COMBINATORIAL LIBRARIES OF
SELF-ASSEMBLING DENDRITIC METALLO-
SUPRAMOLECULAR SQUARES


Self-assembly under thermodynamic control is an
efficient strategy for the synthesis of larger, more
complex species from simple, but suitably programmed
building blocks.12 Scheme 1 shows the application of this
approach to the generation of metallo-supramolecular
dendrimers with a nanometer-sized cavity at their cores.13


In a first synthetic step, dendritic wedges are attached to
the 3,30 carbons of 4,40-bipyridines through amide groups.
Mixing them with suitable metal corners such as
(dppp)Pd(II) and (dppp)Pt(II) triflates provides access
to metallo-supramolecular dendrimers which are of
particular interest, (i) because their cavity with its
metal–metal edge length of ca. 1.1 nm14 is suited for
guest encapsulation, (ii) because eight amide groups

Copyright # 2006 John Wiley & Sons, Ltd.

around the seam of the cavity are capable of molecular
recognition through hydrogen bonding, while the interior
of the cationic squares is hydrophobic and might thus
create a special environment for anions with extended
hydrophobic surfaces, (iii) because the square is
embedded into a dendritic shell, which provides a
particular microenvironment and in future may be used
to control solubility, and (iv) because a multitude of
different isomeric structures can co-exist and interconvert
under thermodynamic control in what can be considered
as a dynamic library.15


Since self-assembly is a reversible process, any self-
assembling species can be regarded as part of a dynamic
library in which the free building blocks and intermedi-
ates on the way to the complete assembly are the minor
components coexisting with the final assembly as the
major component. Beyond that, the dendritic squares
(Scheme 2) discussed here exist as a mixture of up to 54
different isomeric squares due to the positions of the
dendrons above and below the square plane (up-down
isomers) and due to the torsional angle around the
bipyridine aryl–aryl bond which leads to dendrons
pointing towards the cavity or away from it (in/out
isomers). The superposition of both types of isomers thus
gives rise to the dynamic library of up to 54 square
isomers shown in Scheme 3.


In such a situation, NMR spectroscopy suffers from a
superposition of a large number of sets of signals. Indeed,
this was observed for the squares bearing (dppp)Pt(II)
corners (dppp¼ bis-(diphenylphosphino)propane) which
gave highly complex 1H and 31P NMR spectra at room
temperature. For analogous squares bearing (dppp)Pd(II)
corners, simple spectra with only one set of signals were
obtained under the same conditions. A temperature
dependent study revealed that this finding is due to a
ligand exchange process which is remarkably faster for
the Pd(II) squares as compared to their Pt(II) analogues.
However, it is impossible to decide from the NMR spectra
whether the library contains exclusively squares. Other
species such as triangles, pentagons, or hexagons could be
present. Even open-chain oligomers could be expected.
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Scheme 2. Metallo-supramolecular squares decorated with Fréchet-dendrons of generation 0 (G0) to generation 3 (G3)
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Mass spectrometry is the method of choice to answer
this question.16 Figure 1(a,b) shows the ESI-FTICR mass
spectra of the second generation squares bearing
(dppp)Pd(II) and (dppp)Pt(II) corners, respectively. Both
spectra are quite clean and the experimental isotope
patterns are in good agreement with those calculated on
the basis of natural abundances. In both spectra, defects
are observed. Since two different batches of the dendron-
substituted bipyridine ligand were used, the defects differ
in both spectra. While missing G1 dendrons are detected
in Fig. 1a, Fig. 1b shows signals for squares lacking one
G2 dendron. The most important conclusion from these
spectra, however, is that the equilibrium does not contain
significant amounts of any other cyclic or open-chain
oligomer. Squares are formed exclusively. This infor-
mation together with the complex NMR spectra permits
only one conclusion: the complexity of the NMR spectra
originates from the presence of at least a significant
number out of the 54 possible isomers.


Mass spectrometry can go beyond the analytical
characterization in terms of exact mass, charge state,
isotope pattern, and detection of defects. Ligand
exchange reactions can be examined using the mass

Copyright # 2006 John Wiley & Sons, Ltd.

spectrometer as a detector for what species are present in
solution. These experiments are complemented by
temperature-dependent NMR experiments which
revealed ligand exchange reactions to interconvert
different isomers into each other. This process proceeds
significantly faster for Pd(II) squares (one set of NMR
signals at room temperature) as compared to the Pt(II)
analogues (complex spectra at room temperature, one set
of signals at 393K). The ligand exchange in solution can
easily be followed by mass spectrometry (Fig. 2). When
two different Pd(II) squares (e.g., G0 and G1) are mixed,
an ESI mass spectrum recorded after ca. 30 sec (Fig. 2a)
shows inter alia five signals for all different mixed forms
in a close-to-statistical ratio (statistical expectation:
1 : 4 : 6 : 4 : 1). Consequently, the ligand exchange within
Pd(II) squares is so fast that only the equilibrium situation
can be observed. In marked contrast, the analogous Pt(II)
squares exchange ligands much more slowly and reach
the equilibrium only after 2 days (Fig. 2b). These results
are in excellent agreement with the NMR data.


These experiments demonstrate that ESI mass spec-
trometry yields valuable information on dendrimer size,
defects in the dendrimer structure, and even on their
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Figure 1. Electrospray ionization Fourier-transform ion-
cyclotron resonance (ESI-FTICR) mass spectra of 400mM
acetone solutions of second generation Pd(II) and Pt(II)
squares


Scheme 3. A superposition of up-down and in/out isomerisms (as indicated by the flags attached to the square scaffolds) give
rise to 54 possible isomers which interconvert reversibly with each other. Some of them are enantiomers as indicated above for
one example. For some combinations of up-down and in/out isomers, several possibilities exist as exemplarily shown below for
the (out)1�(in)3/(down-up)1�(up-down)3 combination (see small box in second row)
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reactivity in solution. This is not only possible for
covalently bound dendrimers, but also for self-assembling
species with their relatively weak bonds which often
render a mass spectrometric analysis difficult.

IONIZATION ARTIFACTS: FALSE-NEGATIVE
RESULTS


For a reliable characterization, it is important to know
whether and under what conditions the ionization of
dendrimers might lead to the generation of artifacts
producing signals in the mass spectra for defects which
are not present in the sample. An earlier study indicated
that MALDI mass spectrometry might lead to the
decomposition of photosensitive dendrimers upon
irradiation with the MALDI laser.17 In this study, the
photofragments were unambiguously formed during
ionization and it was clear that they do not originate
from synthesis. Other studies described matrix effects on
the mass spectra of dendrimers.18 Consequently, it is not a
priori clear that MALDI mass spectrometry always
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reliably reflects the composition of the sample and one
might arrive at the conclusion that ESI may be a better
ionization method due to its inherent softness and the
absence of any irradiation during the ionization process.


In a recent study,19 we reported artifacts in the ESI
mass spectra of polypropyleneamine (POPAM) dendri-
mers which were not observed in the corresponding
MALDImass spectra. Figure 3 depicts these findings for a
second generation POPAM dendrimer. While only the
signal for the singly protonated parent ion appears in the
MALDI mass spectrum (Fig. 3a), the ESI mass spectrum
(Fig. 3b) contains not only doubly and triply charged
species, but also a series of signals above the expected
mass with a repetitive distance of 40.031 amu. This mass
difference corresponds to additional C3H4 fragments in
the dendrimer structure. Since the synthesis of POPAM
dendrimers involves a Michael addition step with excess
acrylonitrile followed by a catalytic hydrogenation of the
resulting nitrile-terminated dendrimers, one may con-

Copyright # 2006 John Wiley & Sons, Ltd.

clude that some residual acrylonitrile is reduced to the
corresponding imine and undergoes exchange of its NH
group against one of the N-termini of the dendrimer. Such
a reaction would give rise to imine-terminated dendrimer
branches. However, 1H and 13C NMR experiments
confirm the MALDI results and do not exhibit any
signals for such imines above the signal-to-noise ratio.
Consequently, we conclude that they can only be present
in the sample to a very minor extent. ESI thus
overestimates their abundance drastically.


The imine nature of the impurities is supported by the
fact that these artifacts almost completely vanish from the
ESI mass spectrum when the dendrimer is stirred in water
for some minutes before ionization. In turn, the addition
of propionic aldehyde to a methanol solution of the
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dendrimer increases the intensity of these signals. The
same kind of artifacts is observed for higher generation
POPAM dendrimers. In addition, the defects described
earlier by Meijer et al.5b are found then. This example
shows that ESI may provide biased data on the purity of
dendrimers.


In turn ESI mass spectrometry provides a clear picture
of the purity of dendrimers persulfonylated in their
periphery (Fig. 4).20 Clearly, only signals for pseudo-
molecular ions are observed in the ESI mass spectrum.
Signals for defects are hardly visible. The MALDI mass
spectrum, however, exhibits a large number of signals
corresponding to defects in which sulfonyl groups from
the periphery have been replaced by hydrogen atoms.
Without the knowledge from the ESI-MS experiment that
the dendrimer samples are pure, the MALDI mass spectra
may be quite misleading for the synthetic chemist, since
exactly the same series of defects would be expected from
an incomplete substitution of the periphery with sulfonyl
groups. The MALDI mass spectrum thus suggests that the
dendrimer synthesis failed although this is certainly not true.

Figure 4. Top: ESI mass spectrum of a 50mM methanol
solution (1% acetic acid) of the persulfonylated dendrimer
shown in the inset. Bottom: MALDI mass spectrum (matrix:
DHB) of the same dendrimer. Note that the loss of 907 amu
corresponds to a fragmentation reaction in the gas phase as
evidenced by tandem MS experiments with the ESI-gener-
ated, mass selected parent ion
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The sulfonyl/proton exchange occurs during the
irradiation with the MALDI laser when acidic 2,5-
dihydroxybenzoic acid (DHB) is used as the matrix. It is,
however, not a photochemical reaction. Neither UV/VIS
spectroscopy shows the dendrimers to absorb at the laser
wavelength of 337 nm nor are signals for dendrimers
observed in the absence of any matrix in an LDI
experiment. The latter finding indicates that the laser
beam is merely reflected by the sample support and that
no light energy is absorbed by the dendrimer alone. Also,
the acidity of the matrix is highly important (Fig. 5). With
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Figure 5. MALDI mass spectra of the second generation
persulfonylated dendrimer (Fig. 4) in different matrices of
decreasing acidity. From top to bottom: IAA, dithranol, 9-
NA, DCTB. All spectra were obtained under the same con-
ditions
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non-acidic matrices, parent ions are observed only
accompanied by a fragment from an MS/MS-confirmed
gas-phase dissociation reaction appearing at a distance of
907 amu below the parent ion.


Similarly, if the dendron periphery is decorated with
dansyl groups (Scheme 4), which indeed absorb the laser
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light, the same degradation occurs in acidic matrices.19


The acid-mediated thermal reaction prevails and leads to
the replacement of dansyl groups against protons as
described above (Dm¼ 233 amu). In the absence of a
matrix (the LDI experiment), photochemical cleavages
can nevertheless be observed which lead to a different
series of fragmentation products with peak distances of
Dm¼ 235 amu, because the sulfonyl group leaves
together with a proton from the dendrimer backbone
likely generating imino termini.


The two examples presented in this chapter demon-
strate both ionization methods to generate artifacts under
certain circumstances. In both cases false-negative results
are obtained. Consequently, the synthetic chemist using
mass spectrometry for the characterization of dendrimers
should crosscheck seemingly negative results by using
different matrices and/or by comparing different ioniz-
ation methods.


DENDRIMER PURITY AND STRUCTURE:
DIFFERENTIATING DEFECTS BY TANDEM
MS EXPERIMENTS


Attempts to pertosylate G1 POPAM dendrimers resulted
not only in the fully substituted product A, but also in
mixtures of defect variantsB–G as shown in Scheme 5.20,21
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The ability of an FTICR mass spectrometer to select only
one out of a large number of different ions present in the
instrument cell allows us to select defect ions of a certain
molecular mass which can then be studied by collision-
induced fragmentation experiments with respect to their
fragmentation reactions. Singly protonated, mass-
selected dendrimer ions [AþH]þ cleanly fragment as
described earlier by Meijer et al.8 (Scheme 6, Fig. 6, top
trace).


A non-symmetrical defect dendrimer such as B can be
protonated at each of the two central amino nitrogen
atoms. Consequently, two different fragments are
possible as seen in the MS/MS spectrum (Fig. 6, second
row). When two sulfonyl groups are missing, two
isomeric structures are possible: One symmetrical isomer
C with one missing sulfonyl group on each side of the
dendrimer and a second isomer D which lacks two
sulfonyl groups on the same side of the molecule. Mass
selection of the ions at m/z 1241 and collision-induced
fragmentation (Fig. 6, third row) results in three different
fragments. This is only possible, if both isomers
significantly contribute to the mass-selected ions. From
this spectrum, we can safely conclude that both isomers
are formed in significant amounts. Finally, defects are
formed in which the dendrimer scaffold is not intact
anymore. For those structures formally lacking one
propylene amine branch and two sulfonyl groups, isomers
E–F may be generated. The MS/MS spectrum (Fig. 6,
bottom), however, nicely shows that isomerE is the major
structure contributing to the ions at m/z 1184. The large
intensity of the fragment signal at m/z 648 indicates the
presence of E, while a fragment with m/z 802 would be
expected from F and G. The corresponding signal is
hardly visible in the MS/MS spectrum. Consequently, F
andG are only very minor components among the ions at
m/z 1184. For the second-generation dendrimers, similar
arguments apply and these data make clear that the
structure of different defect structures can be assigned
through tandem MS experiments.
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DENDRITIC EFFECTS: GAS-PHASE HOST–
GUEST CHEMISTRY OF DENDRITIC
VIOLOGEN-TWEEZER COMPLEXES


Non-covalent complexes are a particular challenge for
mass spectrometry, because it is often rather difficult to
ionize them as intact species due to the weak interactions
within the complexes. From solution studies, it was
known that the Klärner tweezer shown in Scheme 7 (inset)
with its extended aromatic surfaces binds electron-
deficient viologen dications. This is also true for the
dendron-decorated viologens in Scheme 7. All attempts to
generate the dication G02R without accompanying
counterions in the absence of the tweezer failed. Likely,
this dication is a short-lived metastable ion, which on the
timescale of the FTICR mass spectrometric experiments
decomposes due to charge repulsion before it can be
detected. Interestingly, theG12R dication is stable enough
to be detected under extremely mild ionization con-
ditions, while it is no problem at all to produce naked
G22R. Clearly, there is a trend towards higher stabilities.


The first interesting result is found when the molecular
tweezer is added to the sample solutions.22 The mass
spectra change drastically and show rather intense signals
for the 1:1 complexes which are formed either as singly
charged complexes due to the presence of an anion in the
complex or as dications without accompanying anions.
This is even true for G02R indicating that the tweezer is
capable of stabilizing the dication, presumably by charge-
transfer interactions.
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Scheme 7. Molecular tweezer (inset) and dendron-decorated v
plexes with the tweezer in dichloromethane
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The second surprise was observed in the collision-
induced dissociation reactions (Fig. 7). When the first
isotope peak of the tweezer-G02R dication was isolated in
the FTICR cell and subjected to collisions, we expected to
see the loss of the tweezer followed by an immediate
consecutive fragmentation of the remaining dication
(bottom pathway in Scheme 8). However, a fragment was
observed which corresponds to the loss of a 3,5-di-tert-
butylbenzyl cation (Fig. 7a) giving rise to the singly
charged tweezer-benzylbipyridinium intermediate shown
in the upper pathway in Scheme 8. From this MS/MS
experiment, we conclude that at least part of the tweezer-
G02R dication fragments through this mechanism and
that benzyl-N bond cleavage can at least compete with the
tweezer loss.


The FTICR mass spectrometer permits to conduct a
double resonance experiment, in which this intermediate
at m/z 1059 is expelled from the cell during the whole
reaction time. Thus, all its consecutive fragments should
vanish as well. This experiment results in a drastic
decrease of the benzylbipyridinium fragmentation pro-
duct at m/z 359 (Fig. 7b) revealing that the tweezer-G02R


complex almost completely decomposes through the
upper channel in Scheme 8.


The same reactivity is observed for the first-generation
viologen-tweezer complex. However, the MS/MS spec-
trum of the complex of second-generation viologen and
tweezer is completely different. Here, the major
fragmentation product is the viologen dication formed
through tweezer loss. The intermediate of the upper
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Figure 7. (a) Collision-induced dissociation (CID) of mass
selected tweezer-G02R dications. (b) Double resonance
experiment with the same ions, in which the fragment at
m/z 1059 was ejected from the reaction cell during the
whole experiment. (c) CID experiment with the tweezer-
G12R complex. (d) CID experiment with tweezer-G22R com-
plex revealing a complete change in reactivity. Tweezer loss is
the major fragmentation pathway here giving rise to dica-
tionic G22R at m/z 1005
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channel in Scheme 8 is completely absent. Clearly, the
reactivity switches between the two channels depending
on the size of the dendrons.


An explanation for this surprisingly clear dendritic
effect invokes stabilization of the dications through
backfolding of the dendron branches as suggested by
molecular modeling (Fig. 8). While G02R is unable to
backfold the benzyl substituents and thus does not benefit
from internal solvation through the formation of
intramolecular charge-transfer-complexes, G12R can
approach the viologen core with the naphthylmethyl

Copyright # 2006 John Wiley & Sons, Ltd.

groups into a geometry favorable for dication stabiliz-
ation. Even more so, G22R not only has more flexibility,
but also provides the electron-rich, oxygen-substituted
branching units which can form internal charge-transfer
complexes even more efficiently. This explanation is not
only in line with the trend of dication stability observed
when the viologens were ionized in the absence of the
tweezer. It also rationalizes the reactivity change. If
tweezer binding competes with internal solvation through
backfolding, the binding energy of the tweezer should
decrease with increasing dendron size. Vice versa,
increasing dendron size stabilizes the dication and thus
reduces charge repulsion which certainly is a significant
driving force for the cleavage of benzyl-N bonds that
produces two separated monocations.


The gas-phase experiments with the tweezer-dendri-
mer host–guest complexes add valuable insight into the
reactivity of such species which cannot be gained from
solution studies. In solution, not only solvent molecules
change the properties of the complexes. Even more
important, the counterions significantly stabilize
the dications and reduce charge repulsion. Also,
reversible binding which constantly leads to an exchange
of the guest hampers the analysis of such a reaction. Such
an exchange is not possible in the gas phase, because the
complexes are isolated from each other in the high
vacuum of a mass spectrometer.

CONCLUSIONS


The work summarized here spans from the characteri-
zation of dynamic libraries of self-assembling metallo-
supramolecular dendrimers to the gas-phase reactions of
host–guest complexes with dendritic viologen guests.
Mass spectrometry is a valuable tool for studying
fragmentation mechanisms and for distinguishing defects
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Figure 8. Lowest-energy conformations of the viologen derivatives substituted by two 3,5-di-t-butylbenzyl groups (G02R), by
methyl and the G1 dendron (model compound for G12R), and by methyl and the G2 dendron (model compound for G22R)
calculated by Monte-Carlo conformer search using the MMFF force field implemented in SPARTAN 04
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formed in an imperfect synthesis from artifacts originat-
ing in the ionization procedures. Mass spectrometry also
provides the experimental methodology to study den-
drimers under environment-free conditions which pro-
vides insight into their intrinsic reactivity unaffected by
solvent molecules and counterions. Thus, mass spec-
trometry is much more than merely a tool for the
characterization of dendrimers and its potential for
dendrimer chemistry has not yet fully been appreciated
by many dendrimer chemists. Nevertheless, we are
confident that dendrimer chemistry will see many more
applications of mass spectrometry with all its facets in the
future.
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(l) Grayson SMG, Fréchet JMJ. Chem. Rev. 2001; 101: 3819–
3868.
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Matrix dependence of blue light emission from a novel
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ABSTRACT: The reactions of primary and secondary amines with (cyclohexa-2,5-diene-1,4-diylidene)-dimalononi-
trile (TCNQ) lead to mono- and disubstituted dicyanoquinodimethane derivatives and fluorescence emission has been
observed for several of these compounds. We report the luminescence properties, synthesis and crystal structure of the
novel dicyanoquinodimethane derivative 2-{4-[amino-(2,6-dimethyl-morpholin-4-yl)-methylene]-cyclohexa-2,5-
dienylidene}-malononitrile (Ammor), a unique example of an asymmetric dicyanoquinodimethane derivative in
which one of the nitrile groups has been replaced with an NH2 moiety, which provides a reactive centre for potential
further substitution or tethering to larger molecules or polymers. The luminescence properties of the title compound
were investigated in a variety of environments, including alcohol solutions at room temperature and a glass-forming
solvent at low temperature. The fluorescence quantum yields and Stokes’ shifts of the blue emission were found to be
very sensitive to the matrix. The crystal structure of the subject compound was determined, revealing that the
molecules are non-planar in the ground state. The environmentally sensitive emission is discussed in terms of the
conformational change during photoexcitation and the constraint imposed on this by the matrix. This behaviour is also
compared with that of other related amino-functionalized dicyanoquinodimethane derivatives. Copyright # 2006
John Wiley & Sons, Ltd.


KEYWORDS: TCNQ; matrix-dependent fluorescence


INTRODUCTION


The chemistry of adducts of TCNQ (cyclohexa-2,5-
diene-1,4-diylidene)-dimalononitrile) has been the focus
of research1–3 ever since TCNQ was first synthesized4


and its basic chemistry studied5–12 between 1962 and
1964. Substitution of one or two nitrile groups by a
range of primary, secondary and tertiary amines is well
documented,7,13 leading to the recent synthesis of a
range of mono and bisubstituted dicyanoquinodimethane
derivatives.14–17 In contrast, substitution of one of the
nitrile groups of TCNQ with an NH2 moiety has been
reported only twice. The bis amino derivative 2-(4-
diaminomethylene-cyclohexa-2,5-dienylidene)-malono-
nitrile (1, Fig. 1), was prepared by the direct action of
ammonia on a THF solution of TCNQ,7 whereas the
preparation of 2-[4-(amino-pyrrolidin-1-yl-methylene)-


cyclohexa-2,5-dienylidene]-malononitrile (2, Fig. 1) was
carried out by the action of ammonia in THF on 2-[4-
(cyano-pyrrolidin-1-yl-methylene)-cyclohexa-2,5-dieny-
lidene]-malononitrile.18 The availability of a ‘free’ NH2


has implications on the luminescence properties of the
molecule as well as providing a reactive centre on the
chromophore that could act as a tethering site to larger
macromolecules or polymers.
In this paper we describe a novel procedure for the


synthesis of a dicyanoquinodimethane derivative in which
two of the TCNQ nitrile groups have been substituted,
one with a 2,6-dimethylmorpholino moiety and one
with an NH2 group. The compound 2-{4-[amino-(2,6-
dimethyl-morpholin-4-yl)-methylene]-cyclohexa-2,5-die-
nylidene}-malononitrile (‘Ammor’) (5, Fig. 1) was
synthesized by the unexpected reaction of 1,3-bis(3,3,3-
trifluoropropyl) tetramethyl disilazane on 2-{4-[cyano-
(2,6-dimethyl-morpholin-4-yl)-methylene]-cyclohexa-
2,5-dienylidene}-malononitrile, in contrast to the two
previous examples of such compounds in which the
presence of the free amino group in the product was
achieved by the direct action of ammonia.
These derivatives have recently attracted renewed


interest because of their non-linear optical properties.
Most of these investigations have concentrated on the
properties of single crystals.14,15,19–22 These compounds
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have structures that are intermediate between the limiting
forms, the charge-separated (zwitterionic) form with a
benzenoid structure and the neutral form with a quinoid
structure, as shown in Fig. 1. In a given environment the
structure is determined by the reaction field acting on the
molecule,23 e.g. in solution it is dependent on solvent
polarity. Crystal structures show that the molecules are
not planar. Typically the twist angle between the planes
of the electron donor moieties and the �-conjugation unit
is ca. 45 �. In addition, the observed and calculated
ground-state dipole moments are large.24–26 Thus, these
molecules are expected to show sizeable solvatochro-
mism and this has been used to estimate the molecular
hyperpolarizibity (�).25 The product m�, which is a useful
figure of merit for characterizing the second-order non-
linearity of poled polymer films containing the chromo-
phores,27 is found to be large. Thus, there is interest in the
development of these dicyanoquinodimethane derivatives
as the active components of electro-optical polymers.
In addition to the interesting non-linear optical properties


we have discovered that certain dicyanoquinodimethane
derivatives, e.g. ‘Morpip’ (3) and ‘Amino’ (5) (Fig.
1), show intense fluorescence in specific environments or
under certain conditions.24 This topic has also attracted
interest following the discovery of efficient electrolumines-
cence from organic light-emitting chromophores and its use
in light-emitting devices.28–30 Electroluminescence has


also been observed for one of our adducts.31 Photolumi-
nescence is simpler to observe than electroluminescence
and has been used extensively to characterize materials
with potential for use in electroluminescence devices. The
parameters of interest are the radiative lifetimes and
fluorescence quantum yields, both quantities that are de-
termined in solution 32 as well as in the solid state (films).
Fluorescence spectra are affected by solvent polarity and
the solvatochromism, which can be large for polar mole-
cules,33 providing information about the dipole moment of
the excited state.24 Fluorescence is also affected by solvent
viscosity.34 Alcohols provide a solvent system where both
polarity and viscosity can be varied. A study of fluorescent
lifetimes and quantum yields was undertaken for Ammor in
solution in normal alcohols, diethylene glycol and glycerol.
The polarity of the solvent can be changed for normal


alcohols by extending the molecular length.35,36 The
viscosity of the solvent can be controlled by changing
the number of hydroxyl groups, which leads to enhance-
ment of the hydrogen-bonding network in the medium
and increased viscosity, e.g. as in diethylene glycol and
glycerol.37,38 Further studies of the interactions of these
dyes in liquid-crystal hosts and on the fluorescence of
such systems have been reported elsewhere.39,40


EXPERIMENTAL


Materials


(Cyclohexa-2,5-diene-1,4-diylidene)-dimalononitrile
(TCNQ) of 98% purity was obtained from Lancaster Ltd.
2,6-Dimethyl morpholine, 4-methyl piperidine and N-(3-
aminopropyl) cyclohexylamine of 97% purity were ob-
tained from Aldrich Ltd. 1,3-Bis(3,3,3-trifluoropropyl)
tetramethyl disilazane was obtained from Fluorochem
Ltd. All solvents used were HPLC grade. These chemi-
cals were used without further purification.


Synthesis


2-{4-[Amino-(2,6-dimethyl-morpholin-4-yl)-methy-
lene]-cyclohexa-2,5-dienylidene}-malononitrile
(Ammor) (5, Fig. 1). To 2-{4-[cyano-(2,6-dimethyl-mor-
pholin-4-yl)-methylene]-cyclohexa-2,5-dienylidene}-
malononitrile14 (0.39 g, 1.33 mmol) in THF (30 ml)
heated at 50 �C was added 1,3-bis(3,3,3-trifluoropro-
pyl) tetramethyl disilazane (0.47 ml, 1.2 equiv.), which
was then stirred for 4 h at 50 �C. A brown precipitate
was observed. The solution was cooled to room tem-
perature and stirred overnight. The precipitate was
collected by filtration and dried under vacuum. Re-
crystallization of the solid was carried out in hot
methanol. A light green/yellow powder was obtained
(0.20 g, 54%).


1H NMR (d6DMSO): d 9.1 ppm, 8.7 ppm, singlets—
N—H2 (2H), d 7.2 ppm, 6.8 ppm, doublet- bisubstituted
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Figure 1. Molecular structures of dicyanoquinodimethane
derivatives: (1) 2-(4-diaminomethylene-cyclohexa-2,5-dienyli-
dene)-malononitrile, (2) 2-[4-(amino-pyrrolidin-1-yl-methylene)-
cyclohexa-2,5-dienylidene]-malononitrile, (3) 2-{4-[(2,6-dimethyl-
morpholin-4-yl)-(4-methyl-piperidin-1-yl)-methylene]-cyclo-
hexa-2,5-dienylidene}- malononitrile (‘Morpip’), (4) 2-[4-(1-
cyclohexyl-tetrahydro-pyrimidin-2-ylidene)-cyclohexa-2,5-
dienylidene]-malononitrile (‘Amino’) and (5) 2-{4-[amino-(2,6-
dimethyl-morpholin-4-yl)-methylene]-cyclohexa-2,5-dienyli-
dene}-malononitrile (‘Ammor’); the limiting neutral and zwit-
terionic structures of Ammor are shown
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quinoidal ring protons (4H); d 1.1 ppm, broad singlet—
CH3 (6H); d 3.0 ppm and d 3.7 ppm, broad multiplets
(6H), morpholine ring protons. IR: 3350 cm�1, 3161 cm� 1


(aliphatic primary amine), 2171 cm�1, 2126 cm�1(CN),
1595 cm�1 (N—H bending vibration), 1326 cm�1 (C—N
stretching of the primary amine). MS: 281.03 (Mþ�1)
(50% base) EIþ . Decomposition temp 260 �C. �max


(acetonitrile) 394 nm.


Fluorescence and absorption spectra


Absorption spectra were recorded with a Perkin-Elmer
Lambda 19 spectrophotometer. Fluorescence and photo-
excitation spectra were recorded at room temperature
using a Jobin Yvon Horiba Fluoromax 3 spectrometer.
Ammor solutions were prepared in methanol, ethanol,


1-propanol, 1-butanol, 1-pentanol, 1-hexanol, ethylene
glycol and glycerol without degassing. Solutions were
filtered (0.5mm filters) and diluted to give an optical
density of 0.055 � 0.01 at 375 nm. The fluorescence
quantum yield was measured according to the compara-
tive method.41 Quinine sulphate dihydrate in 0.5 M sul-
phuric acid with the same optical density was used as a
reference solution. The quantum yield for quinine sul-
phate dihydrate is relatively temperature independent and
has a value of 51%.42 The quantum yields of the Ammor
solutions were determined from a comparison of the
integrated emission intensity of the samples with that of
the quinine sulphate dihydrate solution. Constant slit
widths were used for all the measurements.
Fluorescence spectra were recorded at low temperature


with an ISA Fluoromax fluorimeter. Ammor solutions
were prepared in 1-propanol, a glass-forming solvent.
The optical density at the absorption maximum of these
solutions was kept below 0.5. Samples were placed in a
special low-temperature cuvette inside an Oxford Instru-
ments cryostat. Emission spectra were recorded over the
range from room temperature to 80K; the sample tem-
perature was stabilized using an Oxford Instruments
temperature controller.
The time-correlated single photon counting technique


was used to determine fluorescence lifetimes.43 The
excitation source was a cavity dumped DCM dye laser
(Coherent 7210 cavity dumper and 700 Series dye laser)
synchronously pumped by the second harmonic of a
mode-locked Nd:YAG laser (Coherent Antares 76-s).
This provides a 3.8MHz pulse train that could be tuned
between 610 and 680 nm. Sample emission was detected
using a 0.22m double monochromator (Spex 1680), a
microchannel plate (Hamamatsu R3809U), a 1GHz am-
plifier and timing discriminator (EG&G Ortec 9327), a
time-to-amplitude converter (Tennelec TC864) and a
multichannel pulse-to-height analyser (Tennelec PCA
II). 1-Propanol solutions were prepared and mounted in
the cryostat as described above. Fluorescence lifetimes
were recorded at room temperature and 80K.


X-ray diffraction


Single-crystal x-ray diffraction was used to determine the
crystal structure of Ammor. Single crystals were grown
by slow evaporation of Ammor frommethanol and thence
mounted onto an Enraf Nonius CCD diffractometer,
using the oil-drop method. Graphite monochromated
Mo K� radiation (0.71073 Å) was employed for the
experiment, at a sample temperature of 180(2) K, using
an Oxford Cryosystems Cryostream. Data were collected
covering a hemisphere of reciprocal space, affording
99% of all unique data, out to the 2� value of 40 �. Cell
parameters were refined by applying the HKLScalepack
software package43 to data from all regions of reciprocal
space at the point of data reduction, which employed
HKLDenzo and Scalepack programs.44 An empirical
absorption correction was applied to the resulting
data.45 There was no evidence for any crystal decay
during the experiment. The structure was solved by direct
methods using SHELXS-9746 and subsequent difference
Fourier synthesis and then refined by full-matrix least-
squares methods on F2 using SHELXL-97.46 Atomic
scattering factors were taken from International Tables
for Crystallography, Volume C, Mathematical, Physical
and Chemical Tables.47 Positional and anisotropic dis-
placement parameters were refined for all non-hydrogen
atoms. Positional parameters for hydrogen atoms were
modelled according to their expected geometry and their
isotropic displacement parameters were modelled using
the riding formalism Uiso(H)¼ 1.2Uiso(C), except for the
methyl hydrogen atoms where Uiso(H)¼ 1.5Uiso(C). All
crystal, data collection and refinement parameters are
available from the Cambridge Crystallographic Data
Centre, deposition number CCDC 283409.


Calculations


The calculations have been carried out within the
ab initio density functional formalism using the CASTEP
code.48 We use the generalized gradient approximation49


for the exchange and correlation interaction, which gives
improved accuracy on molecular properties over the local
spin density approximation50 Ultrasoft ab initio pseudo
potentials51 were used to describe the ion-valence elec-
tron interactions. The valence electronic wave functions
have been expanded in a plane-wave basis set using an
energy cut-off of 380 eV, which converges the total
energy of the unit cell to better than 2meV atom�1. We
used a preconditioned conjugate gradient method52 to
minimize the total energy and also conjugate gradients to
relax the ionic positions under the influence of the
Hellmann–Feynman forces. The electronic charge den-
sity of the relaxed structure is used to calculate the dipole
moment. For excited-state calculations a similar method
is used except that a constrained conjugate gradient
minimization is used to retain an electron in the first
excited state.


208 M. SZABLEWSKI ET AL.


Copyright # 2006 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2006; 19: 206–213







RESULTS AND DISCUSSION


X-ray crystallography


The crystal structure of Ammor is shown in Fig. 2. The
dicyanoquinodimethane component that is common to all
dicyanoquinodimethane derivatives (i.e. all atoms shown
to the left of N3 in Fig. 2) is very similar to Morpip (3,
Fig. 1), as judged by the similar nitrile bond geometries
and the results of a bond-length alternation (BLA)
analysis of Ammor and Morpip, which follows the
calculation methodology of Ref. 15.


DS
TCNQ ¼


XNb


i¼l


jbsi � bTCNQi j=Nb


�s ¼ ½ðDZWIT
TCNQ � Ds


TCNQÞ=DZWIT
TCNQ� � 100


where DS
TCNQ represents the deviation of structure S from


that of TCNQ (comprising a purely quinoidal electronic
configuration) (DAMMOR


TCNQ ¼ 0:037625; DMORPIP
TCNQ ¼ 0:03525),


DZWIT
TCNQ represents the deviation of the canonical zwitter-


ion electronic configuration, artificially constructed from
known C� � �C single and double bond lengths, bsi is the
length of each of the Nb¼ 8 non-hydrogen bonds that lie in
the benzenoid ring or immediately vicinal to it and �s is the
resultant percentage of quinoidal:aromatic (zwitterionic)
character that the benzenoid ring possesses.
The resulting values of �s for Ammor and Morpip are


29(2)% and 33(2)%, respectively, i.e. their benzenoid
rings show identical levels of quinoidal:aromatic char-
acter, within experimental error. Complementary solva-
tochromatism measurements corroborate these findings,
the same trends but with just a slight change in slope
being observed for Ammor and Morpip: see Fig. 6a
(square) herein (Ammor) and fig. 4a in Ref. 23 (Morpip).
The substituents adjoining C10 via N3 and N4 form a


plane in Ammor that lies 66.5(5) � to the mean plane
comprising the aforementioned common TCNQ-based
motif. This compares with an analogous twist angle of
44(1) � in Morpip. The larger displacement of this plane


in Ammor when compared with Morpip may be due to
the less sterically hindered environment around the
small free amine group in Ammor rather than the large
piperidine functionality in Morpip. The 1,4-N,O-3,5-
dimethyl-substituted ring exhibits bond lengths that are
entirely expected for a saturated ring and forms a chair-
shaped configuration; the C10—N3 and C10—N4 bonds
show no anomalies and are identical within experimental
error.
Ammor crystallizes in the monoclinic space group,


P21/c, with a packing arrangement depicted by Fig. 3.
Each molecule lies antiparallel to its neighbour in un-
dulating layers held together by hydrogen bonds. In
particular, the hydrogen bonds, N3—H3B � � �O1
(H � � �O¼ 2.149 Å; NHO¼ 169.8 �; symmetry code:
x,0.5� y,�0.5þ z) and N3—H3A � � �N2 (H � � �N¼
2.151 Å; NHN¼ 177.3 �; symmetry code: x� 1,y,z) are
moderately strong interactions, whereas weak hydrogen
bonds of the type C—H � � �X may also be present:
C11—H11A � � �N1 (H � � �N¼ 2.501 Å, CHN¼ 144.9 �;
symmetry code: 1� x,y� 0.5,1.5� z), C5—H5A � � �N1
(H � � �N¼ 2.567 Å, CHN¼ 135.2 �; symmetry code:
1� x,�y,2�z) and C11—H11B � � �N2 (H � � �N¼
2.519 Å, CHN¼ 148.7 �; symmetry code: x� 1,y,z).
Morpip, which crystallizes in the orthorhombic space


group P212121, shows no evidence of possessing any
hydrogen bonding in its packing configuration that com-
prises molecules stacked directly on top of each other
along the a-axis direction, the arrangement of molecules
in each alternate layer being anti-parallel to the adjacent
one (see Fig. 4).


Figure 2. The crystal structure of Ammor showing aniso-
tropic displacement parameters on all non-hydrogen atoms
at the 50% probability level


Figure 3. Molecular packing arrangement of Ammor as
viewed down the a-axis. Hydrogen bonds involving N2 are
not visible here because they occur principally along the
a-axis
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Fluorescence spectra


The absorption and emission spectra of Ammor in solu-
tion are broad and featureless, with an emission intensity
that is strongly solvent dependent (see Fig. 5). The Stokes
shift and fluorescence quantum yields for Ammor are
listed in Table 1. These results are similar to those we
have obtained for the fluorescence emission of other
dicyanoquinodimethane derivatives. In particular the in-
tensity of emission of Ammor is comparable with that of
Morpip and Amino.24


The solvatochromic shift of the ground and excited
electronic states results in a solvent-dependent Stokes
shift. The literature describing the modelling of solvent–
solute interactions is extensive.53 The Lippert formalism


provides a simple model for the analysis of experimental
data.54–58 The energy of absorption and emission, relative
to the gas phase values, is given by


�absmax ¼ �abs0 � 2�gð�e � �gÞ
hca3


"� 1


2"þ 1


� �
� 1


2


n2 � 1


2n2 þ 1


� �� �


ð1Þ


�emmax ¼ �em0 � 2�gð�e � �gÞ
hca3


"� 1


2"þ 1


� �
� 1


2


n2 � 1


2n2 þ 1


� �� �


ð2Þ


where " is the dielectric constant and n is the refractive
index of the solvent, me and mg are the dipole moments of
the excited and ground state and a is the radius of the
spherical Onsager cavity surrounding the solute mole-
cule. The Stokes shift is just the difference in these
energies, hence:


�� ¼ �absmax � �ems
max


¼ 2ð�e � �gÞ2
hca3


"� 1


2"þ 1
� n2 � 1


2n2 þ 1


� �
þ constant


ð3Þ


where the quantity in square brackets is termed the
polarity parameter (�f ). Avariety of different parameters
have been used to describe solvent interaction and in-
corporate effects such as solvent molecule reorientation
with varying degrees of success.59 The Lippert formalism
provides a reasonable interpretation of the experimental
data for Morpip and Amino24 in a series of normal
alcohols, however when the degree of hydrogen bonding
is greatly increased (i.e. in glycerol, without a corre-
sponding large increase in molecular weight) a large
deviation from the Lippert formalism is observed, hence
deviations from the Lippert formalism can be used to


Figure 4. Molecular packing arrangement of Morpip as
viewed down the a-axis (from data with CCDC deposition
number 139387)


Figure 5. Emission spectra of Ammor dissolved in normal
alcohols and glycerol. Plots are from top to bottom: glycerol,
pentanol, propanol and methanol


Table 1. Absorption maxima, Stokes shifts and fluores-
cence quantum yields of Ammor solutions


Solvent Absorption Stokes Quantum
maximum (cm�1) shift (cm�1) yield (%)


Methanol 26600a 5810b 0.16c


Ethanol 25970 5230 —
1-Propanol 25840 5050 0.4
1-Butanol 25510 4680 —
1-Pentanol 25380 4660 1.4
1-Hexanol 25190 4440 —
Diethylene 26320 5570 1.5
glycol
Glycerol 26810 6060 12.4


a Error� 50 cm�1.
b Error� 100 cm�1.
c Error is 10% of the value.
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measure the extent of special interactions such as hydro-
gen bonds. Following this example we plot the data for
Ammor in solution in the normal alcohols according to
Eqns (1)–(3) in Fig. 6.
A problem in the use of eqns (1)–(3) to estimate mg and


me is that the results obtained depend crucially on the
radius of the Onsager cavity (a) enclosing the solute
molecule. In addition, for molecules like Ammor the
spherical cavity should be replaced by an ellipsoidal
cavity.17,60 This additional complication is not justified
here because the analysis does not yield exact values for
mg and me. A reasonable estimate17,24 for a can be
deduced from the crystal structure (Using unit cell
volume¼ 1518.9 Å3, Z¼ 4), which gives a volume per
molecule of ca. 380 Å3 and a� 4.0 Å. The plots of
absorption and emission maxima and the Stokes shift
(Fig. 6) yield slopes of 23370� 3650 cm�1 (R¼ 0.954),
630� 900 cm�1 (R¼ 0.329) and 20330� 1980 cm�1


(R¼ 0.982), respectively. Using these data the values
found are mg¼ 11� 4 D (calc. 13.03 D) and me¼
0.3� 1 D (calc. 0.35D). These results are similar to those
for Morpip with a large mg and me�zero. This has been
attributed to a large conformational change between
ground and excited states.24


The occurrence of a large conformational change on
photoexcitation means that viscous (i.e. solvents such as
glycerol giving rise to many hydrogen bonding interac-
tions) solvents have a large influence on the emission.
Thus, the Stokes shifts observed for diethylene glycol and
glycerol solutions are much larger than predicted by the
Lippert formalism (i.e. the largest deviations from the
Lippert formalism). Use of the empirical parameters
ET(30) and ET


N, which incorporate the effects of hydro-
gen bonding, present in these viscous solvents, provides a
good fit to all the data (Fig. 7(a)). However, the variation
in the fluorescence quantum yields is not described well
by either �f or ET(30) (Fig. 7(b)). This indicates that the
conformational change possible in low viscosity solvents
is inhibited in high viscosity solvents. Increased fluores-
cence is also observed in solid media, such as polymers
and low-temperature glasses. Again the results observed
are similar to those of Morpip.24 (Table 2 compares


Figure 6. Plots of absorption and fluorescence maxima (a)
and Stokes shift (b) for Ammor dissolved in normal alcohols
versus �f


Figure 7. Plots of Stokes shift (a) and fluorescence quantum
yields (b) for Ammor dissolved in normal alcohols, diethylene
glycol and glycerol versus ET(30). The trend line for the
normal alcohols is plotted in (b) and the outlying data point
is the glycerol result
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Stokes shifts and fluorescence quantum yields obtained
for both Morpip and Ammor). This indicates that the
relaxed excited state decays predominantly by a non-
radiative mechanism whereas the hindered state decays
radiatively. This conclusion is supported by the measure-
ments of fluorescence lifetime in 1-propanol (see Fig. 8).
At room temperature the fluorescence decay is indis-


tinguishable from the excitation pulse, whereas at 80K a
good fit is obtained to a single exponential decay with a
lifetime of 2.3� 0.2 ns. A pronounced increase in fluor-
escence intensity is observed in the low-temperature
glassy phase relative to the room-temperature solution.


Thus, there is a clear transition from a fast non-radiative
decay to a slower radiative decay.


CONCLUSION


Ammor, the asymmetrically amino-substituted dicyano-
quinodimethane derivative, has been successfully synthe-
sized and characterized. In line with related compounds24


Ammor displays an environmentally sensitive fluores-
cence emission. Theoretical calculations and experimen-
tal data indicate that the ground-state dipole moment is
significantly larger than the excited-state dipole moment.
This observation has been attributed to a large conforma-
tional change between ground and excited states. The
occurrence of a large conformational change on photo-
excitation means that viscous solvents and solid media, in
which the chromophore is dissolved, have a large influ-
ence on the emission. Fluorescence lifetime measure-
ments at low temperatures show an increase in the
intensity of the blue emission giving rise to a single
exponential decay with a nanosecond lifetime, whereas at
room temperature the fluorescence decay is indistinguish-
able from the excitation pulse, thus indicating a transition
from a fast non-radiative decay to a slower radiative
decay with decrease in temperature.
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preparing a family of triaminotriazine receptors bearing porphyrin
ded triaminotriazines are prepared in a stepwise manner employing


either cyanuric chloride or fluoride and 5-(40-aminophenyl)-10,15,20-triphenylporphyrin in the first step. Reaction of
the porphyrintriazine with excess 1-pentylamine leads to a triazine core programmed for three-point hydrogen
bonding. Addition of a complementary naphthalene diimide yields a supramolecular donor–acceptor dyad. Photo-
physical studies in CH2Cl2 solvent show efficient quenching of porphyrin fluorescencewithin the dyad, consistent with
an electron transfer process. Copyright # 2006 John Wiley & Sons, Ltd.
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bonding

INTRODUCTION


One of the major aspects in designing artificial
photosynthetic devices is the selection of an organising
principle that will control the interactions and spatial
disposition amongst chromophoric units.1 Covalently
bridged dyad systems in which bridge conformation and
length have been changed in a systematic way have also
been used effectively in the past as a means of elucidating
the factors that govern energy transfer (EnT) and electron
transfer (ET) processes.2 However, applying these model
systems to an application such as photovoltaic devices,
optoelectronics or light harvesting is impractical due to
their typically lengthy and inefficient syntheses. A
building block approach, that employs simple and
modular synthesis along with the potential to incorporate
molecular recognition motifs is more pragmatic.1a,3 In
this way, changes in the connectivity of donors and
acceptors, as well as the donors and acceptors themselves,
can be achieved readily and the resulting assemblies can
be formed on a large scale. In this respect, the potential of
the 1,3,5-triazine core to act as an easily functionalised
molecular and supramolecular scaffold has been recently

to: S. J. Langford, School of Chemistry, Monash
on Victoria 3800, Australia.
angford@sci.monash.edu.au
resented at the 10th European Symposium on Organic
July 2005, Rome, Italy.
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realised.4–10 Our approach is to adopt the triaminotria-
zines as an organising precept for the preparation and
evaluation of discrete molecular dyads and supramole-
cular assemblies that undergo energy transduction. Here,
we describe a supramolecular dyad bearing a porphyrin
donor and naphthalene diimide acceptor and which
employs complementary three-point hydrogen bonding
between the triazine and the naphthalene diimide to effect
the complexation. Formation of the supramolecular
complex facilitates efficient quenching of porphyrin
fluorescence, attributed to an ET from the photoexcited
porphyrin to the naphthalene diimide.


RESULTS AND DISCUSSION


The synthesis of the porphyrin triazine receptor 7 followed
the method outlined in Scheme 1. Reaction of aminopor-
phyrin 111 with one equivalent of cyanuric chloride 2 or the
fluoride equivalent 3 under ambient conditions yielded the
monosubstituted products 4 and 5, respectively, after
chromatography. In our hands, the absence of base to
remove any acid formed in situ best suited the formation
and isolation of the monosubstituted triazines.10,12 Reac-
tion of 4 or 5 at elevated temperature with pentylamine 6,
whose role was to negate solubility issues, gave the target
triaminotriazine receptor 7 in excellent yield.


The complementary diimide 8, bearing one 3,5-di-tert-
butylphenyl group, was prepared by literature procedures
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Scheme 1. Synthesis of triaminotriazine receptor 7, which is complementary to diimide 8. Upon mixing, the supramolecular
dyad 7.8 forms via three-point hydrogen bonding
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(Scheme 1).13 The bulky nature of the N-substituent was
chosen to overcome any possible stacking of diimide
units and associated solubility problems we had
encountered with other candidates. The 1H-NMR
spectrum of an equimolar mix of 7 and 8 in CDCl3
exhibited a downfield shift for the N-H protons of the
diimide and triaminotriazine when compared to the
individual components.14 This resonance shift is diag-
nostic for the three-point complementarity involving
other triazines and supports the formation of the
supramolecular dyad 7.8 in solution (Scheme 1).5


Fluorescence studies also support the formation of the
supramolecular complex 7.8. The absorption (Fig. S2)
and fluorescence (Fig. 1a) spectra, the fluorescence
lifetime (8.80 ns) and quantum yield (¼ 0.09) of the
triaminotriazine 7 in de-aerated CH2Cl2 are typical of
meso-tetraarylporphyrins, indicating that attachment of
the aminotriazine substituent does not strongly effect the
electronic properties of the porphyrin chromophore in
7.15 Fluorescence quenching studies were undertaken
with excitation at 550 nm to selectively excite the
porphyrin in solution. Fluorescence of 7 was quenched
and slightly blue-shifted (ca. 2 nm) upon addition of 8
(Fig. 1c). The degree of quenching was considerably
greater than that observed for the addition of the same

Copyright # 2006 John Wiley & Sons, Ltd.

concentration of N,N0-dipentyl NDI 9, which cannot form
a complementary three-point hydrogen bond to the
triazine core of 7 (Fig. 1b). The additional quenching
observed in the solution of 7 and 8 is attributed to direct
excitation of the supramolecular dyad 7.8.


This conclusion is further supported by time-resolved
fluorescence studies. The fluorescence decay profile of 7
became bi-exponential upon addition of 8. A long lifetime
component (tl) was observed, similar to the lifetime of 7
alone (8.80 ns), together with a second, short lifetime
component (tS). The contribution to the decay of the short
lifetime component increased with increasing solution
concentration of 8, while the lifetime remained constant
at 0.27 ns. Thus, tS is attributed to the emission from the
photoexcited supramolecular complex 7.8. The long
lifetime component was slightly reduced from 8.80 ns
upon increasing the solution concentration of 8, and is
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Figure 1. Corrected fluorescence spectra of optically
matched solutions of (a) 7 (grey tin line), (b) 7 and 1mM
N,N(-dipentyl-NDI 9 (grey bold line) and (c) 7 and 1mM 8
(black line) in CH2Cl2 (lex¼ 550nm)
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attributed to photoexcitation of uncomplexed 7 in
solution, which is then quenched by diffusive encounter
with 8 during its excited-state lifetime.


In keeping with previous studies on porphyrin-
naphthalene diimide dyads, the mechanism of fluores-
cence quenching of photoexcited 7 is attributed to an ET
process.7 The driving force for ET (DGCS) in 7.8 was
estimated using the Weller Eqn:16


DG
CS


¼ e EOXðDÞ � EREDðAÞð Þ � E00


� e2


4p"0"SRC-C
(1)


The gas phase, energy-minimised structure of 7.8,
calculated using ab initio B3LYP/6-31G methods (Fig.
S1),17 predicts a centre-to-centre inter-chromophore
separation (RC-C) of 18.4 Å.18 Using the one-electron
oxidation potential (EOX(D)) of meso-tetraphenylpor-
hyrin (0.95V vs. SCE in CH2Cl2),


19 the one-electron
reduction potential (ERED(A)) of N-(2,5-di-tert-butylphe-
nyl)-N0-hydrogen-4,8-dicarboxynaphthalenediimide
(�0.61V vs. SCE in CH2Cl2),


5 and the excited singlet
energy (E00) of 7 (1.90 eV), DGCS was estimated to be
�0.43 eV for 7.8 in CH2Cl2. The negative DGCS value
confirms that photoinduced ET is favourable in the
complex.


The rate of ET quenching kET of the photoexcited
porphyrin in the supramolecular complex 7.8 was
calculated to be 3.59� 109 s�1 using:


kET ¼ 1


t
S


� 1


t
0


(2)


Nanosecond resolution transient absorption spectro-
scopy experiments on mixtures of 7 and 8 in de-aerated
CH2Cl2 failed to detect any ionic intermediates,
suggesting that charge recombination is an efficient
process, occurring within the time resolution of the
apparatus (ca. 8 ns). The excited triplet state lifetime of

Copyright # 2006 John Wiley & Sons, Ltd.

the aminotriazine 7, generated by excitation of the
proportion of uncomplexed 7 in solution, was not
quenched in the presence of 8, suggesting that ET is
not favoured in collisions between these two species.
Given that the energy of the excited triplet state of meso-
tetraphenylporphyrin is 0.45 eV lower than the excited
singlet state, it is expected that ET from the triplet state of
7 to 8 is not thermodynamically favourable.20


In conclusion, we have described a method for the
preparation of porphyrin appended triaminotriazines
which allows for the isolation and characterisation of 3
and 4. Addition of a complementary hydrogen bonding
acceptor 8 to 7 formed the supramolecular dyad 7.8.
Fluorescence of 7 was efficiently quenched within the
supramolecular dyad, however long-lived ET intermedi-
ates were not detected. Further photophysical studies are
currently underway with the zinc(II) analogue of 7. The
modular nature of this synthetic approach unlocks the
scope for other triaminotriazine systems and such
examples will be reported in due course.
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ABSTRACT: Resorcin[4]arene tetraether derivatives, in which a resorcinol unit and a 1,3-dialkoxybenzene unit are
incorporated in an alternating order, were synthesized by the Sc(OTf)3 catalyzed ‘2þ 2’ fragment condensation. The
conformational properties were studied using variable temperature 1H-NMR spectroscopy, indicating that the
resorcinarenes are flexible at room temperature but frozen in the cone formation at �90 8C in CD2Cl2, and they
interconvert between two equivalent cone conformations with an energy barrier of DGcz ¼ 10.2–10.5 kcalmol�1.
These values are slightly lower than that for the resorcin[4]arene containing four 2-hexylresorcinol units. The cone
conformation is stabilized by intramolecular hydrogen bonds between the OH hydrogen and ether oxygen, which is
evidenced by the low frequencies (3423–3434 cm�1) of the OH-stretching vibrations in CDCl3 solution. Copyright
# 2006 John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/
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INTRODUCTION


Polyhydroxy[14]metacyclophanes, such as calix[4]arenes
(A) and resorcin[4]arenes (B), are readily available
macrocycles, and are widely used in the fields of
supramolecular chemistry.1–6 Extensive studies on their
conformational properties have been conducted for many
years.7–10 The hydrocarbon framework of [14]metacy-
clophane is very conformationally flexible, and there are
six extreme conformations, designated ‘cone (crown),’
‘flattened cone (boat),’ ‘partial cone,’ ‘1,3-alternate,’ ‘1,2-
alternate,’ and ‘chair.’11–13 The relative stabilities of the
conformational isomers and the energy barrier for the
interconversion between them are largely dependent upon
the substituents at the intra-annular and extra-annular
positions of the macrocycles. Especially, the intramole-
cular hydrogen bondings between the phenolic hydroxyl
groups on the neighboring aromatic rings play an
important role in determining the conformational proper-
ties (Scheme 1).


Calix[4]arene (A; R¼ tert-Bu) possessing four OH
groups at the intra-annular positions adopts a cone
conformation stabilized by a circular array of hydrogen
bonds, which undergoes a cone-to-cone inversion process
(Scheme 2) with a barrier of 15.7 kcalmol�1 in CDCl3.


7


Also, resorcin[4]arene (B; R¼ n-hexyl) possessing eight
OH groups at the extra-annular positions exists in the


cone conformation, which is stabilized by four intramo-
lecular hydrogen bonds between adjacent OH groups. For
this compound, the barrier of the conformational
inversion is 12.0 kcalmol�1 in CDCl3.


14 The circular
array of hydrogen bonds is responsible for the greater
conformational stability forA. Therefore, since the partial
replacement of OH groups by OCH3 groups leads to a
decrease in the number of hydrogen bonds and the
breakdown of the hydrogen bonding array, this structural
change significantly influences both the static and
dynamic stereochemistries of the resulting systems.15–
19 We are interested in the conformational properties of
the resorcin[4]arene tetraethers (C), in which a resorcinol
unit and a 1,3-dialkoxybenzene unit are incorporated in
an alternating order. In this case, the number of the
hydrogen bondings is the same as for (B), and the
functionalization of the OH groups at the extra-annular
positions does not sterically hinder the inversion of the
macrocycles. We now describe the first ‘2þ 2’ fragment
synthesis of ABAB-type resorcin[4]arenes and their
conformational properties in solution.


RESULTS AND DISCUSSION


Synthesis


We have previously demonstrated that the Sc(OTf)3
catalyzed cyclocondensation of 2,4-dialkoxybenzyl
alcohols produced resorcinarene octaethers in good
yields.20,21 Based on this study, the ABAB-type
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resorcin[4]arenes were prepared in a ‘2þ 2’ fragment
synthesis as shown in Scheme 3. Although a variety of
regioselectively substituted calixarenes with well-defined
structures have been prepared by fragment synthesis,22


this methodology has been scarcely used for the
construction of resorcinarenes. For example, resorci-
n[4]arenes bearing alternating substituents at their
bridging positions were synthesized.23 However, the
direct synthesis of ABAB type resorcin[4]arenes con-
sisting of different resorcinol units has not been reported.


Scheme 2. Cone-to-cone interconversion in[14]metacyclo-
phane system, and intraannular (Hin), extraannular (Hex),
axial (Hax), and equatorial (Heq) protons in the cone
conformer


Scheme 3. ‘2þ 2’ Fragment synthesis of resorcin[4]arene tetraethers. Reagents and sol-
vents: (i) NaBH4, EtOH; (ii) 2-propylresorcinol, Sc(OTf)3, MeCN; (iii) POCl3, DMF; (iv) NaBH4,
EtOH; (v) Sc(OTf)3, MeCN


Scheme 1. Calix[4]arene (A) and ABAB-type resorcine[4]arene tetraether (C)


Copyright # 2006 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2006; 19: 214–218
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The condensation of 2-propylresorcinol with 2,4-
dialkoxybenzyl alcohols 2 in CH3CN was catalyzed by
Sc(OTf)3 to give diphenylmethanes 3 in 42–73% yields.
The Vilsmeier formylation of 3 produced the benzalde-
hydes 4 in 42–63% yields. The aldehydes were then
reduced with NaBH4 to give the dimeric components 5 in
64–82% yields. Finally, the cyclocondensation was
conducted in CH3CN in the presence of Sc(OTf)3 that
resulted in the formation of the ABAB-type cyclic
tetramers 6. Although the yields in the last step were in
the range of 7–15%, the cyclic tetramers 6a, 6b, and 6c
precipitated during the reaction and were easily obtained
as pure materials. On the other hand, compound 6d was
soluble in the reaction solvent and isolated by preparative
gel permeation chromatography (GPC). The structure and
composition of the ABAB resorcinarenes 6 were
confirmed by 1H and 13C NMR spectroscopies, FAB-
mass spectrometry, and elemental analysis.


To clarify the low yields of the fragment synthesis, we
analyzed the soluble fraction of the reaction mixture
obtained from the synthesis of 6a. The GPC separation of
the soluble fraction gave various types of low linear
oligomers such as dimers and trimers. Interestingly, it was
also shown that most of these isolated oligomers had no
terminal hydroxymethyl groups. These products probably
resulted from the fragmentation of the initially formed
linear oligomers via an ipso-attack of the benzyl
cations24–26 and the dimerization of the activated benzyl
alcohols via dehydroxymethylation.27 Thus, we conclude
that the fragmentation and recombination of linear
oligomers are responsible for the low yields of the
‘2þ 2’ fragment synthesis.


Conformational properties


The 1H-NMR spectra of 6 recorded at 30 8C showed three
singlets for the aromatic protons of the metacyclophane
core and one singlet for the bridge methylene protons,
indicating that these compounds are conformationally
flexible systems. To confirm the preferred conformation
of the cyclic tetramers, we measured their low-
temperature 1H-NMR spectra. Since compounds 6a,
6b, and 6d have good solubilities in CD2Cl2, their
conformational properties could be analyzed by variable-
temperature NMR spectroscopy. The 1H-NMR spectrum


of 6a at different temperatures is shown in Fig. 1 and the
results are summarized in Table 1. At �90 8C in this
solvent, compound 6a showed one AB quartet (3.38 and
4.01 ppm, J¼ 14.2Hz) arising from the four equivalent
bridging methylene groups, indicating conformational
freezing on the NMR time scale. The large chemical shift
difference between the two methylene protons
(Dd¼ 0.63 ppm) suggests that the adjacent two aromatic
rings adopt syn arrangements. That is, the freezing
conformation should be a cone or flattened cone. These
conformations can be discriminated by examination of
the chemical shifts of the intra-annular aromatic protons
(Hin), since they significantly depend upon the orientation
of the adjacent aromatic rings. Two Hin signals in 6a,
which were assigned by two-dimensional NMR spectro-
scopy (NOESY), appeared as singlets at 6.99 and
7.25 ppm, respectively. On the other hand, the dimer
3a showed their corresponding aromatic protons at 6.90
and 7.12 ppm (Dd¼ 0.22 ppm), respectively. Therefore,
the difference in the chemical shifts that observed for 6a
(Dd¼ 0.26 ppm) can be primarily accounted for the
difference in the substituents at the meta-positions.
Namely, it is reasonably concluded that both Hin protons
are under the same anisotropy influence of the aromatic
rings, and that the metacyclophane framework adopts a
cone conformation with nearly C4v symmetry.


The bridging methylene signal that appeared at a
higher field (3.38 ppm) showed an NOE correlation with
two Hin signals. Hence, the higher field signal is assigned


Figure 1. 1H-NMR spectrum of the methylene region of 6a
in CD2Cl2 at different temperatures


Table 1. Chemical shifts of the intra-annular aromatic protons (Hin) and methylene protons (Hax and Heq) at �90 8C in CD2Cl2
and the activation energies for the conformational change at the coalescence temperature (Tc)


Compound Hin Hax Heq J/Hz DGz/kcalmol�1 Tc/K


6a 7.25/6.99 3.38 4.01 14.2 10.2 228
6b 7.02/6.89 3.27 3.91 13.7 10.5 233
6d 7.02/6.90 3.29 3.93 14.0 10.5 233
B (R¼ n-Hexyl)a 7.19 3.51 4.08 13.0 11.7 251


a Reference [14]. Determined at S50 8C in CDCl3.
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to the axial protons (Hax) and the lower field signal is
assigned to the equatorial protons (Heq) (Scheme 2). In
contrast, in the calix[4]arene systems, the equatorial
methylene proton resonates at a higher field than the axial
ones.28,29 This is because the Heq protons of 6 is in close
proximity to the oxygen functions (OH, OR), and are in an
environment similar to the Hax of calix[4]arenes.


Upon raising the temperature, the AB quartet of the
methylene groups coalesced into a broad singlet. Based
on the coalescence temperature of this signal,30 a barrier
of Gcz ¼ 10.2 kcalmol�1 was calculated for the con-
formational exchange (cone to cone inversion). Com-
pounds 6b and 6d showed temperature-dependent NMR
spectra similar to 6a. The data in Table 1 show that the
barriers to inversion vary only slightly as the alkyl groups
change from methyl to allyl to p-methylbenzyl. The
inversion barriers for these resorcin[4]arene tetraethers 6
in CD2Cl2 are slightly lower than that of resorcin[4]arene
B (R¼ n-hexyl) in CDCl3 (DGc


z ¼ 11.7 kcalmol�1).
In the 1H-NMR spectrum of 6a in CDCl3, the OH


signal appears at 7.09 ppm; the downfield shift
compared with 2-hexylresorcinol (4.7 ppm) is attrib-
uted to the hydrogen bonding. Moreover, the hydrogen
bonding is evidenced by IR spectroscopy. In CDCl3
solution, the 2,4-dialkoxybenzyl resorcinol 4d shows
two OH stretching vibrations at 3604 and 3416 cm�1.
The latter one is assigned to the intramolecular
hydrogen-bonded OH stretching. On the other hand,
the resorcin[4]arene 6a displays one hydrogen-bonding
OH stretching vibration at 3423 cm�1. The presence of
only one OH stretching vibration in the IR spectrum
indicates the formation of four intramolecular hydro-
gen bondings between the OH and alkoxy groups as
shown in Scheme 4. The value of 3423 cm�1 is close to
the values of 3420 cm�1 for the hydrogen bonded OH
groups in the resorcin[4]arene B (R¼ n-hexyl). These
spectral features are commensurate with a cone
conformation that is stabilized by intramolecular
hydrogen bonding.


CONCLUSION


Resorcin[4]arene tetraether derivatives, in which a
resorcinol unit and a 1,3-dialkoxybenzene unit are
incorporated in alternating order, were synthesized by
the Sc(OTf)3 catalyzed ‘2þ 2’ fragment condensation.
The conformational properties were studied by variable
temperature 1H-NMR and IR spectroscopy. The preferred
conformation is a cone with nearly C4v symmetry, which
is stabilized by intramolecular hydrogen bonds between
the OH hydrogen and ether oxygen. On the NMR time
scale, the resorcinarenes are flexible at room temperature,
but frozen in the cone formation at �90 8C in CD2Cl2.
Their activation energies for the interconversion between
two equivalent cone conformations are slightly lower than
that for the resorcin[4]arene containing four 2-hexylre-
sorcinol units.


Experimental procedures and spectral data for all new
compounds are available via the Internet at EPOC website.
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ABSTRACT: The complexes between Niþ and toluene, phenylsilane, and phenylgermane were investigated through
the use of high-level density functional theory (DFT) methods. Both harmonic vibrational frequencies and optimized
geometries were obtained at the B3LYP/6-311G(d,p) and B3LYP/6-311þG(2df,2p) levels of theory. These results
show that at the highest level considered in this work, and in contrast with what was found before for Cuþ, the
complexes in which Niþ interacts specifically with only one pair of carbon atoms of the aromatic ring collapse to
the conventional p-complexes. However, similarly to Cuþ, non-conventional complex in which the metal ion interacts
with the ortho carbon of the aromatic ring and with one of the hydrogen atoms of the XH3 (X¼ Si, Ge) substituent
group, through a typical agostic-type interaction are very stable. Nevertheless, whereas for Cuþ these agostic-type
complexes are not only the global minima of the potential energy surface but the dominant species in the gas phase, for
Niþ they are slightly less stable than the conventional p-complexes. Agostic-type complexes exhibit infrared spectra
that are markedly different from those of the conventional p-complexes, and therefore they could be easily identified
using this spectroscopic technique. Copyright # 2006 John Wiley & Sons, Ltd.

KEYWORDS: toluene; phenyl-silane; phenyl-germane; Niþ complexes; non-conventional complexes; theoretical


calculations

INTRODUCTION


The interactions between transition metal ions and organic
compounds have attracted much attention1–8 because its
knowledge is important to understand, at the molecular
level, the mechanisms of many interesting reactions,
including catalytic and biochemical processes. We have
paid particular attention in recent years to the interaction
of transition metal monocations with a,b-unsaturated
compounds, containing different kind of heteroatoms, such
as phosphorus, arsenic, silicon or germane.9–12 These
studies showed that silanes and germanes derivatives
exhibit enhanced Cuþ- and Niþ-binding energies with
respect to the corresponding carbon analogs13 because in
the former the formation of agostic-type interactions
between the SiH3 andGeH3 groups and the transitionmetal
monocation,14 are favored. These agostic-type linkages are
the result of an electron donation from the sX-H (X¼ Si,
Ge) bonding orbitals of the base toward the 4s empty

to: M. Yáñez, Departamento de Quı́mica, C-9,
noma deMadrid, Cantoblanco, 28049-Madrid, Spain.
anez@uam.es
resented at the 10th European Symposium on Organic
July 2005, Rome, Italy.
ponsor: DGI; contract/grant number: BQU2003-


onsor: Ministerio de Educación y Ciencia of Spain.


6 John Wiley & Sons, Ltd.

orbital of the metal cation, and a back donation from
d occupied orbitals of the metal toward the corresponding
s�X-H antibonding orbitals of the base.15,16 This
mechanism is significantly favored when the bonds of
the neutral base exhibit a Xþd—H�d polarity, and therefore
agostic-type interactions are stronger in Si and Ge-
containing compounds than in the corresponding hydro-
carbons. Also coherently, their strength decreases on going
from vinyl to ethynyl derivatives,12 because the —C——C
group is less electronegative than the —C———C one. More
recently, we have shown that the same type of bonding is
responsible for the enhanced Cuþ binding energies of
phenylsilane and phenylgermane with respect to toluene.17


The aim of this paper is to investigate whether a similar
situation is found when Cuþ, which is a closed-shell d10


monocation, is replaced by Niþ, which is a d9 open-shell
system. We aim also at analyzing whether, as in the case of
Cuþ, the non-conventional agostic-type complexes present
a force field markedly different from the conventional
p-systems due to the large red-shifting of the X-H
stretching displacement, associated with the depopulation
of the sX-H bonding orbital, and the simultaneous
population of the s�X-H antibonding of the X—H bond
which participates in the agostic interaction. Toluene was
included in this survey to have as a reference a system in
which the agostic interactions are rather weak.

J. Phys. Org. Chem. 2006; 19: 495–502
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Stepnowski and Allison18 were the first to study
experimentally the gas-phase chemistry of Niþ with a
series of aromatic compounds by means of Ion Cyclotron
mass spectrometry techniques. The reaction products
observed for these reactions are NiC6H4


þ, NiC5H5
þ and


C7H7
þ, the latter resulting from a charge transfer process.


In the case of benzene and toluene, however, no reaction
was observed. This was attributed by the authors either to
the endothermicity of the overall reaction or to a not
favorable initial insertion of the metal into the C—X
bond.

COMPUTATIONAL DETAILS


The geometries of the different Ph-XH3-Ni
þ (X¼C, Si,


Ge) complexes were initially optimized using the B3LYP
density functional theory (DFT) approach together with a
6-311G(d,p) basis set expansion. Harmonic vibrational
frequencies were obtained at the same level of theory to
classify the stationary points as local minima or transition
states and to estimate the corresponding zero point
energies (ZPE), which were scaled by the empirical factor
0.9806.19 It is nowadays well established20,21 that the use
of B3LYP geometries and harmonic frequencies leads to
an improvement of the agreement between calculated and
experimental thermochemical data. This functional
includes Becke’s three parameter non-local hybrid
exchange potential22 and the non-local correlation
functional of Lee, Yang, and Parr.23


Once the different local minima were located on the
potential energy surface at the B3LYP/6-311G(d,p) level,
their geometries were refined at the B3LYP/6-
311þG(2df,2p) level, that includes diffuse functions
on all heavy atoms, as well as high angular momentum
functions, that may be important when describing p-
complexes. For Ni the 6-311þG(2df,2p) basis set
corresponds actually to the (14s9p5d/9s5p3d) Wach-
ters–Hay24,25 basis supplemented with a set of (1s2p1d)
diffuse functions and with two sets of f functions (rather
than d) and one set of g functions (rather than f).
Calculation of harmonic vibrational frequencies at this
latter level of theory allowed us to assess which local
minima remain as such when the larger basis set
expansion is used.


Niþ binding enthalpies, BE’s, were evaluated by
subtracting from the B3LYP energy of the complex the
energy of the neutral and that of the metal cation, after
including the corresponding B3LYP thermal corrections.


All these calculations have been carried out by using
the Gaussian-98 suite of programs.26


In order to characterize the possible agostic-type
interactions between the phenyl derivatives and Niþ, we
have employed the second order perturbation NBO
analysis,27 which permits to identify and quantify the
interactions between occupied orbitals of the neutral and
the vacant orbitals of Niþ, and/or between the d occupied

Copyright # 2006 John Wiley & Sons, Ltd.

orbitals of Niþ and the empty antibonding orbitals of the
base. At the same time, complementary information on
the strength of these covalent interactions was obtained
by locating the corresponding bond critical points (bcps),
within the framework of the atoms in molecules (AIM)
theory.28 The calculated electron density at these bcps, is
a good measure of the strength of the linkage. The
covalent nature of the interaction will be characterized by
means of the contour maps of the energy density, defined
as:


Hð r!Þ ¼ 1
4
r2rð r!Þ � Gð r!Þ


where r2rð r!Þ and Gð r!Þ are the laplacian of the
electron density and the kinetic energy density, respect-
ively. Bonding regions in which the energy density is
negative correspond to covalent linkages.12,29 Conversely,
typical ionic bonds are associated with regions where the
energy density is clearly positive.

RESULTS AND DISCUSSION


Structures and relative stabilities


The total energies, entropies, relative enthalpies, relative
free energies, and the corresponding binding energies are
summarized in Table 1. This table includes also the total
spin <S2> expectation values to show that in any of the
systems investigated the spin contamination was signifi-
cant, as in all cases this value is close to that
corresponding to pure doublets (0.75). From our previous
study on similar Cuþ-complexes, one would expect that
besides the conventional p-complex X1 (X¼C, Si, Ge),
in which the metal cation, Mþ, is located above the
aromatic ring (scheme 1) other three types of complexes,
namely X2, X3, X4 (X¼C, Si, Ge) (scheme 1), in which
Mþ interacts with the ipso and ortho, the ortho and meta
and the meta and para carbon atoms, would be also local
minima of the PES. However, there are significant
dissimilarities between Cuþ and Niþ that deserve to be
commented.


All X1–X4 structures for phenylsilane- and phenyl-
germane-Cuþ complexes were found to be local minima
of the PES at the B3LYP/6-311G(d,p) level, but when
this metal cation is replaced by Niþ, only X1 and X4 for
the case of phenylsilane and X1, X2, and X4 for the case
of phenylgermane remain as local minima of the
corresponding PES’s, because the other structures evolve
to yield the conventional p-complex, X1. However, the
most important differences are found when looking at
the relative energies. In toluene-Cuþ complexes, the
global minimum of the PES corresponded to complex
C4, which was predicted17 to be 8.2 kJmol�1 more stable
than the conventional p-complex,C1, at the same level of
theory. For toluene-Niþ complexes, not only the global
minimum is the conventional p-complex, but the energy
gap of complexes C2 and C4 with respect to C1 is very
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Table 1. Total energies (E, hartrees), entropies (S, calmol�1 K�1), relative enthalpies (DH kJmol�1), relative free energies (DG,
kJmol�1), and binding energiesa (D0, kJmol�1)


System


B3LYP/6-311G(d,p) B3LYP/6-311þG(2df,2p)


E <S2> DH DG D0 E <S2> S DH DG D0


Ph-CH3 �271.63605 �271.65706 80.768
C1 �1779.64632 0.756 0.0 0.0 305.0 �1779.71599 0.755 89.599 0.0 0.0 256.0
C2 �1779.62681 0.754 52.5 51.1 252.4 — — — — — —
C3 �1779.63378 0.761 34.3 30.2 271.1 — — — — — —
C4 �1779.63417 0.762 33.2 29.6 272.0 — — — — — —
Ph-SiH3 �523.02725 �523.04942 85.414
Si1 �2031.03487 0.756 0.5 0.0 298.2 �2031.10430 0.755 95.290 0.2 0.0 246.0
Si2 — — — — — — — — — — —
Si3 — — — — — — — — — — —
Si4 �2031.02055 0.761 39.1 34.9 259.9 — — — — — —
Si5 �2031.03595 0.757 0.0 3.5 297.1 �2031.10445 0.755 92.789 0.0 2.9 244.9
Si6 �2031.01627 0.758 51.1 49.6 246.3 �2031.09284 0.755 95.199 29.7 29.6 215.2
Ph-GeH3 �2310.51282 �2310.53145 86.048
Ge1 �3818.52150 0.756 4.7 0.6 301.7 �3818.58768 0.755 98.704 0.0 0.0 250.1
Ge2 �3818.50990 0.762 36.4 27.9 270.4 — — — — — —
Ge3 — — — — — — — — — — —
Ge4 �3818.50704 0.761 43.9 37.3 262.5 — — — — — —
Ge5 �3818.52385 0.757 0.0 0.0 304.8 �3818.58726 0.755 95.816 0.8 4.4 247.9
Ge6 �3818.50337 0.758 52.1 46.3 253.4 �3818.57462 0.755 98.932 32.5 32.3 216.4
Niþ �1507.89375 0.750 �1507.96033


a Binding energies include scaled ZPE corrections.
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large (51.1 and 29.6 kJmol�1, respectively, Table 1).
Something similar can be said as far as phenylsilane and
phenylgermane are concerned. When the reference acid
was Cuþ, it was found that complexes X1–X4 were very
close in energy, all of them within an energy gap of ca.
10 kJmol�1, at the same level of theory. Conversely, when
the attacking ion is Niþ, the conventional p-complexes,

Scheme


Scheme
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Si1 and Ge1, are systematically favored with respect
to X2–X4 complexes. This enhanced stability of the
conventional p-complexes is likely behind the fact
that when the basis set expansion is enlarged from
6-311G(d,p) to 6-311þG(2df,2p) any of the X2–X4
structures remain as local minima of the PES since all of
them collapse to the conventional p-complex, X1,

1


2
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Figure 1. B3LYP/6-311þG(2df,2p) optimized geometries for Ph-XH3 (X¼C, Si, Ge) derivatives and their Niþ complexes. The
first value corresponds to X¼C, the second to X¼ Si, and the third to X¼Ge. X5- and X6-type complexes do not exist when
X¼C. All values are in Å [This figure is available in colour online at www.interscience.wiley.com]


498 I. CORRAL, O. MÓ AND M. YÁÑEZ

what denotes the incompleteness of the smaller basis set.
One should expect, however, the larger basis set
expansion to be suitable for the description of these
systems, as it contains high angular polarization
functions as well as diffuse functions. As a matter of
fact, it has been shown to yield quite accurate Cuþ and
Liþ binding energies.30–32


It is important to stress that this finding is of some
relevance because most of the theoretical models are
based on single-point calculations with a large basis set

Copyright # 2006 John Wiley & Sons, Ltd.

expansion on optimized geometries obtained with a
smaller basis set. It is quite obvious that this model would
not be reliable in the present case, where some of the
stationary points found at the lower level disappear when
the geometry is refined at a higher level.


In coincidence, however, with what was found before
for Cuþ-interactions, phenylsilane and phenylgermane,
lead to very stable agostic-type complexes X5 (X¼ Si,
Ge) (scheme 2), in which the metal interacts simu-
ltaneously with one of the hydrogen atoms of the XH3

J. Phys. Org. Chem. 2006; 19: 495–502







Figure 2. Energy density contour maps for (a) Ge1 com-
plex, (b)Ge5 complex. In (a) the energy density is plotted in a
plane perpendicular to the aromatic ring and containing the
substituted and the para carbon atoms. In (b) the energy
density has been plotted in the plane that contains the
Ge–H bond of the substituent and the substituted
carbon atom [This figure is available in colour online at
www.interscience.wiley.com]
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substituent and with the ortho carbon atom of the
aromatic moiety. For toluene, as it has been found before
for the corresponding Cuþ complexes,17 this structure is
not a stationary point of the PES, as it collapses to yield
C1. The less favorable association corresponds system-
atically to that in which the metal cation interacts with
two hydrogen atoms of the substituent (complexes X6,
scheme 2). This kind of complexes does not exist when
the substituent is a methyl group, again in line with what
was found for the corresponding Cuþ-complexes.17


However, once more there are significant dissimilarities
between Niþ and Cuþ from the quantitative point of view.
For Cuþ the X5-type complexes are clearly the dominant
species, since they are predicted to be about 7 kJmol�1


lower in energy than the p-conventional complexes.17


These calculated energy gaps reduce to 0.2 kJmol�1


for phenylsilane and changes sign (�0.8 kJmol�1) for
phenylgermane in the case of complexes with Niþ


(Table 1). Besides, it must be taken into account that, in
general, the agostic-type complexes, X5, are entropically
disfavored (Table 1), and as a consequence, when the
relative stabilities are analyzed in terms of free energies,
which are the ones that matter to establish in which
proportion the different species will be found in the gas
phase, one finds that the stability order is also reversed for
phenylsilane. However, both relative X1–X5 enthalpies
and free energies values lie within the error inherent to the
theoretical method used in this study and therefore apart
from the fact that both structures have a similar stability it
would not be possible to establish which of the two species,
the conventional p complex or the agostic complex, would
be the dominant in the gas-phase. Moreover, the height of
the barrier between both structures would be an additional
factor to establish whether both isomers will be
experimentally accessible.


The structures of the stable complexes of toluene,
phenylsilane and phenylgermane with Niþ are presented
in Figure 1.

Bonding characteristics


It is useful, in order to analyze the bonding in these
complexes to examine the characteristics of the contour
maps of the energy density, H(r). These maps are shown
in Figure 2 for the particular cases of the conventional
p- and the agostic-type structures of phenylgermane-Niþ


systems. It is well established that the interactions
between transition metal cations and neutral bases is
dominantly electrostatic, as it is also the case for the
interactions with alkali metal cations. However, while the
former have a non-negligible covalent component, this is
completely absent in the latter. In fact, as shown in Figure 2,
the energy density between Niþ and the base is negative,
indicating that there is a dominant weight of the potential
energy component over the kinetic energy one, typical of
covalent linkages. This covalent nature has its origin in the

Copyright # 2006 John Wiley & Sons, Ltd.

donations and back-donations that take place between the
occupied and the empty orbitals of both interacting
subunits (base and metal cation) that cannot occur when
the ion is an alkali metal. An inspection of the NBO second
order energy interactions inGe1 clearly shows that there is
a donation from the C—C p-bonding orbitals of the base
towards the empty 4s orbital of the metal, and a back-
donation from the occupied d orbitals of the metal into the
C—C p�-antibonding orbitals of the base. Consistently,
the depopulation of the C—C p-bonding orbitals and the
concomitant population of the C—C p�-antibonding
orbitals leads to a decrease in the charge density at the
corresponding bcps (Figure 3). Consistently, a lengthening
of the C—C bonds in complex Ge1 with respect to the
isolated base, of the order of 0.019 Å in average (Figure 1),
and a red-shifting of ca. 80 cm�1of the corresponding
stretching frequencies, are observed.


In complex Ge5, the donation from the base to the 4s
empty orbital of the metal takes place from one of the
sGe-H bonding orbitals as well as from the C1—C2
bonding p-orbital, while the back-donation from the filled
d orbitals of the metal involves the corresponding s�Ge-H
and p�


C1-C2 antibonding orbitals. The significant depopu-
lation of the sGe-H bonding together with the population

J. Phys. Org. Chem. 2006; 19: 495–502







Figure 3. Molecular graphs of toluene, its Niþ conventional p-complex C1, phenylgermane, and the agostic-typeGe5 complex.
Red and yellow dots are bond critical points and ring critical points, respectively. Charge densities at the bcps are in a�u.
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of the s�Ge-H antibonding orbitals lead to a significant
decrease in the charge density at the bcp of the Ge—H
bond involved in the agostic interaction, while new bcps
appear between the metal and the corresponding H atom
and between the metal and the ipso and ortho carbon
atoms (See Figure 3). The weakening of the Ge—H bond
leads to a bond length increase of 0.125 Å (Figure 1) and
to a red-shifting of 600 cm�1 of its stretching frequency.
As a consequence, similarly to what was found for the
corresponding Cuþ-complexes one should expect con-
ventional p-complexes and those involving agostic
interactions to exhibit quite different infrared spectra,
as it is indeed the case (Figure 4). The calculated
spectrum for the Ge5 complex exhibits two strong
absorptions at ca. 1276 and 1523 cm�1, which are not
present in the spectrum of the conventional p-complex
Ge1. These bands correspond, respectively, to the
bending and stretching of the X—H bond interacting
with the metal which appear strongly shifted to lower
frequencies. Accordingly, the band that in complex Ge1
appears at ca. 2182 cm�1, which arises from the overlap
of the three XH3 stretching vibrations, is split into two (at
2190 and 2218 cm�1, respectively) in the spectrum of the
Ge5 complex, because in this region only the two X—H
bonds not interacting with the metal absorb, and their
stretching frequencies appear as symmetric and antisym-
metric combinations. Taking into account the relative
stability of both forms and assuming that the relative

Copyright # 2006 John Wiley & Sons, Ltd.

barrier between both species is high enough for both
isomers to exist, one should expect the gas-phase
spectrum of phenylgermane-Niþ complexes to be a
superposition of the two aforementioned spectra.

Binding energies


A comparison of the Niþ-binding energies summarized
in Table 1 with those of the corresponding Cuþ


complexes, taken from Ref.17, shows that the former
are about 1.15 times larger. This clearly reflects the
influence of d-orbital occupation on the binding of first-
row transition metal ions.33 In particular, if the d orbital
directly pointing to the basic site is occupied, the metal-
ligand repulsion leads to lower binding energies. This
explains the lower binding energies of Crþ, with a d5


configuration, with respect to those of Scþ or Vþ.
Following these arguments, one should expect the
binding energies to increase from Feþ to Niþ reflecting a
decrease of the ion size. For Cuþ, however, the binding
energy decreases since the d orbital directly interacting
with the basic site becomes doubly occupied. The larger
second order interaction energies between the occupied
and the empty orbitals of both subunits is a second
factor, also associated to the small Ni-ligand repulsion,
that contributes to enhance the Niþ binding energies
with respect to Cuþ, since these energies depend not
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Figure 4. Calculated infrared spectra (B3LYP/6-311þG(2df,2p)) for: phenylgermane-Niþ conventional p-complex, Ge1, and
phenylgermane-NiR non-conventional complex Ge5. Frequencies are in cmS1 and intensities in km/mol
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only on the energy difference between the interacting
orbitals but also on their overlap.

CONCLUSIONS


The interactions of Niþ with toluene, phenylsilane and
phenylgermane have significant dissimilarities with those
involving Cuþ. For Niþ, the conventional p-complexes

Copyright # 2006 John Wiley & Sons, Ltd.

are significantly favored, playing an important role in the
PES of the three aromatic derivatives. However, while for
toluene only the conventional p-complex should be found
in the gas phase, for phenylsilane and phenylgermane, the
conventional p-complex and the agostic structure, in
which the metal interacts simultaneously with one of
the X—H (X¼ Si, Ge) bonds of the susbtituent and with
the p-aromatic system, present a similar stability. Both
type of complexes present quite different infrared spectra
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and therefore they could be easily identified using this
spectroscopic technique.


The three systems investigated have rather similar Niþ-
binding energies, which are predicted to be about 1.15 times
larger than Cuþ binding energies, reflecting the effect of the
complete occupancy of the d orbitals in the latter.
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Spectrom. 2002; 219: 445–456.


33. Bauschlicher CW, Langhoff SR, Partridge H. Understanding
Chem. React. 1996; 15: 47–87.

J. Phys. Org. Chem. 2006; 19: 495–502








JOURNAL OF PHYSICAL ORGANIC CHEMISTRY
J. Phys. Org. Chem. 2006; 19: 219–227
Published online in Wiley InterScience (www.interscience.wiley.com). DOI: 10.1003/poc.1025


Partition of polyhydroxy compounds of biological
and pharmacological significance between AOT
reverse microemulsions and aqueous salt solutions


Mario Reta,1* Omar Waymas1 and Juana J. Silber2


1División Quı́mica Analı́tica, Universidad Nacional de La Plata, 47 y 115 (1900) La Plata, Argentina
2Departamento de Quı́mica, Universidad Nacional de Rı́o Cuarto, Agencia Postal 3 (5800) Rı́o Cuarto, Argentina


Received 23 June 2005; revised 20 December 2005; accepted 20 December 2005


ABSTRACT: The partition behavior of shikimic acid, gallic acid, gallotannic acid, rutin and quercetin between
reverse microemulsions of the surfactant bis(2-ethylhexyl) sulfosuccinate (AOT) and aqueous salt solutions of LiCl,
NaCl and KCl at different salt concentrations and pH was studied. Quantification of the extracted analytes was
performed by HPLC on an octadecyl silica column using a methanol–buffer mobile phase at pH 3.0. Clean-up before
injection was not needed because the micellar organic phase was compatible with the HPLC mobile phase. A solvent
gradient was used to elute all compounds and the surfactant in a reasonable time. The extraction from the aqueous
media is fast and reproducible. Different solubilization behavior was observed by changing the salt concentration and
the type of cation in the aqueous phase. By proper selection of the experimental conditions, it is observed that shikimic
acid and gallic acid remain mostly in the aqueous phase, whereas significant amounts of gallotannic acid and rutin are
transferred to the micellar phase in only one contact and quercetin is completely solubilized in this phase. Thus, the
different solubilization behavior that these compounds exhibit in the AOT micellar media can be very useful for
extraction and preconcentration purposes. Copyright # 2006 John Wiley & Sons, Ltd.


KEYWORDS: micellar extraction; AOT; reverse micelles; microemulsions; polyphenols; phase contact method


INTRODUCTION


Several investigations have been performed to separate,
mainly by liquid chromatography (HPLC), plant pheno-
lics of biological and pharmacological significance.1–5


The antioxidant properties of polyphenols could be
related to antiviral activity as well as to prevent cancer,
hypertension and heart diseases.6 Carcinogenic and mu-
tagenic properties have been attributed to hydroxy com-
pounds from plant origin such as shikimic acid7 or
polyphenols such as tannic acid.8 It was suggested that
large amounts of quercetin could cause cancer in ani-
mals,9 although today important antioxidant properties
are attributed to this flavonol. Hence, these important
reasons justify the isolation and detection, even at trace
levels, of this type of compound.
It is known that phenols as well as alcohols can bind via


hydrogen bonding to the polar heads (of bis (2-ethylhexyl)
sulfosuccinate (AOT).10 Magid et al.11 have measured the
binding constants for a series of phenols to AOT in
isooctane; high values were obtained, showing a strong
interaction attributed to the polar head of the surfactant,


which has carbonyl groups, and the anionic sulfonate
group being able to interact with hydrogen-bonding donor
compounds. Moreover, hydrogen-bonding interactions be-
tween suitable phenols and AOT form the basis for a novel
class of organogels;12–14 therefore it is expected that this
surfactant could perform extractions of phenols and poly-
hydroxy compounds with high efficiencies.
Reverse micelles are self-organized aggregates of


amphiphilic molecules in non-polar media. Nanometer-
sized aqueous pools are formed by water solubilization in
their polar cores. Among other reasons, these systems are
of interest for micellar extraction of metals, amino acids
and proteins from aqueous salt solutions using an organic
solvent in which the surfactant AOT is dissolved.15–18


The partition behavior of several neutral and charged
solutes, such as p-nitroaniline, murexide anion, dimidium
cation and NaCl, between AOT reversed microemulsions
and aqueous salt systems has been reported previously.19


Reverse micelles or ‘water in oil’ (w/o) microemulsions
of AOT have been investigated extensively over three
decades, mainly because this surfactant does not require
the presence of a co-surfactant for stability.15 By vigor-
ously shaking an aqueous salt solution with an immiscible
organic solvent containing the surfactant and letting them
separate into two clear phases, a Winsor II system is
formed, i.e. reverse micelles of a given size in the upper
organic phase in contact with the conjugate aqueous phase
at the bottom.20 This experimental procedure to form
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reverse micelles is named the ‘contact method’ or ‘phase
transfer method’. The Winsor II system is required to
extract polar hydrophilic compounds into the organic
phase. The salt concentration needed to obtain these
systems varies depending on the salt and the organic
phase.15,21,22 When NaCl is used in AOT–heptane micro-
emulsions, a salt concentration higher than 0.05mol dm�3


is required to obtain the Winsor II system;23 otherwise,
migration of the surfactant to the aqueous phase occurs.
The size of the aqueous pools in reverse micelles


depends primarily on Wo (Wo¼ [water]/[AOT]). This
parameter is related to the hydrodynamic ratio of the
micelle and is strongly dependent on the salt concentra-
tion in the aqueous phase and on the cation type.24,25


Increasing the salt concentration decreases Wo and hence
decreases the water droplet size of the aggregates formed
in the upper organic phase. Water uptake and size of the
reverse micelles can be predicted by theoretical models,
depending on the type and concentration of counter-ions
in the water pool.24,26


The aim of this study is to explore the ability of the
AOT–heptane/water system to separate and concentrate
polyhydroxy compounds of biological interest. Thus, the
partition behavior of gallic acid, gallotannic acid, rutin,
quercetin and shikimic acid (shown in Fig. 1) between
AOT–heptane reverse microemulsions and different aqu-
eous salt solutions was studied. Alkaline chlorides (LiCl,
NaCl and KCl) at different concentrations and pH have
been evaluated.
Discussions are focused on the factors that influence


the partition process of the studied solutes (such us
surfactant concentration, and type salt concentration in
the aqueous phase and pH) and the physicochemical


effects on the molecular interactions between the mi-
celles and the studied solutes. By elucidating how
these experimental variables influence the partition
process, it is possible to predict how to change them
to favor the extraction process and to obtain some
selectivity of the system useful for preparative or
analytical separations of polyhydroxyphenols present
in complex matrices.


EXPERIMENTAL


Chemicals


The AOT obtained from Sigma was dried in a vacuum
oven at 40 �C for two days and used without further
purification. Organic solutions were prepared by dissol-
ving the surfactant in n-heptane of reagent grade (Baker).
All salts and inorganic acids were reagent grade or better.
Phosphate buffer was 100mM and it was prepared by
mixing appropriate amounts of phosphoric acid and so-
dium hydroxide. The Karl-Fischer reagent was purchased
from Tetrahedron (Acquasol Monocomponent 5, Ind.
Arg.). Water was purified with a Milli-Q water purification
system (Millipore Co.). Methanol was obtained from
Mallinckrodt. Shikimic acid, quercetin and gallotannic
acid were obtained from ICN, gallic acid from Merck
and rutin from Fluka and used as received.


Apparatus


Chromatographic separations were made on an HP 1100
liquid chromatograph, equipped with a binary pump,
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Figure 1. The polyhydroxy compounds studied in this work
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manual injector, variable wavelength detector and degas-
ser. Detection for each compound was performed at their
UV–Vis absorption band maxima. A Zorbax SB-C18


column (150� 4.6mm, i.d.) was used. Chromatograms
were acquired by the Chromatography Station for
Windows by Data Apex Ltd. The same software was
used to construct the calibration curves and to perform
the quantification of the analytes.


Methods


A reverse-phase HPLC method able to separate the
surfactant from the mixture and detect all the compounds
in the same chromatographic run was developed. The
mobile phase was prepared by mixing methanol with
phosphate buffer of pH 3.0. Reservoir B consisted of 85%
methanol–15% buffer and reservoir A of 5%MeOH–95%
buffer. The chromatographic analysis was made in 6min
for each sample after 3min of equilibration with the
initial mobile phase. A gradient was used during the first
3min from 0 to 85% B, followed by 3min with isocratic
elution using the latter composition. The gradient was
necessary to elute all the analytes in a reasonable period
of time and to clean the surfactant from the column,
which elutes at 7.2min with a broad peak. The high
gradient steepness was necessary also to minimize the
band tailing for gallotannic acid.
The standard solutions of the analytes for the calibra-


tion curves were prepared in water. The concentrations of
the analytes in the stock solution used for extraction were
as follows: 150mM for gallic acid, 120 mM for shikimic
acid, 35mM for rutin, 45mM for tannic acid and 0.4mM for
quercetin, which is the most insoluble compound. All the
solutions were flushed with gaseous nitrogen for 15min,
protected from light and stored at 5 �C until used.
The ‘phase transfer method’15 was applied as fol-


lows: 4-ml aliquots of the stock solution containing the
analytes were placed into different stoppered
16� 98mm glass test tubes, different volumes of con-
centrated solutions containing the different salts were
added to each of them and the aqueous mixtures were
diluted to 5ml with deionized water. The aqueous phase
was brought into contact with 5ml of the organic
solution containing the surfactant (AOT in heptane).
The tubes were then placed in a vibrating shaker for
15min, which is the optimum time for maximum
solubilization in the organic phase. The tubes were
centrifuged at 4000 rpm for 15min to obtain clear
phases and placed in a temperature-controlled bath at
25 �C for 2 hours prior to analysis.
The extraction efficiency (%E) is defined and calcu-


lated as shown in Eqn (1):


%E ¼ 100
ðCoVoÞ
ðCiViÞ ð1Þ


where C and V are molar concentration and volume,
respectively. Subscript ‘o’ refers to the organic phase
after it was brought into contact with the initial (‘i’)
aqueous phase.
Concentrations of the analytes in the organic phase after


extraction (Co) are determined by HPLC through direct
injection without previous separation of the surfactant.
Calibration curves were made for each solute using the
external standard procedure. Five levels of calibration
were made and each level was an average of three
replicates. Linearity of the calibration curves was con-
firmed by the Fischer test.
The amount of dissolved water in the micellar phase


was determined three times for each sample by Karl–
Fischer titration and the averaged parameterWo and their
respective standard deviations were calculated.


RESULTS AND DISCUSSION


Solubility behavior of the studied compounds
in different solvents and in the micellar system


The selected compounds shown in Fig. 1 have different
solubilities in water and cover a wide lipophilic range.
Shikimic acid, gallic acid and gallotannic acid are very
water-soluble compounds, rutin is slightly soluble and
quercetin is almost insoluble.
None of the studied compounds are soluble in pure


heptane. However, the presence of the surfactant AOT
allowed their solubilization in the organic phase. As
expected, solubility increases with the amount of surfac-
tant. Nevertheless, in the ‘phase transfer’ experiments
performed at concentrations higher than 0.1 M AOT the
aqueous phase becomes quite turbid after 15min of
centrifugation, independently of the cation type and
concentration. Thus, further studies were performed at
that concentration of surfactant.


Chromatographic behavior of the
studied compounds


Because the studied compounds were eluted under
reverse-phase conditions, their elution order is directly
related to their hydrophobicities or water solubilities.
Thus, from the chromatograms obtained (not shown) it
is possible to conclude that shikimic acid and gallic
acid are the most hydrophilic compounds (they are the
first eluted solutes) whereas gallotannic acid has an
intermediate hydrophilicity (mainly due to its big mo-
lecular volume) and rutin and quercetin (the last eluting
compounds) are hydrophobic compounds. This beha-
vior agrees with their water solubility, as explained
before. These conclusions will be useful to interpret
the extraction efficiencies obtained with the micellar
system.
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Salt effect on the formation of
the microemulsions and aqueous pool size


The effect of Liþ, Naþ and Kþ as chloride salts
was studied by varying their concentrations in the range
0.1–1 M in aqueous solution. With Liþ concentrations
lower than 0.2 M the organic phase separates into two
phases: a bottom turbid phase with the corresponding
chromatograms showing that it includes high amounts
of surfactant as well as almost all of the initial analytes,
and a top phase that consists practically of pure heptane
(no peaks of the analytes were detected). Probably a
Winsor III system is formed in this case,27 i.e. oil
and water phases co-existing with a surfactant-rich
phase. It should be mentioned that Leodidis and
Hatton24 observed that reversed micelles are not
formed when Liþ, Be2þ and Mg2þ are present in
the aqueous phase and produce other different
phases. This could be due to the strong hydration of
these cations, which precludes stabilization of the
microemulsion.
Figure 2 shows the Wo values obtained by manual


Karl–Fischer titration (open symbols; see caption).
Each Wo value is an average of three replicates. Standard
deviations were low for NaCl and KCl (SD between 1.2
and 2.3, depending on the salt concentration). However,
the standard deviations for LiCl were higher than for the
other salts. Typical values were 5.1 for low salt concen-


trations and 2.5 for a salt concentration of around 1M.
The Wo data obtained by other authors for NaCl and KCl
are also shown for comparison (filled symbols). It can be
seen that the agreement is quite good.


Stability of the microemulsions


Figure 3 shows Wo values of the microemulsion versus
the salt concentration and cation type of the aqueous
solution determined immediately (open symbols;
see caption), and after 1 week (filled symbols) the
aqueous and micellar phases were contacted. Consid-
ering the standard deviations of the Wo values ob-
tained by manual titration, it can be observed that
for sodium and potassium concentrations higher
than 0.2 M, typical microemulsions were obtained.
The same can be concluded for high lithium concen-
trations (0.8 M and more). However, a dramatic in-
stability of the formed aggregates is observed for low
salt concentrations (0.1 M for NaCl and KCl and lower
than 0.8 M for LiCl) and, as a consequence, a ‘true’,
thermodynamically stable, microemulsion could not
be formed. In these cases, water initially incor-
porated in the organic phase is almost completely
expelled after 1 week. However, even for these low
salt concentrations, the aggregates are stable for at least
2 days.
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Partition constants as a function of the initial
phase in which the compounds are dissolved


In order to check if the partitioning equilibrium for the
studied compounds was achieved, the results obtained
from experiments in which the solutes were initially
dissolved in the water phase containing LiCl at different
concentrations and 0.1M AOTwere compared with those
in which the solutes at the same salt concentrations
were initially dissolved in the organic phase at the same
surfactant concentration. The experimental procedure
was the same as that explained in the Experimental
section. Partition constants Kp for both ‘phase transfer’
experiments were calculated by determining the solute
(S) concentrations in the micellar phase, [Sorg], and in the
aqueous phase, [Saq], according to:


Kp ¼ ½Sorg�
½Saq� ð2Þ


The results are shown in Fig. 4. The agreement between
Kp at each salt concentration from both experiments is
good only at high salt concentrations except for gallo-
tannic acid. This means that equilibrium was reached for
all solutes except for this acid. Fletcher19 previously
observed this anomalous solute behavior for murexide
ion at Naþ concentrations higher than 1M. The reason for
this phenomenon is not clear to us, but it could be related
to the transfer kinetic process at the interface, as was
observed for other solutes.28 Nevertheless, even when no
complete equilibration between both phases was reached
for gallotannic acid, the results of Fig. 4 are reproducible
and they did not change for at least 2 days. For gallic acid
and shikimic acid, differences between Kp values ob-
tained from the experiments in which the analytes were
dissolved initially in the aqueous phase and those in


which they were dissolved initially in the micellar phase
are only important at low salt concentrations. For rutin,
Kp values show almost no dependence on the starting
phase in which the solute was dissolved.
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Figure 3. Comparison of Wo obtained 2 h (empty symbols) and 1 week after (filled symbols) mixing the organic phase
containing AOT with the aqueous salt solution: (a) LiCl (&,&); (b) NaCl (*,*) and KCl (~,~)
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Extraction efficiencies versus cation type,
salt concentration and pH


Figure 5 shows the %E values obtained with Eqn (1)
versusWo for Li


þ, Naþ and Kþ at pH 3.7. The %E values
obtained were an average of three replicates. Standard
deviations were low for NaCl and KCl (SD around 2.3,
depending on the salt concentration) and higher for LiCl
(SD around 7.2). The higher standard deviations observed
in %E and W0 when using LiCl in the aqueous phase
could be attributed to the instability of these aggregates,
as discussed before.
The %E data were obtained at pH 2.4 also, but results


were almost the same as those at pH 3.7, showing that not
all compounds are ionized even at pH 3.7. Working at this
pH prevents negatively charged hydroxy and carboxylate
groups from decreasing the %E due to repulsion with the
negatively charged AOT sulfonate groups.
Quercetin is completely solubilized in the micellar


phase, independently of the cation type and concentra-
tion. Considering the lack of solubility both in heptane
and in water, it seems that this compound is hosted at the
micellar interface. For the other solutes, partition beha-
vior varies with salt concentration as observed in Fig. 5.
Shikimic acid and gallic acid show a small increase of
extraction (except for Liþ salts) as more water is solubi-
lized in the organic phase, i.e. as salt concentration
decreases. The large amounts of water solubilized in


the Liþ system produce a proportional increase of the
solubilized analyte. For gallotannic acid and rutin,
changes in %E are not linear and ‘S’-shaped curves
are obtained; this behavior was observed previously
with some proteins.29 These curves can be interpreted
as follows: initially there is some dissolved solute at
the interface of the micelle; as the water concentration
increases the ‘micelles’ become a ‘microemulsion’,
i.e. there is some free water inside the aggregate.17 Solute
concentration inside the aqueous pool should be the same
as in the aqueous phase. Finally, a ‘plateau’ is observed
because there is a maximum amount of water that can be
incorporated inside the pool, which is controlled by the
salt concentration.
The observed decrease in efficiency with Wo can be


attributed to a decrease of the micellar aqueous pool,
which produces a decrease in the amount of solubilized
water and analytes. Moreover, cations can be competing
with the hydroxy groups of the analytes both for the
negatively charged sulfonate groups and for the carbonyl
groups of the surfactant. As cation concentration increases,
the interaction with the analytes decreases and thus the
extraction efficiency is lower. The extraction behavior for
gallotannic acid when Kþ salts were used in the aqueous
phase was dissimilar from the other solutes. Different
phenomena can be cooperating to produce this final result.
Although micellar size decreases with salt concentration
and Kþ competes with the analyte for the sulfonate groups
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of the surfactant, for gallotannic acid the salting-out effect
(expulsion of the solute from the aqueous to the organic
phase) must be contributing to a greater extent.
Although high %E values are obtained at low concen-


trations of LiCl, this salt does not interact selectively with
these very different solutes. As can be observed in Fig. 5,
parallel curves are obtained, i.e. the amounts of all
analytes increase or decrease in proportion with the salt
concentration. When Naþ and Kþ are used, a quite
different solubilization behavior is observed. After only
one contact between the aqueous and the micellar phase,
20–40% gallotannic acid is extracted into the organic
phases at 0.1 M AOT, depending on the type of cation and
concentration, whereas rutin, which is a very hydropho-
bic compound, is extracted in amounts of 30–50%.
However, small hydrophilic solutes such as shikimic
acid and gallic acid remain almost completely in the
aqueous phase.
Gallotannic acid and rutin show greater dependence of


%E on Wo and also on the type of cation in the aqueous
phase than for the other solutes. It is expected that these
relatively more hydrophobic solutes are located in the
micellar interface whereas the much more hydrophilic
gallic acid and shikimic acid reside in the water pool.
Because the micellar interface is strongly affected by the
salt concentration and cation type,15 the solute localiza-
tion in this part of the micelle will be more sensitive to
those variables. In the case of the more hydrophobic
compound, quercetin, this behavior is not observed be-
cause it is completely bound to the micelle interface
and, as a consequence, it is not sensitive to these
variables.


Partition constants at infinite dilution
as a measure of the analyte-micellar
interface interactions


In order to have a quantitative measure of the interactions
between the micellar interface and the analytes, Leodidis
and Hatton15 developed a solubilization model that con-
siders the different solubilization sites in the two-phase
system. Considering that the aqueous phase is always
more diluted in the solutes, they obtained an expression
(Eqn 3) for the partition coefficient at infinite dilution,
K1, between the micellar interface and the micellar water
pools for hydrophilic solutes (amino acids) that are
insoluble in the organic solvent:


K1 ¼ 55:5Vai


Ns


Cai � Caf


Caf


� �
ð3Þ


where Vai is the volume of the initial aqueous phase, Ns is
the number of moles of surfactant, Cai is the concentra-
tion of solute in the initial aqueous phase, Caf is the
concentration of solute in the final aqueous phase and
55.5 is the water molarity. Rearranging Eqn (3) gives:


Caf ¼ 1


ð1þ K1Ns=55:5VaiÞCai ð4Þ


By plotting Caf versus Cai it is easy to detect those
compounds that effectively associate with the micellar
interface (K1 6¼ 0). If that association does not exist
(K1¼ 0), a unit slope straight line should be observed.
Because the solutes studied in this work are not soluble in
heptane and the aqueous phase containing the solutes is
much diluted, Eqn (4) can be used to obtain K1. Figure 6
shows the plots obtained when Naþ and Kþ are used in
the aqueous phase. Good straight lines are obtained
except for gallotannic acid with NaCl, for which curva-
ture is observed at high Cai. The calculated K1 values
obtained for each solute are gathered in Table 1. Because
quercetin remains completely in the organic phase,
K1¼1. As can be observed in Table 1, the association
between these solutes and the interface depends upon the
type of cation used in the aqueous phase. It is clear that
K1 increases in the same order as their hydrophobitities
(or elution times in the octadecyl silica column), i.e.
shikimic acid< gallic acid< gallotannic acid< rutin<
quercetin. Thus, shikimic acid shows no interaction with
the micellar interface and quercetin is strongly retained at
the interface. The other compounds partition between the
aqueous pool and the interface.
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Optimizing experimental conditions for
separation and maximum extraction efficiencies


In every ‘phase transfer’ experiment reported until now we
have used the same volumes for the organic and aqueous
phases (i.e. 5ml for each one). Considering the previous
results, we conclude that a salting-out effect and higher
surfactant concentrations favor solute transfer to the mi-
cellar phase. Because a good preconcentration factor
(¼ [organic phase]/[aqueous phase]) is pursued, the fol-
lowing experiment was performed: 9ml of an aqueous
phase containing the analytes and 3M Naþ and 1ml of an
organic phase containing 0.30M AOT were mixed. With
these experimental conditions, small micelles will be
formed and the most hydrophobic compounds should be
extracted with better efficiencies. Because the aqueous
phase has a high salt content, a clear phase is obtained after
centrifugation even at this high surfactant concentration.
Figure 7 shows the chromatograms for both phases. It can
be seen that almost all shikimic acid and gallic acid
remains in the aqueous phase, whereas about 30% of the
gallotannic acid and 50% of the rutin are transferred to the
micellar phase in only one contact. Because this amount is
present in a small volume, a good chromatographic signal
is observed. In light of this experiment, it seems that
separations of polyhydroxy compounds of different hydro-


phobic nature can be achieved by changing salt type and
salt concentration, as well as optimizing the micellar to
aqueous volume ratio.


CONCLUSIONS


The partitioning behavior of polyphenols with very
different molar volumes, polarities and hydrophobicities
between an organic phase containing the anionic surfac-
tant AOT and aqueous phases containing different salts at
different salt concentrations was studied. The results
show that by using 0.1 M AOT and salt concentrations
higher than 0.25M two clear phases can be obtained
immediately after vigorous shaking and centrifugation.
The amount of analytes in each phase was quantified by
HPLC. Reproducible results can be obtained after 2 h of
contact between the aqueous and micellar phases. It
should be noted that the micellar phase is compatible
with the HPLC mobile phase, allowing direct injection in
the column without cleaning the surfactant. A solvent
gradient allowed elution of all analytes in a short time and
clean-up of the surfactant from the HPLC column.
The AOT allowed significant amounts of these


heptane-insoluble analytes to be solubilized in the or-
ganic phase. Clear evidence of interaction between gal-
lotannic acid, rutin and quercetin with the micellar
interface was observed. Interaction with the interface,
which enhances solubilization caused only by the micel-
lar aqueous pool, was described through the partition
constants at infinite dilution.
Different extraction efficiencies were observed by chan-


ging the type of cation and salt concentration. Thus, by
proper selection of the extraction conditions, this method
can be used to separate and preconcentrate polyhydroxy
compounds and polyphenols in complex mixtures for
which a typical extraction using an organic solvent alone
could not be enough for complete sample resolution.
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ABSTRACT: The reactions of n-butylamine (BuNH2), 2-aminoethanol (H2N(CH2)2OH), diethylamine (Et2NH), and
phenylhydrazine (PhN2H3) with 3,4-diphenyl-(1a) and phenanthro[9,10-c]-1,2,5-thiadiazole 1,1-dioxide (1b) were
studied by cyclic voltammetry (CV) and 1H- and 13C-NMR in aprotic solvent solution. The course of the reactions
depended on the substrate-nucleophile combination: Et2NH added to 1a or 1b, forming the corresponding thiadia-
zolines in an equilibrium monoaddition reaction. The equilibrium constants were evaluated and compared. With
primary amines and PhN2H3, the nucleophile added to both C——N double bonds of 1a and displaced the sulfamide
moiety. In the case of the reaction of 1a with PhN2H3, the intermediate monoaddition thiadiazoline, 3-(2-
phenylhydrazino)-3,4-diphenyl-1,2,5-thiadiazoline 1,1-dioxide, was also isolated. BuNH2 and H2N(CH2)2OH reacted
with 1a to give a-bis-imines, while 1a with PhN2H3 gave the a-bis-hydrazone. The configurations of benzil
bis(ethanolimine) and benzilosazone were determined by single crystal x-ray diffraction analysis as Z,Z. BuNH2


and PhN2H3 reduced 1b to the corresponding thiadiazoline compound 1bH2. Copyright# 2006 John Wiley & Sons,
Ltd.
Supplementary electronic material for this paper is available in Wiley Interscience at http://www.interscience.
wiley.com/jpages/0894-3230/suppmat/


KEYWORDS: 1,2,5-thiadiazole 1,1-dioxide; nucleophilic addition; monoamines; benzilimines; benzilosazone


INTRODUCTION


The reactants and products discussed in this work (with
the exception of 1bH2, Fig. 8) are summarized in
Scheme 1.


In recent papers, we reported the addition reaction of
several nucleophiles (alcohols, thiols, aromatic mono-
amines, and monocarboxamides)1–5 to the C——N double
bonds of 3,4-disubstituted 1,2,5-thiadiazole 1,1-dioxides.
Only equilibrium monoaddition reactions to give 1a. XH
compounds (Scheme 1) were observed. Coherently, these
nucleophiles do not react with 1,2,5-thiadiazoline 1,1-
dioxides.


However, bifunctional nitrogen nucleophiles such as
ureas and thioureas, add to both C——N double bonds of
some 3,4-disubstituted 1,2,5-thiadiazole 1,1-dioxides yielding


bicyclic compounds (Fig. 1). The stability acquired by
cycle formation and the intramolecular character of the
second addition might justify the increased reactivity.6


We report here the reactions of aliphatic monoamines:
n-butylamine (BuNH2), diethylamine (Et2NH), and 2-
aminoethanol (H2N(CH2)2OH), and of phenylhydrazine
(PhN2H3) with 3,4-diphenyl-(1a) and phenanthro[9,10-
c]-1,2,5-thiadiazole 1,1-dioxide (1b) in aprotic solvent
solution. The reacting systems were followed using cyclic
voltammetry (CV) and 1H- and 13C-NMR. Our CV
method2,4 was used to evaluate the equilibrium constants
of the reactions of 1a and 1b with Et2NH.


EXPERIMENTAL


Compounds 1a, bwere synthesized according toWright.7


Standard methods8–10 were used for purification of
commercial solvents and nucleophiles. The solvents were
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dried with molecular sieves and stored under a dry nitrogen
atmosphere in a glove box. Their water content (ca 50ppm)
was measured by Karl–Fischer coulometric titration.


1H- and 13C-NMR spectra were measured with a
Brucker 200MHz instrument and IR spectra with a
Shimadzu IR-435 spectrophotometer.


The CVexperiments were performed in a conventional
undivided gas-tight glass cell with dry nitrogen gas inlet
and outlet. The working electrode was a 3mm diameter
vitreous carbon disk encapsulated in Teflon, the counter-
electrode was a 2 cm2 Pt foil and a Agþ (0.1M, MeCN)/
Ag reference electrode (to which all potentials reported
are referred) was used. The supporting electrolyte was
0.1M NaClO4. A LYP-M2 potentiostat, a 3-module LYP
sweep generator and a Houston Omnigraphic 2000 pen
recorder were used. The preparation of solutions, the CV
experiments and other manipulations were made in a
glove box under a dry nitrogen atmosphere.


Single crystal x-ray data of 3a were collected with
COLLECT11 program on a KappaCCD diffractometer,
using w and v scans. The data were reduced with DENZO
and SCALEPACK.12 A complete data set for 4a was
collected with EXPRESS13 on an Enraf-Nonius CAD-4
diffractometer, using the v-2W scan technique. The data
were reduced with XCAD4.14 A graphite monochromated
MoKa radiation (l¼ 1.54184 Å) was used in both cases.
The experimental ranges were 3.15–25.008 (3a), and
3.86–67.878 (4a).


The structures were solved by direct and Fourier
methods with SHELXS-9715 and the non-H atoms in the
final molecular model were refined anisotropically by full-
matrix least-squares on F2 employing SHELXL-97.16


All hydrogen atoms were found in a difference Fourier
map. However, they were positioned stereochemically
and refined with the riding model. The positions of the
HO-hydrogen atoms in 3a were optimized by allowing
them to rotate around the corresponding C—O bond. The
molecular plots of compounds 3a (Fig. 3) and 4a (Fig. 6)
were drawn with ORTEP.17


Single crystals for x-ray data were obtained by slow
evaporation of the solvent from ethanol solutions of the
compounds.


N-[1,2-diphenyl-2-
(butylimino)ethylidene]butylamine
(benzil bis (n-butylimine) (2a)


One hundred twenty three milligrams (0.46mmol) of 1a,
and 71mg (0.97mmol) of BuNH2 were dissolved in
anhydrous MeCN (6ml) and kept tightly closed and
protected from light. Two months later the solvent was
removed by rotary evaporation at room temperature. The
residue was extracted three times with 1ml of CH2Cl2.
The remaining white solid was filtered, dried (40mg,
0.42mmol) and identified as sulfamide through its IR
spectrum. Evaporation at reduced pressure and room
temperature of the CH2Cl2 solvent gave the product
(130mg, 89%) as a colorless unstable liquid, which
turned gradually yellow.


1H-NMR (d, TMS) in MeCN-d3: 7.72–7.32 (2Ph, 16
signals, 10H), 3.32–3.26 (——N—CH2—, multiplet, 4H),
1.69–1.58 (——N—CH2—CH2—, multiplet, 4H), 1.44–
1.29 (——N—CH2—CH2—CH2—, multiplet, 4H), and
0.88–0.83 (——N—CH2—CH2—CH2—CH3, triplet, 6H).


13C-NMR (d, TMS) (same solution): 165.5 (C——N),
137.0–127.8 (2Ph, 4 signals), 54.7 (——N—CH2—), 33.7
(——N—CH2—CH2—), 21.4 (——N—CH2—CH2—
CH2—), and 14.2 (——N—CH2—CH2—CH2—CH3).


IR (film; cm�1): 3015 (CAr—H), 2990–2980 (CAliph—H),
1625 (C——N), 1590 (Ar), 1575 (Ar), 1485, 1450, 1370,
1350, 1310, 1280, 1230, 1175, 1025, 925, 900, 770, and 695.


Anal. Calcd for C22H28N2: C, 82.45; H, 8.81; N, 8.74.
Found: C, 84.09; H, 8.69; N, 9.15, S, 0.00%.


2-({(1Z,2Z)-2-[(2-hydroxyethyl)imino]-1,2-
diphenylethylidene}amino) ethanol (benzil
bis(ethanolimine)) (3a)


Two hundred twenty milligrams (0.82mmol) of 1a and
187mg (3.06mmol) of H2N(CH2)2OH were dissolved in
anhydrous MeCN (1.7ml). Twenty days after solution
preparation, the solvent was removed by rotary evapora-
tion at room temperature. The residue was extracted three
times with CH2Cl2 (total volume: 5ml). A white solid
remained and was identified as sulfamide. The CH2Cl2
solution was dried with anhydrous Na2SO4, concentrated
by evaporation at reduced pressure, and cooled overnight.
The solid obtained was filtered, recrystallized from hot
CH2Cl2 and dried under vacuum at room temperature.
Yield: 172mg, 0.58mmol (71%).


The Z,Z configuration of the compound was deter-
mined by x-ray diffraction analysis (Fig. 3).


1H-NMR (d, TMS) in DMSO-d6: 7.70–7.37 (2Ph, 9
signals, 10H), 5.76 (OH), 4.69–4.65 (——N—CH2—,
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triplet, 4H), 3.72–3.00 (——N—CH2—CH2—OH, broad
doublet, 4H).


13C-NMR (d, TMS) (same solution): 165.0 (C——N),
135.2–126.8 (2Ph, 4 signals), 61.1 (——N—CH2—), 56.5
(——N—CH2—CH2—OH).


IR (KBr, cm�1): 3250 (OH), 3010 (CAr—H), 2980
(CAliph—H), 1620 (C——N), 1560 (Ar), 1495, 1450, 1400,
1260, 1220, 1205, 1170, 1050, 930, 850, 770, and 680.


Anal. Calcd for C18H20N2O2: C, 72.95; H, 6.80; N,
9.45; O: 10.80. Found: C, 73.26; H, 6.78; N, 9.97, S,
0.00%.


Crystal dimensions 0.14� 0.28� 0.34mm, orthor-
hombic, Pbca, a¼ 9.3075(1) Å, b¼ 11.1683(3) Å,
c¼ 30.5917(7) Å, V¼ 3180.0(1) Å3, Z¼ 8, rcalc¼
1.238 g � cm�3, 21801 reflections measured, 2686 inde-
pendent [R(int)¼ 0.0442], R1¼ 0.0666 [2145 reflections
with I> 2s(I)], wR2¼ 0.1842, 201 parameters, residual
electron density 0.291/�0.314 e.Å�3. Crystallographic
data for the structure of 3a were deposited with the
Cambridge Crystallographic Data Center as supplemen-
tary publication number CCDC: 290220.


(1Z,2Z)-1,2-diphenylethane-1,2-dione
bis(phenylhydrazone) (benzilosazone) (4a)
and 3-(2-phenylhydrazino)-3,4-diphenyl-1,2,5-
thiadiazoline 1,1-dioxide (1a.PhN2H3)


4a: 140mg (0.52mmol) of 1a and 125mg (1.16mmol)
PhN2H3 were dissolved in anhydrous MeCN (1.0ml). A
yellow colored solid precipitated immediately after
solution preparation. The filtered solid, combined with
that obtained by concentration at room temperature of the
mother liquors (1/10), was dried under vacuum at room
temperature and recrystallized from hot ethanol. One
hundred fifty milligrams (0.39mmol; 74%) of the pure
(TLC) product mp: 234–236 8C were obtained. It was
identified as the 1Z,2Z isomer by x-ray diffraction.
Crystallographic data for the structure of 4a were
deposited with the Cambridge Crystallographic Data
Center as supplementary publication number CCDC
290219.


1H-NMR (d, TMS) in DMSO-d6: 9.58 (PhNH-, 1
signal, 2H), 7.62–6.77 (2Ph, 15 signals, 20H).


13C-NMR (d, TMS) (same solution): 153.5 (C——N),
144.9–113.3 (2Ph, 10 signals).


IR (KBr, cm�1): 3306 (N—H), 3020 (CAr—H), 1598
(C——N), 1577 (Ar), 1535, 1504 and 1488, 1452, 1305,
1248, 1163 and 1142, 1066, 740 and 679.


Crystal dimensions 0.10� 0.10� 0.22mm, tetragonal,
I41/a, a¼ b¼ 16.441(3) Å, c¼ 15.936(6) Å, V¼
4308(2) Å3, Z¼ 8, rcalc¼ 1.204 g � cm�3, 2232 reflec-
tions measured, 1929 independent [R(int)¼ 0.0309],
R1¼ 0.0491 [1076 reflections with I> 2s(I)],
wR2¼ 0.1207, 148 parameters, residual electron density
0.151/�0.141 e.Å�3.


1a.PhN2H3: In a separate synthesis, only the filtered
solid was worked-up: it was, washed with MeCN, H2O,
EtOH (50:50) and EtOH, and dried under vacuum at
60 8C. The solid was identified as the thiadiazoline
1a.PhN2H3, (i.e., a thiadiazoline as those represented in
Scheme 1 as 1a.XH, with X: PhN2H2), mp 130–131 8C
(dec). The identification was based on its IR, 1H- and 13C-
RMN spectra and CV behavior and the comparison of
these results with those of numerous thiadiazolines
derived from 1a synthesized in our laboratory4,5,18 or
reported in the literature.19 As it also happened with many
of those thiadiazolines, recrystallization attempts from
hot EtOH or MeCN produced only 1a, presumably
because the addition is an equilibrium reaction and 1a is
less soluble than the addition product 1a.PhN2H3.


1H-NMR (d, TMS) in DMSO-d6: 9.01 (O2S—NH, 1
signal), 8.07–6.34 (2Ph, 20 signals).


13C-NMR (d, TMS) (same solution): 177.5 (C¼N),
145.4–114.6 (2Ph, 12 signals), 91.0 (PhCNH).


IR (KBr, cm�1): 3250 (N—H), 3209 (N—H), 3066
(CAr—H), 1605 and 1590 (Ar), 1561 (C——N), 1498,
1446, 1357, 1320 (>SO2), 1279, 1255, 1215, 1180
(>SO2), 1117, 1039, 973, 907, 871, 818, 760, and 690.


Phenanthro [9,10-c]-1,2,5-thiadiazoline
1,1-dioxide (1bH2)


One hundred eighteen milligrams (0.44mmol) 1b and
163mg (1.51mmol) PhN2H3 were dissolved in anhy-
drous MeCN (1.0ml). A light yellow colored solid
precipitated after one day. The solid was filtered, washed
with toluene, and dried under vacuum at room
temperature. One hundred milligrams (86%) of the pure
product was obtained. It was identified by its IR spectrum,
mixed melting point and CV, as compared with an
authentic sample.201b was also reduced to 1bH2 (Fig. 8)
by BuNH2, as observed by CV. This reaction was not
further investigated.


RESULTS AND DISCUSSION


A summary of the reactions of 1a and 1b studied in this
work is given in Table 1.


Reactions with primary aliphatic amines


Reaction of 1a with BuNH2. Only one symmetric
isomer of the benzil bis(n-butylimine) 2awas obtained, as
indicated by the single 13C-NMR signal at 165.5 ppm
assigned to C¼N. No further studies to decide if the
product was the E,E or the Z,Z isomer were possible
because the substance was an unstable liquid (Experi-
mental). The E,E configuration is proposed as the most
stable for benzilosazones according to published
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studies,21 while for monoimines the relative stability of
the E or Z configuration depends on the substituent
groups.22 As reported in the experimental part and
discussed below, a Z,Z configuration was found for benzil
bis(ethanolimine) (3a) and benzilosazone (4a).


Some insight on the reaction steps was obtained from
the 13C-, 1H-NMR spectra and CVs scanned during its
course. The 13C-NMR spectra of a solution of 1a and
BuNH2 in MeCN-d3, in a 1:1 molar ratio, showed, 2 h
after solution preparation, signals assigned to the sp2 and
the sp3 (178.0 and 90.9 ppm, respectively) heterocyclic C-
atoms of 1a.BuNH2 (Scheme 2). The resonances of the n-
butyl radical of 1a.BuNH2 (43.0, 32.2, 20.9, and
14.0 ppm) were also observed. One week later, the
signals at 178.0 and 90.9 ppm remained, but a new signal
at 165.5 ppm, which was assigned to the (equivalent) sp2


C-atoms of the benzil bis(n-butylimine) 2a was also
present. The n-butyl radical signals were observed at 54.6,
33.6, 21.2, and 14.0 ppm. Some signals corresponding to
1a.BuNH2 were still observable, but disappeared com-
pletely in the spectrum scanned 45 days after solution
preparation, which showed only the 2a signals.


1H-NMR spectra of the same solution were scanned
2 h, 1 week, and 45 days after solution preparation. When
compared with the 1H-NMR spectra of BuNH2 and 2a in
the same solvent, it was observed that the methyl protons
of the n-butyl radical remained approximately at the same
position (d ca 0.85 ppm), while the complex signal of the
CH3CH2CH2— protons of the BuNH2 (1.37–1.30 ppm)
splitted into two downfield shifted groups (1.69–
1.58 ppm, 10 signals and 1.44–1.29 ppm, 9 signals) in
the 45 days spectrum. A new signal at ca 3.3 ppm,
assigned to the ——NCH2 of 2a, appeared in the 1-week
spectrum. The 45 days spectrum presented all signals of
2a (Experimental) along with other signals probably
arising from remaining 1a.BuNH2 and sulfamide.


The initially clear and homogeneous solution in the
NMR tubes presented, at the end of these experiments, a
white solid precipitate, which was identified as 1a.


To study further this re-precipitation phenomenon, a
very concentrated 1:1 molar ratio solution was prepared:
BuNH2 (0.46mmol) was added to a suspension of 1a
(0.46mmol) in 1ml of anhydrous MeCN (1a is only
slightly soluble in MeCN). Upon amine addition, 1a


dissolved immediately and completely, however, as it
happened in the NMR experiments, a white precipitate,
identified as 1a, was observed after a couple of hours. It
was concluded from these observations that reaction 1
(Scheme 2) was a rapid equilibrium reaction, with a
relatively high equilibrium constant. Thus, the fresh
solution of 1a and BuNH2 in 1:1 molar ratio should
contain almost exclusively the thiadiazoline 1a.BuNH2.
The remaining BuNH2, in a low equilibrium concentra-
tion, would slowly react with 1a.BuNH2 forming 2a (Eqn
(2), scheme 2). Since the global reaction is


1aþ 2 BuNH2 ! 2aþ SO2ðNH2Þ2;


1a is in excess at a molar ratio [1a]/[BuNH2]¼ 1, and,
owing to its low solubility, should precipitate. The
reprecipitation of 1a was not observed in similar tests
with higher amine concentrations ([1a]/[BuNH2] molar
ratios less than 0.5). The reaction was also followed by
CV (Fig. 2). A stock solution of 1a (0.74mmol) and
BuNH2 (3.79mmol) in MeCN (1.9ml) was prepared. At


Table 1. Summary of studied reactions


Substrate Nucleophile Products


1a BuNH2 Benzil bis(n-butylimine)
(2a)


1b BuNH2 1b.H2


1a H2N(CH2)2OH Benzil bis(ethanolimine)
(3a)


1a Et2NH 1a.Et2NH (equilibrium reaction)
1b Et2NH 1b.Et2NH (equilibrium reaction)
1a PhN2H3 Benzilosazone (4a) (intermediate


product: 1a.PhN2H3)
1b PhN2H3 1bH2


PhPh


S
NHN


O


NHBu


O


+ BuNH2


PhPh


S
NN


O O


2)


1) BuNH2+


PhPh


NHBuBuHN


S
NH2H2N


O O
+


1a.BuNH2


2a


1a


1a.BuNH2


Scheme 2


Figure 2. Time evolution of the CVs of the 1a/BuNH2 sys-
tem. Scan rate: 0.2 VsS1. 1a: 7.00mM; BuNH2: 33.0mM.
Scanned solutions were prepared by dilution (with 0.1M
NaClO4, DMF) of a stock 1a-BuNH2-DMF solution, as detailed
in the text. CV of 1a (7.30mM in DMF, dotted line) is
included for reference. (—): CV scanned immediately after
stock solution preparation (t¼0), (- - - ): t¼8 days, (- � -):
t¼34 days, (- � � -): CV of a 7.95mM 2a solution in 0.1M
NaClO4, DMF
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selected times, 20–30ml of the stock solution were
diluted with 1–2ml of DMF (containing 0.1M NaClO4 as
supporting electrolyte), and a CV was scanned immedi-
ately thereafter.


A CV was registered as soon as the stock solution was
prepared. The characteristic CV couples of 1a were not
present. Three cathodic peaks (�1.83, �2.40 (shoulder),
and �2.56V); were observed instead. The peak at
�2.56V corresponds to 2a, as concluded by comparison
with the CV of an authentic sample of the compound.
Peaks at�1.83 and�2.40Vare similar to those found for
1,2,5-thiadiazoline 1,1-dioxides,4–6 and were assigned to
1a.BuNH2 (Eqn (1), Scheme 2).


Only the peak at �2.56V was observed in the CV
registered at a reaction time t¼ 8 days. CVs registered at
intermediate times (not shown) revealed a continuous
decrease in the current intensity of the thiadiazoline peaks
and an increase of the peak at �2.56V.


It was also observed that the current intensity of the
�2.56V signal continued to increase even after the
disappearance of the thiadiazoline peaks (see 34 days CV,
Fig. 2), reaching a level that remained constant in time.
This behavior suggested the presence of a nonelectror-
educible intermediate that decomposed to give 2a. A 3,4-
n-butylamino disubstituted thiadiazolidine might be this
intermediate, as we have observed that thiadiazolidine
compounds do not present voltammetric electroreduction
signals in the experimental potential range used.6 If this
were the case, 2a would be formed by the separation of a
sulfamide molecule from the intermediate, as indicated in
Eqn (3).


PhPh


S
NHNH


O


NHR


O


RHN
2a3) S


NH2H2N


O O
+


Reaction of 1b with BuNH2. Compound 1b was
reduced to 1bH2 by BuNH2 as well as by PhN2H3 (see
below ‘reactions of 1b with PhN2H3,’), but a separate
synthesis of 1bH2 from 1b and BuNH2 was not attempted.
The reduction product was only identified in the final CV
of the reaction mixture, which was coincident with that
found for the 1b/PhN2H3 system and with the CV of a
sample of 1bH2.


20


Reaction of 1a with H2N(CH2)2OH. Stereoselec-
tive synthesis of 2-({(1Z,2Z)-2-[(2-hydroxyethyl)i-
mino]-1,2-diphenylethylidene} amino) ethanol
(benzil bis(ethanolimine)) (3a). The reaction of 1a
with H2N(CH2)2OH in MeCN solution gave a white solid
identified as the 1Z,2Z isomer of 3a. Figure 3 shows a
molecular diagram of this isomer as determined by single
crystal x-ray diffraction.


The 13C-NMR spectrum of 3a showed only four signals
for both phenyl rings, one signal for both sp2 C-atoms and
two signals for the sp3 C-atoms, thus confirming the
presence of only one symmetric isomer in solution.


The time evolution of the CVs of the reacting system,
followed using the same procedure detailed above for the
reaction of 1a with BuNH2, is shown in Fig. 4.


An initial CV did not show the 1a couples. Three
cathodic peaks (�1.87, �2.38 (shoulder), and �2.50V)
were observed instead. Their current intensities changed
with time and after 60 days only the peak at �2.38V
remained. The peaks at�1.87 and�2.50V were assigned
to the thiadiazoline 1a.H2N(CH2)2OH. The peak at
�2.38V corresponded to 3a by comparison with the CV
of an authentic sample of the compound (Experimental).


Unlike the case of the 1a/BuNH2 system, the voltammetric
peak of 3a reached its highest current intensity simulta-
neously with the disappearance of the peaks of the
thiadiazoline intermediate 1a.H2N(CH2)2OH. Therefore, if
the reactions paths were similar, the decomposition of the
intermediate (reaction 3) must be faster. Apparently
neighboring group (HO) participation must be operating.


Reactions with secondary aliphatic amines:
equilibrium systems


Reactions of 1a and 1bwith Et2NH. These reactions
were studied using CV. A typical experiment consisted in
the addition of Et2NH (to obtain an initial concentration
in the 0.1–2.7M concentration range) to a solution of 1a


Figure 3. Molecular diagram of 3a showing the labeling of
the non-H atoms and their displacement ellipsoids at the
30% probability level
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or 1b (ca 6mM) in DMF solvent, with 0.1M NaClO4 as
supporting electrolyte. CVs of the solutions were
registered initially and at convenient times during the
course of the reactions.


The rate of change of the CV signals increased with the
increase in the concentration of added Et2NH, and a final
equilibrium CVwas obtained in all cases. The changes, as
below described and shown in Fig. 5 for 1a/Et2NH
system, followed a well-known sequence, already
reported by us when the mono-addition of alcohols3,4


or amides5,6 were studied. Therefore, we concluded that
the reactions corresponded to the mono-addition of
Et2NH to 1a or 1b (reaction 4).


ArAr


S
NHN


O


NEt2


O


ArAr


S
NN


O O


4) Et2NH+


The CV changes observed were the following: the
current intensity of both cathodic peaks of the thiadiazole
(Ic and IIc) decreased simultaneously. Peak IIc dis-
appeared from the final equilibrium CV for all experi-
mental Et2NH nucleophile concentrations used, but the
current intensity of peak Ic decreased and reached a final
equilibrium intensity that was inversely proportional to
the nucleophile concentration. Two cathodic peaks (IIIc
and IVc) at more negative potentials appeared and
increased in current successively: peak IVc, when peak
IIc started to decrease, and peak IIIc, after the
disappearance of peak IIc.


As already discussed,2,4 these changes are coherent
with the following mechanism, illustrated for 1a: in the


equilibrium CV, equal quantities of 1a and of the addition
thiadiazoline 1a.Et2NH are consumed at peak Ic by the
reactions:


E1 1aþ e� , 1a:�


C1 1a:� þ 1a:Et2NH , 1aH: þ 1a:Et2NH
�


E2 1aH: þ e� , 1aH�


Thus, peak IIc, associated with the electroreduction of
1a.� to 1a2�, is no longer present (under the experimental
conditions chosen, see below) because 1a.� is completely
consumed by reaction C1. Cathodic peak IIIc is
associated with the electroreduction of the addition
thiadiazoline that has not been consumed at peak Ic by
reaction C1:


E3 1a:Et2NHþ e� , 1a:Et2NH
:�


C2 1a:Et2NH
:� , 1a:H:þEt2NH


:�


followed immediately by the electroreduction of 1aH. to
1aH� (E2). The anions 1aH� and 1a.Et2NH


� are further
reduced at peak IVc.


In the presence of a sufficient excess of the nucleophile
(i.e., [Et2NH]equilibrium� [Et2NH]0), and if peak IIc is
absent from the equilibrium CV (i.e., peak Ic corresponds
to the E1C1E2 mechanism above), a function of the
current intensity of peaks Ic and IIIc in the equilibrium
CV and the voltage sweep rate (n), (Eqn (5)),2,4 can be
used to estimate the equilibrium constant of the addition
reaction.


K � ½Nu�0 ¼
2� iðIIIcÞ


n1=2
þ iðIcÞ


2�n1=2


n o


iðIcÞ
n1=2


(5)


where [Nu]0 is the initial Et2NH concentration, and K is
the equilibrium constant of reaction 4.


The linear dependence of the peak current intensity of
Ic and IIIc with n½, a requisite for the validity of Eqn (5),
was verified for these systems in the range of experi-


Figure 5. CVs of the 1a/Et2NH system. Scan rate: 0.2 VsS1.
(- - - ): CV of a 7.30mM solution of 1a; (—) equilibrium CV of
the same solution after addition of Et2NH to a 0.29M final
concentration. DMF solvent, supporting electrolyte: 0.1M
NaClO4


Figure 4. Time evolution of the CVs of the 1a/
H2N(CH2)2OH system. Scan rate: 0.2 VsS1, 1a: 7.16mM;
H2N(CH2)2OH: 0.143M. Solutions prepared by dilution of
a stock, as indicated in the text. (—): CV scanned immedi-
ately after stock solution preparation (t¼0), (- - - ): t¼10
days, (- � -): t¼60 days, (� � � ): CV of a 6.12mM 3a solution in
0.1M NaClO4, DMF
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mental sweep rates (0.05–0.30Vs�1). The estimated
equilibrium constants were 23� 2 and 3.6� 0.5M�1 for
the formation of 1a.Et2NH and 1b.Et2NH, respectively.


The relatively smaller equilibrium constant for
1b.Et2NH might be related to the molecular geometry
of the parent thiadiazole.23 In 1b, the —N——C—C——
N— group is in the plane of the aromatic system and the
C——N double bonds participate of the delocalized
electronic system. Thus, the formation of the 1b.Et2NH
thiadiazoline not only involves the opening of the C——N
double bond, but also decreases the extent of this
resonance system. This does not happen in the case of
1a, for their phenyl rings are out (by ca 428) of the
heterocyclic plane and only weakly conjugated with the
C——N bonds.24


Reaction with PhN2H3


Reaction of 1awith PhN2H3. 1a reacted with PhN2H3


in MeCN solution yielding 4a (Experimental).
Only one 13C-NMR signal assigned to C——N (at


153.5 ppm) was observed. This indicated that a symme-
trical isomer was obtained. Single crystal x-ray diffrac-
tion showed the Z,Z isomer. Figure 6 shows its highly
symmetric structure, with the phenyl rings arranged in a
tetrahedral geometry.


The reaction was followed by the changes in the CVs of
the reacting solution. A stock solution of 1a and PhN2H3


(1a: 0.59mmol; 0.293M; PhN2H3: 1.42mmol; 0.713M;
DMF: 2.0ml, supporting electrolyte: 0.1M NaClO4) was
prepared. At selected times, 50ml of the stock solution
were diluted with 1.6ml of DMF (containing 0.1M
NaClO4 as supporting electrolyte), and a CV scan was
registered immediately thereafter.


The resulting CVs are shown in Fig. 7. The changes
with time were similar to those observed in the 1a-
BuNH2-MeCN system described above: the initial CV,
scanned immediately after PhN2H3 addition, did not
show 1a peaks Ic and IIc, but two irreversible signals
(IIIc: �1.90 V, IVc: �2.45 V), assigned to the thiadia-
zoline 1a.XH (Scheme 1 with X¼ PhN2H2) initially
formed by the fast nucleophilic monoaddition of
PhN2H3 to 1a. As the reaction proceeded, the
thiadiazoline voltammetric signals decreased gradually
and after 390min an almost featureless (only a very low
intensity peak is observed at �2.45 V) CV was
registered. Finally, peaks at �2.40 and �2.90 V
appeared and increased with time. The CV remained
unchanged thereafter. The final CV corresponds with
that of an authentic benzilosazone sample. The reaction
mechanism, judging by the similarity of the CV
responses, might be that proposed above for the
reaction of 1a with BuNH2.


Figure 7. Time evolution of the CVs of the 1a/PhN2H3


system. Scan rate: 0.2 VsS1. 1a: 7.83mM; PhN2H3:
19.0mM. Scanned solutions were prepared by dilution (with
0.1M NaClO4, DMF) of a stock 1a-PhN2H3-DMF solution, as
detailed in the text. (—): CV scanned immediately after stock
solution preparation (t¼0), (- - - ): t¼ 48 h, (- � -): t¼364 h,
(� � �): CV of a 7.51mM 4a solution in 0.1M NaClO4, DMF


Figure 6. Different views of the ORTEP diagram of 4a. The view on the left shows that one half of the molecule is symmetry
related the other half through a crystallographic two-fold axis
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The CV detected intermediate thiadiazoline
1a.PhN2H3 (1a.XH; Scheme 1 with X¼PhN2H2) was
isolated in a synthetic assay performed in similar
conditions (Experimental).


Reaction of 1bwith PhN2H3. 1b reacted with PhN2H3


yielding the reduction product 1bH2, which was identified
by its IR spectrum, mixed melting point and CV, as
compared with an authentic sample.201bH2 was also
obtained in the reaction of 1b with BuNH2, as above
mentioned.


The differences between the reactions of 1a and 1b
with these nucleophiles can be related to the structure of
the substrates. The thiadiazole heterocycle in 1b is
substituted at the 3,4 positions by a connected p-system
which is in the same plane of the heterocycle.23 This
allows the inclusion of the two C——N double bonds in an
extended delocalized p-system. Also, as we have
observed,6 thiadiazoline 1bH2 differs from the typical
1,2,5-thiadiazole structure, since both carbon–nitrogen
bonds are single. In the formation of the thiadiazoline
1bH2, resonance stability is preserved by replacing the
original delocalized system of 1b by a phenanthrene
group (Fig. 8).


On the contrary, in 1a the plane of each phenyl ring is
rotated out of the heterocyclic plane by ca 428 and their
resonance coupling with the C——N bonds is weak.24 In a
hypothetical 1aH2, with the same structure of 1bH2, the
C——C double bond would only worsen the steric
repulsion between the phenyl rings by bringing them
closer together without providing additional delocaliza-
tion energy.


CONCLUSIONS


Primary aliphatic monoamines and phenylhydrazine
reacted almost instantaneously with 1a, to form the
corresponding thiadiazolines, which were unstable in the
reaction media. The reactions involved the initial, very
fast, nucleophilic attack of the N atom of the nucleophile
to only one of the identical electron-deficient heterocyclic
carbon atom of the substrate. This initial thiadiazoline
formation was observed by CV and NMR experiments,
and, in the case of the 1a/PhN2H3 system, the thiadiazo-


line was actually isolated. A rationale for the practical
lack of diaddition of alcohol nucleophiles has been
given,4 based on the structure of 1a24 and its thiadiazoline
derivatives.25 However, the stronger nitrogen nucleo-
philes can react further, attacking the remaining>C——N-
double bond of the substrate to yield thiadiazolidines.


The displacement of a sulfamide molecule gave the
final reaction product. In the case of the H2N(CH2)2OH
nucleophile the departure of the leaving group was easier
than for BuNH2 or PhN2H3. This suggests an influence of
the HO neighboring group in the reaction parameters.


The products obtained from the systems 1a/
H2N(CH2)2OH and 1a/PhN2H3 (3a and 4a, respectively)
were the Z,Z isomers. 4a presented a remarkably
symmetric crystalline structure with the phenyl rings
arranged in a tetrahedral geometry.


The differences in the reaction path and products were
rationalized considering the electronic delocalization
possibilities of both compounds. This structural differ-
ence also explained the considerable smaller equilibrium
constant for the monoaddition of Et2NH to 1b as
compared with the same addition to 1a.


Supplementary information


A blank CV of the 0.1M NaClO4 supporting electrolyte
solution in DMF and a series of 13C-NMR spectra for the
1a–n-BuNH2 system, including the synthesized 2a
product, and the spectra scanned after the following
reaction times: 2 h, 1 week, and 45 days, as described in
‘Results and Discussion.’
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ABSTRACT: Theoretical studies of the gas-phase elimination kinetics of title compounds were performed by using
‘‘ab initio’’ methods at MP2/6-31G, MP2/6-31G(d,p) and ONIOM [MP2/6-31G (d,p) // MP2/6-31G]. Ethyl Oxamate
and ethyl oxanilate undergo a rapid decarbonylation to give the corresponding carbamates. These intermediates
proceed to a parallel decomposition to give the corresponding unstable carbamic acid and ethylene through six-
membered cyclic transition state (path 1) and isocyanate and ethanol through a four-membered cyclic transition state
(path 2). Ethyl N,N-dimethyloxamate elimination reaction yields in one step, through a six-membered cyclic transition
state, dimethyl oxamic acid and ethylene gas. The calculated bond orders, NBO charges and synchronicity indicate
that these reactions are concerted and slightly asynchronous. The estimated kinetic and thermodynamic parameters are
in good agreement with the reported experimental values. Copyright # 2006 John Wiley & Sons, Ltd.

KEYWORDS: kinetics; unimolecular elimination; pyrolysis; ethyl oxamate, ethyl oxanilate; ethyl N,N-dimethyl oxamate;


‘‘ab initio’’ calculations; reaction mechanism; transition-state structure

INTRODUCTION


The elimination kinetics of ethyl esters with different
substituents at the acid or acyl side had already been
described.1 Kinetic parameters and the comparative
rates imply these reactions to proceed through a
six-membered cyclic transition state to give the
corresponding carboxylic acid and ethylene, re-
spectively [reaction (1)].1 For molecular elimination it
is necessary the presence of a Cb—H bond at the alkyl
side of the ester.

CZ O C C
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β


O


Z=Substituent


O


C
O
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C
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Z


Z = H,  CH3,  C6H5,  (CH
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resented at the 10th European Symposium on Organic


July 2005, Rome, Italy.
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These organic esters gave a good Taft–Topsom
correlation as shown in Fig. 1.


The negative value of ra¼�0.68 suggests a modest
participation of the polarizability effect or steric effect. The
greatest absolute value of rF�¼þ2.57 indicates that the
field or electronic effect has the most important influence in
the elimination process. The value of rR


�¼�1.18
confirms the interaction of the substituent Z with an
incipient negative reaction center and implies a favorable
effect for the abstraction of theb-hydrogen of the ethyl ester
by the oxygen carbonyl in the transition state.

ZCOOH + CC


3)2N,  (CH3CH2) 2N , CH3O ,  Cl 


ð1Þ

A recent work2 on the gas-phase elimination kinetics of
ethyl oxamate, ethyl oxanilate, and N,N-dimethyl
oxamate examined the effect of the interposition of a
polar group, such as carbonyl, between the nitrogen
substituents described in reaction (1) and the acid side of
ethyl ester. Ethyl N,N-dimethyl oxamate without an H
atom bonded to N was believed to undergo a concerted
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six-membered cyclic transition state type of mechanism
[reaction (2)]. The 2-oxo acid intermediate, at the
working temperature, is unstable and decarboxylates
very rapidly, in a similar step to that observed for pyruvic
and benzoyl formic acid3,4 reaction (3)]. The product of
step 2 is dimethylformamide.

O
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CH2
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H
H


δδ OH
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H O
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O - CO2
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(CH3)2N (CH3)2N


(CH3)2N
(CH3)2N


(CH3)2N


ð2Þ


RCHORCOCOOH + CO2


R = -Me, -C6H5


ð3Þ

In the case of ethyl oxamate and ethyl oxanilate, a rapid
decarbonylation to the corresponding carbamate is the
first step of elimination [reaction (4), step 1]. The
mechanism of decarbonylation can be related to a recent
publication on the elimination kinetics of methyl oxalyl
chloride [reaction (5)].5

Copyright # 2006 John Wiley & Sons, Ltd.

The carbamate intermediate from step 1 of reaction
(4) undergoes a parallel elimination to isocyanate and
ethanol and to the unstable carbamic acid and ethylene
gas. Step 2 leads to the formation of an isocyanate
perhaps through a concerted four-membered cyclic
transition state, while step 3 through a concerted six-

membered cyclic transition state yields ethylene and the
corresponding carboxylic acid. The unstable carbamic
acid may probably decarboxylate by way of a conc-
erted four-membered cyclic transition state type of
mechanism.

ð4Þ


ð5Þ
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Figure 1. Taft–Topsom correlation for the pyrolysis of ZCOOCH2CH3 log k/k0¼�(0.68�0.12)sa� (2.57�0.12)sF�
(1.18�0.27)sR


�.(r¼ 0.984, sd¼0.119 at 4008C)


AB INITIO CALCULATIONS 505

To verify or support the suggested mechanisms for the
elimination of the ethyl esters of the oxamic acid described
above, we present a theoretical study at the MP2/6-31G
level in order to determine the kinetic and thermodynamic
parameters of the gas-phase elimination reaction of ethyl
oxamate, ethyl oxanilate, and ethylN,N-dimethyl oxamate.
The thermal decomposition of ethyl oxamate, ethyl
oxanilate occurs in three steps processes. The first step is
a fast decarbonylation of the substrate to the corresponding
carbamate (reaction 4). This carbamate decomposes by two
competitive paths to give ethylene and an unstable carbamic
acid (path 1) while path 2 produces ethanol and isocyanic
acid or its derivative. This latter mechanism does not occur
in ethyl N,N-dimethyl oxamate, because it lacks of a
hydrogen atom on the nitrogen. Consequently, this substrate
decomposes through path 1 to yield ethylene and N,N-
dimethyl oxamic acid. This intermediate decarboxylates to
give dimethyl formamide.2

COMPUTATIONAL METHODS AND
MODELS


The gas-phase elimination kinetics and mechanisms of
ethyl oxamate, ethyl oxanilate, and ethyl N,N-dimethyl
oxamate were investigated by means of electronic
structure calculations using Møller–Plesset perturbation
method (MP2) with 6-31G, 6-31G(d,p) basis set and
ONIOM [MP2/6-31G // MP2/6-31G(d.p)] as imple-
mented in Gaussian 98W.6 Since both ethanol and
ethylene formation were observed for ethyl oxamate,
ethyl oxanilate, both path 1 and 2 were studied. In the case
of ethyl N,N-dimethyl oxamate calculations were
performed for path 1.


Structures for reactants, products, and transition states
were optimized at MP2 with 6-31G, 6-31G(d,p) basis set

Copyright # 2006 John Wiley & Sons, Ltd.

and ONIOM [MP2/6-31G // MP2/6-31G(d,p)] levels of
theory. The Berny analytical gradient optimization
routines were used. The requested convergence on the
density matrix was 10�9 atomic units, the threshold value
for maximum displacement was 0.0018 Å, and that for the
maximum force was 0.00045 Hartree/Bohr. The nature of
stationary points was established by calculating and
diagonalizing the Hessian matrix (force constant matrix).
TS structures were characterized by means of normal-
mode analysis. The transition vector (TV) associated with
the unique imaginary frequency, that is, the eigenvector
associated with the unique negative eigenvalue of the
force constant matrix, has been characterized.


Thermodynamic quantities such as zero point
vibrational energy (ZPVE), temperature corrections
E(T) and absolute entropies S(T), were obtained by
frequency calculations and consequently, the rate
coefficient can be estimated assuming that the trans-
mission coefficient is equal to 1. Temperature corrections
and absolute entropies were obtained assuming ideal gas
behavior from the harmonic frequencies and moments of
inertia by standard methods7 at average temperature and
pressure values within the experimental range. Scaling
factors for frequencies and zero point energies for MP2
methods used are taken from the literature.8


The first-order rate coefficient k(T) was calculated using
the TST9 and assuming that the transmission coefficient is
equal to 1, as expressed in the following relation:


kðTÞ ¼ ðKT=hÞ expð�DG#=RTÞ
where DG# is the Gibbs free energy change between the
reactant and the transition state and K, h are the Boltzman
and Plank constants, respectively.


DG# was calculated using the following relations:


DG# ¼ DH# � TDS#
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and,


DH# ¼ V# þ DðZPVEÞ þ DEðTÞ
where V# is the potential energy barrier and D(ZPVE) and
DE(T) are the differences of ZPVE and temperature
corrections between the TS and the reactant, respectively.


Frequency calculations were carried at the average
experimental conditions (Temperature¼ 4008C), at the
same level of theory used for optimization. Thermodyn-
amic quantities such as ZPVE, temperature corrections
(E(T)), energy, enthalpy, and free energies were obtained
from vibrational analysis. Entropy values were calculated
from vibrational analysis and using Chuchani–Cordova10


idea of factor Cexp.

RESULTS AND DISCUSSIONS


Kinetic and thermodynamic parameters


The gas-phase thermal decomposition of ethyl oxamate
and ethyl oxanilate occurs by two competitive pathways.
In the case ethyl N,N-dimethyl oxamate there is no
hydrogen present at the carbamate nitrogen, therefore, the
four member ring TS-II mechanism is precluded, thermal
decomposition of this substrate occurs only by path 1 to
give ethylene and N,N-dimethyloxamic acid in a slow
step, followed by rapid decarboxylation of the acid to
yield N,N-dimethyl formamide. In this investigation we
performed calculations for all possible paths to procure
additional evidence on the nature of these mechanisms
and the proposed transition state structures.

able 1. Kinetics and thermodynamic parameters for thermal decomposition of XHNCOCOOCH2CH3 (X¼H, Ph) by path 1
thylene formation) and path 2 (ethanol formation) and thermal decomposition of N,N-dimethyl ethyl oxamate by path 1, from
P2 calculations at 4008C


ethod 104k (s�1) Ea (kJmol�1) Log A DS# (Jmol�1K�1) DH# (kJmol�1) DG# (kJmol�1)


Formation of ethylene (X¼Ph)
xperimental 15.6 214.1 13.81 4.36 208.5 205.6
P2/6-31G 8.2 204.5 13.81 4.31 198.9 196.0
NIOM 12.6 215.3 13.81 4.31 209.7 206.8
P2/6-31G(d,p) 8.2 217.7 13.81 4.31 211.5 209.2


Formation of ethanol (X¼Ph)
xperimental 42.0 205.2 13.55 �0.62 199.6 200.0
P2/6-31G 244.1 195.4 13.55 �0.59 189.8 190.2
NIOM 204.1 192.7 13.26 �6.10 187.1 191.2
P2/6-31G(d,p) 190.1 196.8 13.55 �0.59 191.2 191.6


Formation of ethylene (X¼H)
xperimental 9.77 195.9 12.19 �26.00 190.3 208.3
P2/6-31G(d,p) 3.04 214.4 13.12 �8.76 208.8 214.8
P2/6-31G 2.61 203.2 12.18 �26.74 197.6 215.6


Formation of ethanol (X¼H)
xperimental 20.0 208.0 13.44 �2.73 202.4 204.2
P2/6-31G 13.1 209.5 13.38 �3.94 203.9 206.6
P2/6-31G(d,p) 9.82 209.8 13.58 �6.52 204.2 208.6


Ethyl N,N-dimethyl oxamate
xperimental 10.2 206.8 13.06 �10.0 201.2 207.9
P2/6-31G(d,p) 0.64 221.2 12.97 �11.6 215.6 223.4
P2/6-31G 44.7 198.6 13.08 �9.5 193.3 199.7

T
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M


M
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E
M
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M
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Results from MP2 calculations for the rate-controlling
step are shown in Table 1. The theoretical thermodynamic
parameters DH#, DG#, DS# are in good agreement with
experimental. For ethylene formation from ethyl oxani-
late, better results were obtained with MP2/6-31G(d,p)
and ONIOM [MP2/6-31G // MP2/6-31G(d,p)], with
enthalpies and free energies of activation within 4-5 kJ/
mol from experimental counterparts. Calculated energies
of activation and rate coefficients are also within
experimental values. For ethanol formation from ethyl
oxanilate, better energy of activation was obtained with
MP2/6-31G(d,p). In the case of ethylene formation from
ethyl oxamate, best activation parameters were obtained
with MP2/6-31G, while for ethanol formation from the
same substrate both MP2/6-31G and MP2/6-31G(d,p)
gave good results. Ethylene formation from ethyl N,N-
dimethyl oxamate better results were obtained with MP2/
6-31G. In general, MP2/6-31G level of calculation gave
reasonable agreement with experimental parameters for
the substrates under study, while not always the use of
polarized functions improved the results.


In the case of ethyl oxanilate (Table 1, X¼ Ph), the
preferred kinetic product is ethanol, with a smaller energy
of activation, in accord with experimental determinations.
Ethyl oxamate (Table 1, X¼H) thermal decomposition
the calculated MP2/6-31G� rates by paths 1 and 2 as well
as calculated energies of activation are similar for both
paths. At MP2/6-31G(d,p) ethanol formation is favored in
accord with experiment. Theoretical results for ethyl N,N-
dimethyl oxamate thermal decomposition (path 1) are in
good agreement with experimental for MP2/6-31G
method.
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Figure 2. Reaction profile of ethylene formation from ethyl oxamate (path 1). The transition state TS-I is a six-membered ring
structure. Paths 1 and 2 are available for ethyl oxamate and ethyl oxanilate, however, for ethyl N,N-dimethyl oxamate only path
1 is possible due to the substitution on the nitrogen
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Calculated rate coefficients for the rate determining step
show analogous tendency to that observed experimentally:
ethyl oxanilate is more reactive than both ethyl oxamate and
ethyl N,N-dimethyl oxamate, and ethanol formation in the
former substrate is the predominant process. This can be
explained by an increase hydrogen acidity caused by the
electron withdrawing ability of the phenyl group, thus
making facile the abstraction of H to oxygen.

Transition states and mechanisms


The gas-phase elimination reaction of ethyl oxamate and
ethyl oxanilate occurs by decarbonylation to the
corresponding carbamate followed by decomposition in
two pathways. The transition state for the rate determin-
ing step in path 1 (TS-I), leading to ethylene formation, is
a cyclic six-membered structure as suggested by values of
log A between 12.18 and 13.81.11 TS-I geometries are

Scheme 1. TS-I: ethylene formation from X¼H ethyl oxamate, X
ethyl oxamate, X¼ Ph ethyl oxanilate and TS-I: ethylene formatio


Copyright # 2006 John Wiley & Sons, Ltd.

similar both in distances and angles between the atoms
involved in the reaction (C3, O4, O5, C6, C9, and H11) with
the hydrogen being transferred (H11) midway between
the carbon C9 and the oxygen O5 (Fig. 2, Scheme 1). TS-I
structures show some departure from planarity as
revealed by dihedral angles (maximum deviation 298
and 348, respectively, Table 2). The process is concerted
in the sense that C6—O4 and C9—H11 bond distances
increase showing breaking of these bonds (1.49–2.01 or
2.03 Å in TS-I and 1.09–1.35 or 1.33 Å in TS-I,
respectively). The C6—C9 and C3—O4 bond distances
reveal changes from single to double bond character
(1.53–1.41 Å in TS-I and 1.40–1.31Å in TS-I, respect-
ively) as hybridization change from sp3 to sp2. The TV
shows that the process is dominated by the elongation of
C6—O4 bond and the transfer of hydrogen H11 from C9
to O5. Imaginary frequencies for path 1, TS-I for ethyl
oxamate and ethyl oxanilate are 1704.0 and 1658.1,
respectively (Table 2).

¼ Ph ethyl oxanilate. TS-II: ethanol formation from for X¼H
n from ethyl N,N-dimethyl oxamate
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Table 2. Structural parameters for carbamates XHNCOOCH2CH3 (X¼H, Ph) thermal decomposition: reactants (R), TS-I (six-
member ring path) and TS-II (four-member ring path), from MP2/6-31G calculations at 4008C. Atom distances are in Å and
dihedral angles are in degrees


X


H Ph H Ph


R TS-I R TS-I R TS-II R TS-II


distances (Å)
C3–O4 1.405 1.313 1.400 1.310 C3–O4 1.405 1.793 1.400 1.780
C3–O5 1.250 1.320 1.256 1.327 N1–H2 1.000 1.360 1.010 1.330
C6–O4 1.490 2.010 1.490 2.030 O4–H2 2.390 1.190 2.260 1.230
C6–C9 1.530 1.410 1.530 1.410 C3–N1 1.370 1.310 1.370 1.326
C9–H11 1.090 1.350 1.090 1.330
H11–O5 4.090 1.300 3.960 1.320


Dihedral angles


TS-I TS-I TS-II TS-II


O5–C3–O4–C6 28.762 �34.323 O4–C3–N1–H2 �0.270 �1.785
C3–O4–C6–C9 �12.360 15.170 C3–N1–H2–O4 0.430 2.890
O4–C6–C9–H11 �3.080 3.240 N1–H2–O4–C3 �0.320 �2.260
C6–C9–H11–O5 17.760 �20.460 H2–O4–C3–N1 0.310 2.240


Imaginary frequency (cm�1)


H Ph H Ph


TS-I TS-I TS-II TS-II


1704.0 1658.1 1634.1 1560.5
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The substrate ethyl N,N-dimethyl oxamate decomposes
only by path 1. The TS-I structure is a six-member cycle
comprised by atoms C3, O4, O5, C6, C9, and H11 as
described for ethyl oxamate and ethyl oxanilate.
Geometrical parameters are somewhat different, showing
more deviation from planarity than the previously
described TS-I, as seems from dihedral angles (maximum
deviation 588, Table 3). This departure from planarity
may be due to steric hindrance caused by the presence of
two methyl groups in the nitrogen. The C6—O4 bond
breaking shows more extensive change in the TS-I
compared to other reaction coordinates. The imaginary
frequency associated with the TS-I is 1488.9 cm�1.


The calculated TS-II obtained for path 2, leading to
ethanol formation from ethyl oxamate and ethyl oxanilate
is a four-membered ring (Fig. 3, Scheme 1), similar for
both substrates and very close to planarity as seen in
dihedral angles (maximum deviation 0.48, Table 2, path

able 3. Structural Parameters for ethyl N,N-dimethyl oxamate (CH3)2NCOCOOCH2CH3 thermal decomposition: reactants (R)
nd TS-I (six-member ring) from MP2/6-31G calculations at 4008C. Atom distances are in Å and dihedral angles are in degrees


C3–O4 C3–O5 C6–O4 C6–C9 C9–H11 H11–O5


Distances (Å)
1.394 1.250 1.500 1.520 1.096 3.960


S-I 1.298 1.320 2.100 1.410 1.310 1.350
Dihedral angles


O5–C3–O4–C6 C3–O4–C6–C9 O4–C6–C9–H11 C6–C9–H11–O5


S-I 57.88 �31.89 0.720 32.940


Imaginary frequency (cm�1)


S-I 1488.9

T
a


R
T


T


T
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2). The C3—O4 distance show extensive bond breaking,
also breaking is N1—H2 bond, while O4—H2 bond is
forming and C3—N1 is almost a double bond. The TV is
associated with the hydrogen transfer from N1 to O4 with
an imaginary frequency of 1634.1 and 1560.5 from ethyl
oxamate and ethyl oxanilate, respectively.


NBO charge analysis of path 1 for ethyl oxamate, ethyl
oxanilate, and ethyl N,N-dimethyl oxamate revealed that
O4—C6 bond is highly polarized both in reactants and TS-
I structures, in the sense O4


d�—C6
dþ (Table 4). From


reactant to TS-I, the following changes in partial charges
occur: an increase in positive charge dþ in H11 (from
0.16–0.19 to 0.47–0.48 in TS-I), an increase in negative
charge in carbonyl oxygen O5 from �0.63 to �0.77 in
TS-I for the first two substrates and from �0.58 to �0.74
for ethyl N,N-dimethyl oxamate.


Analysis of NBO charges for path 2 for ethanol
formation from ethyl oxamate and ethyl oxanilate,
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Figure 3. Reaction profile of ethanol formation from ethyl oxamate (path 2). The transition state TS-II is a four-membered cyclic
structure. Path 2 is available for ethyl oxamate and ethyl oxanilate
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showed strong polarization of C3—O4 in the sense
C3


dþ—O4
d� both in reactants and TS-II structures. This


polarization increases in the TS-II for ethyl oxamate
(from 1.79 to 1.92), and decrease for ethyl oxanilate (from
1.83 to 1.79) implying assistance of the phenyl group in
the stabilization of TS-II. There is also an increase in
positive charge for H2 from reactant to TS-II from 0.4 to
0.6 for both substrates.

able 4. NBO charges for reactants R, TS and products P, for ethyl oxamate, ethyl oxanilate, and ethyl N,N-dimethyl oxamate
hermal decomposition, from MP2/6-31G calculations at 4008C. Two mechanisms are described for ethyl oxamate and ethyl
xanilate via TS-I (six-member ring) to give ethylene and via TS-II (four-member ring) to give ethanol. Only TS-I type of
echanism is available for ethyl N,N-dimethyl oxamate


Ethyl oxamate Ethyl oxanilate Ethyl N,N-dimethyl oxamate


R TS-I P R TS-I P R TS-I P


4 �0.738 �0.745 �0.622 �0.750 �0.743 �0.623 �0.691 �0.650 �0.531


3 1.049 1.044 0.994 1.108 1.080 1.047 0.735 0.687 0.678


5 �0.628 �0.767 �0.761 �0.629 �0.768 �0.771 �0.577 �0.717 �0.740


11 0.158 0.479 0.464 0.172 0.474 0.466 0.190 0.456 0.467


6 0.007 0.009 �0.362 0.007 0.008 �0.362 �0.007 �0.039 �0.366


9 �0.476 �0.733 �0.362 �0.477 �0.731 �0.362 �0.477 �0.715 �0.366


Ethyl oxamate Ethyl oxanilate


R TS-II P R TS-II P


3 1.049 0.972 0.734 1.108 0.956 0.769


1 �0.930 �0.941 �0.733 �1.037 �0.986 �0.679


2 0.397 0.592 0.427 0.416 0.581 0.419


4 �0.738 �0.943 �0.808 �0.750 �0.830 �0.769

T
t
o
m


O
C
O
H
C
C


C
N
H
O


Copyright # 2006 John Wiley & Sons, Ltd.

Bond order analysis


Bond order calculations NBO were performed.12–14


Wiberg bond indexes15 were computed using the natural
bond orbital NBO program16 as implemented in Gaussian
98W to further investigate the nature of the TS along the
reaction pathway. Bond breaking and making process
involved in the reaction mechanism can be monitored by
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Table 5. NBO analysis for ethyl oxamate (A), ethyl oxanilate (B) and, ethyl N,N-dimethyl oxamate (C) thermal decomposition at
4008C. Wiberg bond indexes (Bi), % evolution through the reaction coordinate (%Ev), fromMP2/6-31G calculations are shown
for reactants R, TS-I, TS-II, and products P. Mechanism for ethylene formation is identified as TS-I (six-member ring) and
mechanism for ethanol formation as TS-II (four-member ring). Average bond index variation (dBav) and Synchronicity parameter
(Sy) are also reported


TS-I


C3–O5 O4–C6 C6–C9 C9–H11 H11–O5 C3–O4 dBav Sy


A BR
i


1.6025 0.8187 1.0294 0.9273 0.0002 0.9553 0.496 0.893


BET
i


1.2459 0.2991 1.3486 0.4440 0.2686 1.2909


BP
i


0.9689 0.0011 2.0147 0.0131 0.6692 1.5973
%Ev 56.3 63.6 32.4 52.9 40.1 52.3


B BR
i


1.5917 0.8156 1.0296 0.9287 0.0000 0.9587 0.496 0.889


BET
i


1.2498 0.2859 1.3498 0.4563 0.2594 1.2989


BP
i


0.9712 0.0011 2.0138 0.0138 0.6655 1.5913
%Ev 55.5 65.0 32.5 51.6 39.0 53.8


C BR
i


1.6939 0.8049 1.0304 0.9235 0.0000 1.0346 0.504 0.878


BET
i


1.2988 0.2440 1.3740 0.4843 0.2421 1.4313


BP
i


0.9975 0.0009 2.0116 0.0155 0.6566 1.7504
%Ev 56.7 69.8 35.0 48.4 36.9 55.4


TS-II


C3–O4 C3–N1 N1–H2 O4–H2


A BR
i


0.9553 1.1680 0.7842 0.0014 0.510 0.882


BET
i


0.4298 1.5020 0.2746 0.3399


BP
i


0.0022 2.0525 0.0003 0.7332
%Ev 55.1 37.8 65.0 46.3


B BR
i


0.9587 1.1308 0.7632 0.0028 0.472 0.890


BET
i


0.4905 1.4136 0.2959 0.3184


BP
i


0.0001 1.9089 0.0000 0.7445
%Ev 48.8 36.4 61.2 42.6
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means of the Synchronicity (Sy) concept proposed by
Moyano et al.17 defined by the expression:


Sy ¼ 1 �
Pn


i¼1 dBi � dBavj j=dBav


� �


2n� 2


n is the number of bonds directly involved in the reaction
and the relative variation of the bond index is obtained
from:


dBi ¼
½BTS


i � BR
i �


½BP
i � BR


i �
where the superscripts R, TS, P, represent reactant,
transition state, and product, respectively.


The evolution in bond change is calculated as:


%Ev ¼ dBi � 100


The average value is calculated from:


dBave ¼ 1=n
Xn


i¼1


dBi


Bonds indexes were calculated for bonds involved in
the reaction changes, that is, for mechanism 1 leading to
ethylene formation: C3—O5, O4—C6, C6—C9, C9—H11,
H11—O5, and C3—O4 (TS-I Schemes 1, Fig. 2) and for
mechanism 2, leading to ethanol formation: bonds

Copyright # 2006 John Wiley & Sons, Ltd.

C3—O4, C3—N1, N1—H2, and O4—H2 (TS-II Schemes
1, Fig. 3). All other bonds remain practically unaltered
during the process.


Calculated Wiberg indexes Bi for reactant, TS and
products for ethyl oxamate, ethyl oxanilate, and ethyl
N,N-dimethyl oxamate by paths 1 and 2, allows to
examine the progress of the reaction and the position of
the TS between reactant and product (Table 5). For
ethylene formation, (TS-I) Wiberg indexes show more
progress in O4—C6 bond breaking (64% for ethyl
oxamate, 65% for ethyl oxanilate, and 70% for N,N-
dimethyl ethyl oxamate) while the changes in O3—C5,
C3—O4, C9—H11 bonds are intermediate in the reaction
coordinate (52–56%). Less progress is being observed
in C6—C9 double bond formation (33–35%) and in
H11—O5 single bond formation (37–40%). Wiberg
indexes for ethanol formation (TS-II) reveal that the
reaction coordinate with more progress is N1—H2 bond
breaking, that is, the transference of hydrogen H2 is the
most important process in this mechanism, thus acidity of
this hydrogen is relevant.


Synchronicity parameters were calculated for both
paths 1 and 2. For ethylene formation (TS-I) from ethyl
oxamate, ethyl oxanilate, and ethyl N,N-dimethyl
oxamate the synchronicity parameters reveal a concerted
semi-polar process. The relative progress in all reaction
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coordinates is very similar for all three substrates
rendering alike synchronicity values (Sy¼ 0.89). This
is in accord with the similar TS-I structure, both in
distances, angles, and NBO charges as analyzed above,
with the exception of the departure from planarity which
is greater for ethyl N,N-dimethyl oxamate. The TS-I
structure shows more progress in O4—C6 bond breaking
compared to other reaction changes. This finding suggests
that the polarization of this bond in the sense O4


d�—C6
dþ


is a determining factor in the gas-phase elimination of
ethyl oxamate, ethyl oxanilate and ethyl N,N-dimethyl
oxamate (path 1). For path 2 for ethanol formation
(TS-II), the synchronicity parameters are also similar for
ethyl oxamate and ethyl oxanilate (Sy¼ 0.88–0.89). This
is characteristic of a concerted semi-polar TS structure. In
this case, the more progress in reaction coordinate was
observed for N1—H2 bond breaking.

CONCLUSIONS


In this investigation we provide theoretical evidence for the
thermal decomposition mechanism for ethyl oxamate, ethyl
oxanilate, and ethyl N,N-dimethyl oxamate. The first two
substrates decompose by two competitive mechanisms
leading to ethylene and ethanol formation. The TS-I for
ethylene formation (path 1) from the three substrates is a
non-planar six-membered cyclic structure, where the most
important factor is the polarization of O4—C6 bond
(breaking of ester bond). The process is semi-polar
concerted, with the hydrogen being transferred located
halfway between carbonyl oxygen O5 and C9.


The ethanol formation from ethyl oxamate and ethyl
oxanilate proceeds through a planar four-membered ring
TS-II structure. Calculations suggest that the reaction
proceeds in a concerted asynchronous mechanism, where
the dominating process is the breaking of N1—H2 bond.
This explains the difference in reactivity between ethyl
oxamate and ethyl oxanilate, the electron-withdrawing
effect of the substituent phenyl makes more acidic the
hydrogen (N—H), and consequently the reaction is faster.
This mechanism is precluded for ethyl N,N-dimethyl
oxamate because there is no hydrogen on the amide
nitrogen. Activation parameters are in reasonable agree-

Copyright # 2006 John Wiley & Sons, Ltd.

ment with experimental values for MP2/6-31G level of
theory for these substrates. Inclusion of polarization
functions not always improves the results. The rate
coefficients are of the same order of magnitude following
the same sequence observed in the experimental. NBO
charges analysis suggests that the polarization of alkyl
oxygen–carbon bond, in the sense O4


d�—C6
dþ, is


determining factor in the decomposition process follow-
ing path 1, and N1—H2 bond breaking is the most relevant
process in path 2.
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5. Córdova T, Rotinov A, Chuchani G. J. Phys. Org. Chem. 2004: 17;


148–151.
6. Gaussian 98, Revision A.3, Frisch MJ, Trucks GW, Schlegel HB,


Scuseria GE, Robb MA, Cheeseman JR, Zakrzewski VG, Mon-
tgomery JA, Jr., Stratmann RE, Burant JC, Dapprich S, Millam JM,
Daniels AD, Kudin KN, Strain MC, Farkas O, Tomasi J, Barone V,
Cossi M, Cammi R, Mennucci B, Pomelli C, Adamo C, Clifford S,
Ochterski J, Petersson GA, Ayala PY, Cui Q, Morokuma K, Malick
DK, Rabuck AD, Raghavachari K, Foresman JB, Cioslowski J,
Ortiz JV, Stefanov BB, Liu G, Liashenko A, Piskorz P, Komaromi
I, Gomperts R, Martin RL, Fox DJ, Keith T, Al-Laham MA, Peng
CY, Nanayakkara A, Gonzalez C, Challacombe M, Gill PMW,
Johnson B, Chen W, Wong MW, Andres JL, Gonzalez C, Head-
Gordon M, Replogle ES, Pople JA. Gaussian, Inc: Pittsburgh, PA,
1998.


7. McQuarrie D. Statistical Mechanics, Harper & Row: New York,
1986.


8. Foresman JB, Frish Æ. Exploring Chemistry with Electronic
Methods (2nd Edn). Gaussian, Inc: Pittsburg PA, 1996.


9. Benson SW. The Foundations of Chemical Kinetics, Mc-Graw-
Hill: New York, 1960.
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ABSTRACT: Upon electrochemical and spectroelectrochemical investigation the radical cation of tetraanisyl-o-
phenylenediamine turned out to be an almost delocalized system at the borderline between class II and III with an
extremely low reorganization energy. Copyright # 2006 John Wiley & Sons, Ltd.
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Inorganic as well as organic mixed-valence compounds
are of main importance for the understanding of electron
transfer processes.1 In most cases one-dimensional linear
systems consisting of two redox centers connected by a
bridging unit have been investigated. If the redox centers
are at a different redox state, an electron can be transferred
thermally or by optical excitation, resulting in an inter-
valence charge-transfer (IV-CT) band that usually appears
in the visible region or in the near-infrared (NIR).1 A
detailed band shape analysis applying the Marcus–Hush
theory allows the determination of the electronic coupling
between the redox centers.1–3 Recently, triarylamine sys-
tems turned out to be ideal model compounds for the
investigation of one- and more-dimensional electron
transfer processes in organic molecules.1,4–6 A series of
linear bis(triarylamine) systems has been analyzed with
respect to several parameters that control the electron
transfer rate, such as the redox potentials or the length and
electronic nature of the bridge.
Within these studies the radical cations of tetraphenyl-


p-phenylenediamine and tetraanisyl-p-phenylenediamine
have been qualified as valence delocalized Robin/Day
class III compounds being at the borderline between
Robin/Day class II and III (localized/delocalized), whereas
the radical cation of tetramethyl-p-phenylenediamine is
known to be a totally delocalized system.1,7–9 In contrast
to these molecules where the redox centers are coupled
linearly by para-phenylene groups, much less is known
about ortho-coupled systems. Recently, a strong electronic
coupling and a very high electron transfer rate constant
(>109 s�1) were determined for the radical cation of 1,2-


bis(N-phenothiazinyl)-4,5-dimethyl-benzene by electron
spin resonance spectroscopy, and an electronic coupling
element V¼ 1280 cm�1 was calculated.10 In contrast to
phenothiazine radical cations, triarylamine redox centers
are known to have significantly lower reorganization en-
ergies.1 To obtain more information about ortho-coupled
systems, we investigated the electron transfer in the radical
cation of tetraanisyl-o-phenylenediamine (1). Methoxy
groups in the p-position of the aryl-substituents were
chosen in order to prevent electrochemical dimerization
upon oxidation.11


N
O


O


N


O


O


1
The synthesis of compound 1 was carried out by an


Ullmann coupling almost identical to the procedure de-
scribed by Plater and Jackson.12 In order to avoid the
evaporation of any solvent with high boiling point, we
carried out the reaction without solvent as a melt at 210 �C.
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This results in lower yields than described by Plater and
Jackson.12 Melting point: 198–199 �C; 1H-NMR (400
MHz, acetone-d6): �¼ 3.71(s, 12H), 6.65 (m, 8H), 6.74
(m, 8H), 6.96 (m, 2H), 7.03 (m, 2H); 13C-NMR (100.6
MHz, acetone-d6): �¼ 55.6, 114.7, 125.1, 125.2, 128.9,
142.5, 144.7, 156.1 ppm. C34H32N2O4 [532.63]; EI-MS
(high resolution, PI): calc.: 532.2362; found: 532.2361,
�¼ 0.2 ppm; UV/Vis: lmax in CH2Cl2: 296 nm ("¼ 37000
M
�1cm�1), sh. at 340 nm; lmax in MeCN: 293 nm


("¼ 37500 M
�1cm�1), sh. at 336 nm.


Cyclic voltammetry measurements were performed at
room temperature using an undivided electrochemical cell
with a three-electrode arrangement and a computer-con-
trolled EG&G Potentiostat/Galvanostat Model 283 A. As a
working electrode we used a home-made platinum disk
electrode together with an Ag/AgCl pseudo-reference elec-
trode and a platinum counter-electrode. Argon was bubbled
through all solutions for some minutes before starting the
measurements. As a supporting electrolyte, tetrabutylam-
monium hexafluorophosphate (TBAH)was used. Ferrocene
was used as internal standard. For electrochemical experi-
ments 5 mg of the compounds was dissolved in 5–8 ml of
the solvent.
Compound 1 undergoes two reversible oxidations at


130 and 535 mV vs. Fc/Fcþ in dichloromethane and at
210 and 535 mV vs. Fc/Fcþ in acetonitrile, respectively.
The cyclic voltammogram of compound 1 in dichloro-
methane is depicted in Fig. 1.
The large splitting between the first and second oxida-


tion (�E¼ 405 mV in dichloromethane and 325 mV in
acetonitrile) already indicates a strong electronic cou-
pling between the redox centers. These values are almost
as high as the redox splittings detected for tetraanisyl-
p-phenylenediamine (485 mV in dichloromethane and
340 mV in dimethyl sulfoxide.1 The redox splitting of
compound 1 is larger than observed for 1,2-bis(N-phe-
nothiazinyl)-4,5-dimethylbenzene (�E¼ 340 mV in di-


chloromethane).10 For the corresponding methyl deri-
vative, tetramethyl-o-phenylenediamine, a redox splitting
of 240 mV in butyronitrile is reported.13 We also
investigated tetramethyl-o-phenylenediamine in dichlor-
omethane and acetonitrile but we could not obtain rever-
sible cyclic voltammograms under the experimental
conditions applied. Spectroelectrochemical measure-
ments of compound 1 were carried out by using an
optically transparent thin-layer cell as described else-
where.14 The Vis–NIR spectra of the mono-radical ca-
tions and dications of compound 1 in dichloromethane
and acetonitrile are shown in Figs 2 and 3.
In both solvents a broad low-energy absorption band


appears in the mono-radical cations of 1 with a maximum
of 4250 cm�1 ("¼ 2080 M


�1cm�1) in dichloromethane
and 4500 cm�1 ("¼ 2130 M


�1cm�1) in acetonitrile. This
band, which might be caused by an IV-CT absorption,
decreases completely when 1þ is oxidized further to the
dication. In addition to the IV-CT band, a second and
third absorption band appear in 1þ with maxima at 13170
and 16580 cm�1 in dichloromethane and 13340 and
16870 cm�1 in acetonitrile, respectively. These two
absorptions have a similar band shape to the two bands
that have been detected in the dication of tetraphenyl-p-
phenylenediamine in dichloromethane.1 The absorption
at about 13200 cm�1 is typical for the so-called �!�*
excitation in triarylamine radical cations.1 The energy
of an IV-CT excitation is the Marcus reorganization
energy l, which comprises an inner (vibronic) part lv
and a solvent contribution ls. Therefore, the maximum of
an IV-CT-band should depend strongly on the polarity of
the solvent. This is not the case for 1þ , leading to the
assumption that 1þ is a strongly coupled mixed-valence
compound at the borderline between class II and III or a
valence-delocalized class III system. In delocalized
class III systems the use of terms such as ‘IV-CT’ is
not precise, but in the absence of a more descriptive
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Figure 1. Cyclic voltammogram of compound 1 in dichlor-
omethane at a scan rate of v¼ 250 mV s�1 (0.2 M TBAH was
used as supporting electrolyte)
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Figure 2. Absorption spectra of 1þ (solid line) and 12þ


(dashed line) in dichloromethane measured by spectroelec-
trochemistry (0.2 M TBAH was used as supporting electro-
lyte)
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language, and in keeping with convention, we use this
term to describe the NIR transition. The total reorganiza-
tion energy in 1þ is significantly lower than in para-
coupled bis(triarylamine) radical cations.1 Owing to the
extremely low absorption maximum of the IV-CT-band of
1þ , the low-energy side of this band was out of the
spectral range of our instrument, therefore a detailed
Marcus–Hush analysis was not possible.7 For strongly
coupled systems at the borderline between class II and III
a detailed band shape analysis revealed a cutoff at the
low-energy side of the IV-CT band at l¼ 2V.1 This
results in asymmetric IV-CT bands that show a stronger
decrease in absorption at the low-energy side than
predicted by a theoretically expected Gaussian-shaped
curve.1 This is also observed for the radical cations of 1
in dichloromethane and acetonitrile, as shown in Figs 4
and 5.


For fitting the IV-CT band, two Gaussian functions
were sufficient in total (one for the IV-CT band and one
for the low-energy side of the �!�* excitation band).
The maximum of the fitted Gaussian-shaped curve is
somewhat lower in energy than the experimental values
(3880 cm�1 vs. 4250 cm�1 in dichloromethane and
4460 cm�1 vs. 4500 cm�1 in acetonitrile). When the
IV-CT band of 1þ was detected in pure dichloromethane
(without supporting electrolyte TBAH) by titration with
SbCl5, the band maximum was approximately at
4000 cm�1 at the end of the range of our instrument
(data not shown). The asymmetric band shape and the
negligible solvatochromism of the band maximum
observed for 1þ suggest that, at least in relatively non-
polar media, 1þ is approaching a fully delocalized class
III structure. As such, the electronic coupling element V
can be estimated from the fitted maximum in dichlor-
omethane by V ¼ ~�max/2 as V¼ 1940 cm�1. This value
has to be treated with care because the approximation of
the Marcus–Hush two-state model that there is no direct
interaction between the terminal states (tight binding
approximation)15 is not fulfilled for ortho-coupled
systems. Furthermore, as stressed by Nelsen et al., the
two-state model should not be used to analyze clearly
delocalized systems where the optical spectra show
vibrational fine structure.16


An interesting question is whether the electronic cou-
pling in 1þ is mainly caused by a direct interaction
between the two nitrogen lone-pair orbitals (through space)
or mediated by the aromatic o-phenylene spacer (through a
bond). It has been demonstrated that the electronic cou-
pling through phenylene spacers is strong when the redox
moieties are attached relative to each other in ortho or para
position, whereas for meta-coupled systems only a weak
interaction has been observed.11,17–19 With respect to
these investigations a strong electronic through-bond inter-
action could be expected for 1þ . On the other hand, the


Figure 3. Absorption spectra of 1þ (solid line) and 12þ


(dashed line) in acetonitrile measured by spectroelectro-
chemistry (0.2 M TBAH was used as supporting electrolyte)
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Figure 4. Fit of the IV-CT band of 1þ in dichloromethane
with a single Gaussian function
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Figure 5. Fit of the IV-CT band of 1þ in acetonitrile with a
single Gaussian function
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dianisylamine redox centers are expected to be almost
perpendicular to the o-phenylene bridge in 1þ . Owing to
steric hinderance, planarization is not possible. This might
also be the reason for the low reorganization energy l in
1þ . It has been pointed out that the relative conformation
of redox centers and bridge is crucial for the through-bond
charge transfer probability.9,20 The most effective charge
transfer geometry is achieved upon planarization, which
results in effective through-�-conjugation between neutral
and charged redox centers.20 Because this is not possible in
1þ we suggest that direct interaction through space be-
tween the two nitrogen lone-pair orbitals plays an impor-
tant role. Compared to a [phenothiazine/phenothiazine
radical cation] CT complex, [(PH)2]


.þ , the electronic
coupling was found to be twice as high in the radical
cation of 1,2-bis(N-phenothiazinyl)-4,5-dimethyl-benzene,
P(o-phenylene)P.þ , owing to an additional bridge connec-
tivity.10 We conclude that also in 1þ both interactions,
through bond as well as through space, contribute signifi-
cantly to the electronic coupling.
When molecules such as triarylamines are used as hole-


conducting materials in electro-optic devices, electron (or
hole) transfer occurs as intermolecular charge migration
between neutral and charged molecules. One factor that
may lead to improved hole mobility is minimization of the
reorganization energy l.21–23 Owing to their extremely
low reorganization energy, 1þ and related tetraaryl-o-
phenylenediamines12 might be highly favorable for appli-
cations as hole-conducting materials.22,23
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ABSTRACT: Many compounds containing a sulfamate moiety, such as NH2SO2O— are now known to be medicinally
important. However, very little is known about their mechanisms of reaction even under non-biological conditions. In
this work the various types of elimination mechanisms that may occur have been probed by studying the kinetics of the
reactions of model sulfamate substrates with amines (bases) that act as models for the enzymes involved. The principal
mechanistic tool employed has been Brönsted plots and both ‘normal’ rectilinear and two types of biphasic plots have
been found for the decomposition of the esters in acetonitrile (ACN). The mechanisms operating are seen as being of
the E2 and E1cB types. Copyright # 2006 John Wiley & Sons, Ltd.

KEYWORDS: sulfamate esters; 667-Coumate; emate; Brönsted biphasic plots; aminolysis mechanisms; enzyme inhibitors

INTRODUCTION


Sulfamate esters have been used as herbicides, sweeteners
and pharmacological intermediates for many years. In
recent years interest in compounds that contain the
sulfamate functional group has increased enormously as
awareness has risen of their important medical appli-
cations.1


Sulfamic acid 1 itself, the parent of the sulfamate
moiety, possesses pharmacological applications. Its O-
substituted derivatives 2, N-substituted compounds 3, and
the O,N-di/trisubstituted compounds 4 and 5 respectively,
are all biologically active (Scheme 1).1


Compound 1 is well known as a standard strong acid
and both it and its salts are extensively used in the
electrochemical industry. It is itself a potent inhibitor of
the zinc enzyme, carbonic anhydrase (CA), which
regulates the reversible hydration of carbon dioxide to
bicarbonate. The O-substituted derivatives 2 have shown
good inhibitory activity against unrelated enzymes such
as the CAs and the steroid sulfatases (STSs), which
regulate the formation of estrone from estrone sulfate.
The N-substituted compounds 3, have found application
as sweeteners,2 whilst the O,N-di/trisubstituted com-
pounds 4 and 5 show a wide range of biological
activities.1 In this study it is the O-substituted derivatives
2, the sulfamate esters, in which we are particularly
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interested, as these compounds have been shown to
inhibit various unrelated enzymes. There are several
drugs already in the market or in clinical trials containing
the sulfamate moiety (Fig. 1).


Topiramate 6 is an anti-epileptic drug which is fast and
effective and in clinical use at present. 3 Although the
mechanism of action is not yet fully understood,4 the
sulfamate moiety has been shown to be crucial for this type
of biological action.3 An interesting side effect of 6was that
it caused weightloss in some patients, and thus it is now
under investigation as an anti-obesity drug.1 This devel-
opment is exciting due to the widespread and increasing
problem of obesity in the Western world. Avasimibe 7 is an
anti-atherosclerotic sulfamate, restricting loss of elasticity
of, and arterial wall thickening. It works by inhibiting acyl
coenzyme A:cholesterol acyltransferase (ACAT).1 This
was a breakthrough discovery in 1994 and is now in clinical
phase III trials, showing low toxicity and low incidence of
side effects.5 There are many other sulfamate drugs under
investigation as anti-arthritic and anti-cholesterol agents.
With the increasing number of bacteria resistant to
traditional antibiotics and the increasing threat of HIV,
AIDS Hep B and C etc., there is also a great amount of
research ongoing in the development of antibiotic and anti-
viral sulfamates.1


The particular area of interest to this work is that of anti-
cancer sulfamates. There are two different inhibitory
activities of interest, that of STS inhibitors and that of CA
inhibitors. STS is responsible for the hydrolysis of alkyl and
aryl steroidal sulfamates therefore having a pivotal role in
regulating the formation of biologically active steroids.
These steroids support the growth of hormone-dependent
cancers such as breast and prostate cancers. The enzyme
inhibiting properties of these type 2 sulfamates prompted
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Scheme 1


Figure 1. Examples of drugs in clinical use (6) and in trials
(7), which contain the sulfamate moiety
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investigation to inhibit STS.6 It was found that the pKa of the
sulfamate moiety had an effect on the potency of the
inhibitor, with more acidic compounds being stronger
inhibitors.7 There are several steroidal and non-steroidal
STS inhibitors now availablewith some of the most exciting
discoveries in recent years coming from the Potter and Reed
groups.8 667-Coumate 8 (Fig. 2) is currently in phase I
clinical trials for treating post-menopausal women with
breast cancer. An important feature is that it is non-
estrogenic. Estrogen and estrogen mimics in the body
promote hormone-dependent tumours.


CA isozymes, IX and XII are overexpressed in tumours
and are usually associated with bad prognosis, as they
render the tumour untreatable by radio- or chemotherapy.
The series of first generation STS inhibitors were then
tested for CA IX and XII inhibitory activity and recently
Emate 9 has been confirmed as a potent inhibitor.
Although emate is estrogenic and therefore unable to be
developed for clinical use, its discovery allows for a new
rationale in drug design.9


Work in our laboratory involves use of simple
sulfamate esters as models of the drugs, and amines as
models for the enzymes. Kinetic studies have been carried
out in an attempt to elucidate the mechanism of action
between amine and ester. Basically, the mechanism of the

Figure 2. 667-Coumate, an STS inhibitor in clinical trials,
and Emate, a potent CA inhibitor


Copyright # 2006 John Wiley & Sons, Ltd.

inhibitory process is not known though a few suggestions
have been made. It is hoped that an understanding of the
mechanism(s) will lead eventually to the design of better
and more efficacious drugs.

EXPERIMENTAL


The sulfamate esters, RHN-SO2-O-(C6H4)-NO2-p 10
(R¼CH3 a, R¼PhCH2 b, and R¼H c) were prepared.
10a and b were prepared in earlier work in this
laboratory.10 For preparation of 10c the method of Wong
et al.11 was used. All reagents were used as obtained from
Aldrich unless otherwise specified. A stirred mixture of p-
nitrophenol (1 equivalent) in DMA (1.5 mL per mmol p-
nitrophenol) was cooled on ice. Pre-prepared sulfamoyl
chloride (2 equivalents) was added slowly. The mixture
was then stirred at room temperature and the reaction
monitored by TLC using an 80:20 diethyl ether:pet. ether
(40–608C) eluent. When the reaction was judged
complete the mixture was poured onto cold brine. The
product was then extracted with three aliquots of ethyl
acetate totaling 10–20 times the volume of DMA. This
was then washed exhaustively with brine (typically five to
six times using a volume equal to that of ethyl acetate
each time). It was then dried over MgSO4 and
concentrated under reduced pressure. This method gave
near quantitative yields and the crude product was
purified if necessary by column chromatography using a
short column of activated silica, 230–400 mesh, eluting
with diethyl ether:pet. ether (40–608C) in a stepwise
manner from 20:80 to 100:0. The melting point range for
10c is 107.2–111.88C.


1H NMRd :ðppmÞ:6:928 and 8:117ðCH2
0s on phenyl ringÞ;


9:642 and 11:086 ðNH2; sym and assymÞ


The kinetic method used for the three esters 10a, b, and
c was the same. HPLC grade acetonitrile (ACN) was
obtained from Aldrich or Fischer and the water content
was shown to be (0.02–0.07%) when tested by the Karl
Fischer method. It was then used without further
purification. Liquid amines were distilled under reduced
pressure using a Kugelrohr where necessary. Solids were
recrystallised from appropriate solvents. Stock solutions
of ester were prepared in ACN with concentrations
typically around 1� 10�2 M. Stock solutions of each
amine were prepared in ACN, typically of the order of 1–
0.1 M. Aliquots of the amine solutions were then added to
quartz cuvettes and made up to 2 mL using a micropipette
with range 0.01–1.00 mL. The amine concentration in
these solutions was 50- to 1000-fold in excess of the
concentration of ester. These solutions were pre-heated in
the cuvettes to the desired temperature. Reactions were
initiated by injecting 0.02 mL ester (1� 10�4 M) to the
cuvettes containing amine solution using a micropipette.
The cuvette that was stoppered, was then inverted to mix
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and data collection was commenced immediately.
Reactions were monitored by following the increase of
the p-nitrophenol or p-nitrophenoxide ion absorbance.
Aminolysis reactions were followed using a Cary 3E UV/
vis spectrophotometer or Cary 50 UV/vis spectropho-
tometer. These were thermostatically controlled and fitted
with multiple cell holders and sample transport at single
wavelengths for the Cary 3E and at a wavelength range
for the Cary 50. The absorbance data were saved as
comma delineated workbook files and converted to a text
document to be analysed using an OLIS-KINFIT
programme, or manipulated by Excel or Origin.
Absorbance data at fixed time intervals were analysed
using the OLIS-KINFIT programme. Alternatively
pseudo first order rate constants (kobs) could be calculated
by plotting log(A1–At) or log(At–A1) against time. The
p-nitrophenol or p-nitrophenoxide product of aminolysis
has been confirmed quantitatively by comparison with a
spiked solution. The second order rate constant (k2) for
each reaction is determined by plotting log(kobs) versus
[amine]. Linear plots were obtained (slope¼ k2). Any
deviation in the y-intercept from zero would be indicative
of some other reaction happening, perhaps hydrolysis.
This was not noticed.


The pKa’s of 10a, b and c were previously determined
in this laboratory in ACN and found to be 17.9 and 17.7
and 17.8 respectively.10

RESULTS AND DISCUSSION


For almost 10 years we have been studying the aminolysis
and hydrolysis of various sulfamate esters of type 10
(Scheme 2).10,12–14 As the work progressed we have
become more and more aware of the importance of
certain of these materials in medicinal chemistry as
outlined in the introduction above. We began to look on
these sulfamate esters as models for the biologically
active compounds and to regard the aminolysis reaction
as a model for the enzymatic inhibition that occurs when

Scheme 2

Copyright # 2006 John Wiley & Sons, Ltd.

compounds such as 6–9 are used. Thus our principal
interest has been in the aminolysis rather than the
hydrolysis reaction. In order to inhibit the hydrolysis
reaction,12 which is much more energetically favourable
than the reaction with amines we have worked mainly in
non-aqueous media (CHCl3, ACN), principally ACN.


Following the important work many years ago of
Williams and Douglas15 who studied the hydrolysis and
some aminolysis of 10a an elimination-addition mech-
anism is favoured. The kinetics of these reactions and the
present work were carried out under pseudo-first order
conditions, that is, with a large excess of amine present,
and reveal that reaction is first order in sulfamate ester and
first order in amine. Therefore an E1 type mechanism
involving spontaneous break-up of the ester is ruled out.
An SN2 mechanism at sulphur is very unlikely since
Williams and Douglas15 have shown that an ester which
lacks a hydrogen on the nitrogen such as, Me2


NSO2OC6H4NO2-p and cannot therefore undergo elim-
ination, reacts extremely slowly in aqueous organic media
compared to esters of type 10. In ACN, which has a much
lower permittivity, we have been unable to get any
reaction with this N, N-dimethyl ester.


Elimination mechanisms of the E2 and E1cB types are
therefore favoured (Scheme 2). Sulfamate esters bearing a
hydrogen on the nitrogen such as compounds 10 have pKa


values of �8 in water-organic media and since they also
have a good leaving group such as p-nitrophenol they
seem to be pre-disposed towards elimination. The
principal mechanistic tool we have used to explore the
mechanisms operating in the reactions of these esters with
amines has been Brönsted plots giving bnuc values.
Generally in CHCl3 and ACN using various sets of
amines (bases) such as pyridines, quinuclidines and
alicyclic amines these have been straight line plots with
slopes (bnuc) varying from about 0.2–0.5 and have been
interpreted as E2 mechanisms with varying degrees of
Nb—H bond cleavage (E1cB carbanionic character).
Interpretation is aided by More O’Ferrall-Jencks type
plots (Fig. 3).
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Figure 3. More O’Ferrall-Jencks diagram for aminolysis via
E2 (______), E1cB (– � – � –) and E2 with E1cB character (– – –)


Figure 5. Brönsted biphasic plots for 10b in ACN at 310K
for a series of alicyclic amines — and a series of pyridines —
‘Reprinted with permission (J. Org. Chem. 2001, 66, 6313–
6316). Copyright (2001) American Chemical Society.’
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A few years ago we obtained interesting biphasic
Brönsted plots using 10a and 10b in ACN with sets of
alicyclic and pyridine bases (Figs. 4 and 5).10 This type of
effect has been observed by a number of groups for
activated carbon substrates, such as ArCH2SO2OAr,16,17


XC5H5NþCH2CH2Z18 and NCCH2CH2SR.19 The mech-
anism of these reactions was interpreted as being E1cB
with a change in the rate-determining step within the
E1cB mechanism from (E1cB)irrev at the lower amine
pKas where k2� k�1[R1R2NHþ


2 ] to (E1cB)rev at the
higher amine pKas when k�1[R1R2NHþ


2 ]� k2. We feel
that this interpretation is appropriate in the present case
and thus at lower pKa values (b1 line) bimolecular
formation of the conjugate base 11 of 10 (Scheme 2)
occurs followed by rapid leaving group departure. With
the stronger amines (b2 line) departure of ONp from 10 is
the slow step. The reaction may involve a very transient
intermediate N-sulfonylamine 12. In both cases the
reaction products are p-nitrophenol and the appropriate
sulfamide.


This change in rate-determining step seems to be
strongly supported by the entropy changes occurring on
changing from the b1 region to the b2 region. At the lower
pKas large negative entropies are observed indicating the
bimolecular associative nature of the rate-determining
step but, with the stronger amines where the Brönsted plot

Figure 4. Brönsted biphasic plot for 10a in ACN at 310K for
a series of alicyclic amines ‘Reprinted with permission (J. Org
Chem. 2001, 66, 6313–6316). Copyright (2001) American
Chemical Society.’


Figure 6. Brönsted biphasic plot for 10c in ACN at 310K for
a series of alicyclic amines which are shown in (Fig. 7)


Copyright # 2006 John Wiley & Sons, Ltd.

.


has virtually plateaued (b2 region) and where general
base catalysis is absent much less negative entropies have
been measured pointing to unimolecular break-up of
conjugate base 11.


A few further points with regard to these reactions and
particularly the biphasic plots may be made. It may be
noted that the change in the rate-determining step seen in
Figs. 4 and 5 occurs approximately at the point where the
substrate pKa is equal to that of the catalytic amine, that is


DpKa ¼ pKR1R2NH2
þ�pKaðsulfamateÞ � 0


The plots in Figs. 4 and 5 can be regarded as classical
Eigen diagrams because the levelling off of the line arises
at approximately DpKa.


From Fig. 5 it is clear that the alicyclic amines react
more rapidly with the substrates than the pyridines do and
this is due to the fact that the former bases are stronger. If
the reacting amine has a replaceable hydrogen then the
sulfamide product will be as given in Scheme 2 but, if the
amine, for example pyridine does not have a replaceable
hydrogen than the product is of the type shown20

J. Phys. Org. Chem. 2006; 19: 512–517

Recently we have transferred our attention to looking at
the kinetics of aminolysis of compound 10c. This







Figure 7. Series of alicyclic amines showing their pKa in CAN
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compound that possesses the simple sulfamate function-
ality, NH2SO2O— is closer in structure to 667-Coumate
and emate and should therefore be a better model for these
biological active materials. Figure 6 shows the Brönsted
plot that was obtained using the eight secondary alicyclic
amines illustrated in Fig. 7. The plot is again biphasic in
character but obviously is different in that this time b2


does not level off but continues to rise (b2¼ 0.19). Again
the break point pKa �18.2 more or less corresponds to the
pKa of the ester 10c (17.8).


This unusual behaviour can apparently be neatly
explained using the scheme (Scheme 3) proposed by Thea
and Williams and coworkers21 to explain some years ago
the kinetics of hydrolysis of 10c in aqueous media. They
proposed a double deprotonation leading first to the
conventional N-sulfonylamine, [HN——SO2] and at higher

Scheme 3

Copyright # 2006 John Wiley & Sons, Ltd.

basic strength a novel anionic sulfonylamine, [�N——
SO2]. Applying this kinetically supported scheme to our
work in ACN the b1 part of the Brönsted plot in Fig. 6
probably involves rate-determining removal by amine of
the first proton giving 13 while when stronger bases are
used the second proton will be removed to give the
dianion, 14. The product sulfamide and p-nitrophenol are
of course the same in each case irrespective of which
pathway is followed.


A pKa of 7.3 measured spectrophotometrically in water
has been reported21 for the first ionisation and in ACN this
value is 17.8 so the first ionisation must be substantially
complete in ACN at this pKa and formation of the dianion
14 then becomes important. When the second proton is
removed one would expect to see a levelling off of the
Brönsted plot (as was observed with 10b and 10c) but if
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the second pKa is too high and beyond the pKa range of
the alicyclic amines that we have been using we will not
see this levelling off. This is probably what is happening
here. It has been suggested that the second pKa in water
for 10c could be something like 15–16 and then as one
might expect a value �25 in ACN which would be well
beyond the pKa strengths of the bases employed here.
Currently some stronger bases are being looked at to see if
the b2 line does level off.


In conclusion, our present results using the sulfamate
esters 10 as models for the analogous sulfamate
inhibitors, and aminolysis (with alicyclic amines and
pyridines) as a model for the inhibition reaction, are very
relevant for probing the mechanism(s) that are occurring
in the inhibition process. Hitherto there has been some
very general speculation1 about the mechanism of the
inhibition reactions. However, no mechanistically orien-
tated studies that involve amino acids or even amines
reacting with sulfamate esters or sulfamoyl chlorides
(precursors for N-sulfonylamines such as [HN——SO2] or
[RN——SO2]) have been reported. Thus our recent results
and those of Thea and Williams21 are the only ones that
throw light on the reaction mechanism(s) taking place.


Present and future studies include exploration of
structure-reactivity relationships on the b1 and b2


segments of the plot, deuteration studies and work on
667-Coumate and Emate and possibly other biologically
active sulfamate esters.
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Hydrogen bonding, steric effects and thermodynamics
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ABSTRACT: The descriptors in the Abraham solvation equation, especially the solute hydrogen bond acidity
descriptor, A, have been compared to values of DHo and DSo for partitioning in the water–cyclohexane and water–
octanol systems obtained by Dearden and Bresnen. It is shown that effects on DHo and DSo due to internal hydrogen
bonding parallel very closely effects on A values for substituted phenols and substituted benzoic acids, thus suggesting
a common structural origin. Steric effects of ortho-substituted methyl groups in phenols, benzoic acids and
acetanilides on DHo and DSo also parallel effects on the Abraham solvation parameters. Some of these steric effects,
such as those in 2,6-dimethylacetanilide, can be very large. Both the thermodynamics of partitioning and the Abraham
descriptors suggest that in 2,6-dihydroxybenzoic acid there is only one internal hydrogen bond, and that
2-nitroresorcinol behaves as though it had two internal hydrogen bonds. Copyright# 2006 John Wiley & Sons, Ltd.


KEYWORDS: partition; water–cyclohexane; water–octanol; thermodynamics; solvation equation; hydrogen bonding


INTRODUCTION


Structural effects of solutes are reflected in water–solvent
partition coefficients as log P,1 equivalent to the standard
Gibbs energy change DGo. However, not all water–
solvent partitioning systems reflect structural effects to
the same extent. One of the classic cases of internal
hydrogen bonding is that of 2-nitrophenol, whereas in
4-nitrophenol there is no possibility of internal hydrogen
bonding. Values of log P in the water–cyclohexane
system, log Pcyc, and in the water–octanol system, log
Poct, are given in Table 1. These are from the recent work
of Dearden and Bresnen,2 or are taken from the Medicinal
Chemistry Data Base of Leo.3 For a few compounds,
observed log Poct values were not available and they were
then calculated using the ClogP program.4


Although values of log Pcyc for the 2- and
4-nitrophenols differ very considerably, at 1.40 and
�1.90, respectively, the log Poct values are quite close, at
1.75 and 1.91, respectively. This can be explained through
equations that dissect log P values into their constituent
parts.1,5,6 One such equation is the general solvation
equation of Abraham:


SP ¼ cþ eBþ sSþ aAþ bBþ vV (1)


In Eqn (1) the dependent variable, SP, is a set of solute
properties in a given system, for example SP could be log
Poct for a series of solutes. The independent variables in
Eqn (1) are solute descriptors as follows:5,6 E is the solute
excess molar refractivity in units of (dm3mol�1)/10, S is
the solute dipolarity/polarizability, A and B are the
overall or summation hydrogen bond acidity and
basicity and V is the McGowan characteristic volume
in units of (dm3mol�1)/100. The coefficients in Eqn (1)
are evaluated through multiple linear regression
analysis (MLR).


The two partition equations that we shall be concerned
with are water–octanol and water–cyclohexane, for which
the application of Eqn (1) yielded:


log Poct ¼ 0:088þ 0:562E� 1:054S


þ 0:034A� 3:460Bþ 3:814V


N ¼ 613; R ¼ 0:9972; SD ¼ 0:116;


F ¼ 23162 ð2Þ


log Pcyc ¼ 0:127þ 0:816E� 1:731S� 3:778A


� 4:905Bþ 4:646V


N ¼ 370; R ¼ 0:9982; SD ¼ 0:124;


F ¼ 20236 ð3Þ


In Eqns (2) and (3) N is the number of compounds, R is
the correlation coefficient, SD is the standard deviation
and F is the F-statistic.
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Now in the internal hydrogen bond form of
2-nitrophenol, the hydrogen bond acidity of the —OH
group will be very considerably reduced. However,
although the hydrogen bond basicity of the nitro group
will be reduced, that of the phenolic oxygen will be
increased. It turns out that the hydrogen bond basicity of
2-nitrophenol is actually larger than that of 4-nitrophenol.
Values of the descriptors in Eqn (1) are given for various
series of solutes in Tables 1– 4; the descriptors have either
been taken from the Absolv database8 or have been
calculated (recalculated) in the present work. The internal
hydrogen bond ring system leads to a considerable
reduction in polarity of the molecule; hence S is much
smaller for 2-nitrophenol. With Eqn (2) there is no effect
of hydrogen bond acidity at all, and the effects of S and B
somewhat cancel out between the 2- and 4-nitrophe-
nols, leading to a quite small change in the log P
values. However, in the water–cyclohexane system the
term in A is very large and the decrease in hydrogen


bond acidity from A¼ 0.82 to A¼ 0.05 will itself lead
to a decrease of 2.9 log units in log Pcyc. Similar
considerations apply to the 2- and 4-hydroxy benzal-
dehydes (Table 1) and to the 2- and 4-hydroxybenzoic
acids (Table 2). In general, intramolecular hydrogen
bonding will not affect log Poct in the same way as it
affects log Pcyc.


Steric effects on log P values are known9,10 to be much
more subtle. Table 3 lists the Abraham parameters and
values of log Pcyc and log Poct for all the methylphenols.
Values of log Pcyc are larger for the phenols with one and,
especially, two ortho-substituted methylgroups, although
log Poct is little affected. Thus for 2,4,6-trimethylphenol
the values are 1.62 and 2.73 for log Pcyc and log Poct but
for 3,4,5-trimethylphenol they are 0.56 and 2.75,
respectively. This suggests that the main effect is a
reduction in hydrogen bond acidity for the ortho-
substituted methylphenols, as is shown by the corre-
sponding A values (Table 3).


Table 1. Values of the Abraham descriptors and log Pcyc and log Poct for phenol and some substituted phenols


Solute


No. E S A B V log Pcyc log Poct Cyclohexane Octanol


Calc. Obs. Calc. Obs. DHo DSo DHo DSo


Phenol 1 0.80 0.89 0.60 0.30 0.7751 �0.88 �0.74 1.54 1.49 15 53 �8 18
2-Nitro 2 1.02 1.05 0.05 0.37 0.9493 1.53 1.40 1.90 1.75 6 61 �2 43
3-Nitro 3 1.05 1.57 0.79 0.23 0.9493 �1.40 �1.57 1.88 2.00 12 24 �15 3
4-Nitro 4 1.07 1.72 0.82 0.26 0.9493 �1.89 �1.90 1.63 1.91 23 56 �19 �10
3-Me, 2-NO2 5 1.03 1.01 0.14 0.48 1.0902 1.37 1.32 2.10 2.15 �6 21 �13 16
4-Me, 2-NO2 6 1.03 1.04 0.06 0.40 1.0902 2.01 1.99 2.35 2.24 �10 20 �2 53
5-Me, 2-NO2 7 1.03 1.05 0.10 0.42 1.0902 1.75 1.74 2.27 2.33 �6 29 �3 51
6-Me, 2-NO2 8 1.03 1.01 0.14 0.36 1.0902 1.96 1.95 2.54 2.54 �1 49 7 90
2-Chloro 9 0.85 0.88 0.32 0.31 0.8975 0.73 0.82 2.00 2.12 9 59 �8 29
3-Chloro 10 0.91 1.06 0.69 0.15 0.8975 �0.12 �0.05 2.41 2.45 10 48 �11 26
4-Chloro 11 0.92 1.08 0.67 0.20 0.8975 �0.32 �0.30 2.22 2.36 14 56 �10 27
2-CHO 12 0.96 1.05 0.12 0.33 0.9317 1.34 1.38 1.94 1.66 �4 30 �4 37
3-CHO 13 0.99 1.38 0.73 0.40 0.9317 �1.82 �1.96 1.38 1.35 8 4 �9 14
4-CHO 14 1.01 1.39 0.80 0.44 0.9317 �2.28 �2.29 1.25 1.35 15 23 �10 12


Table 2. The Abraham descriptors, log Pcyc and log Poct, and thermodynamic parameters for partitioning for benzoic acid and
some substituted benzoic acids


E S A B V log Pcyc log Poct Cyclohexane Octanol


Calc. Obs. Calc. Obs. DHo DSo DHo DSo


Benzoic acid 0.73 0.90 0.59 0.40 0.9317 �0.69 �0.85 1.74 1.87 7 21 �8 24
2-OH 0.89 0.78 0.75 0.30 0.9904 �0.60 �0.50a 2.25 2.30 12 27 �18 1
3-OH 0.91 0.88 0.86 0.58 0.9904 �2.15 1.47 1.60 �19 �17
4-OH 0.93 0.90 0.81 0.56 0.9904 �1.88 1.53 1.55 �23 �30
2-Methyl 0.73 0.84 0.42 0.44 1.0726 0.49 0.98 2.20 2.10 3 17 �12 19
3-Methyl 0.73 0.89 0.60 0.40 1.0726 �0.07 0.36 2.29 2.35 20 90 �13 19
4-Methyl 0.73 0.89 0.60 0.40 1.0726 �0.31 �0.53 2.29 2.30 7 27 �12 22
2,6-Dimethyl 0.73 0.86 0.72 0.64 1.2139 �1.01 �0.98 2.03 1.82b 14 43 �6 37
3,5-Dimethyl 0.73 0.92 0.65 0.44 1.2139 0.14 0.06 2.66 2.85 �9 �15 �12 34


aValue from Ref. 3 (�1.42 from Ref. 1).
b Value is 2.21 from Ref. 3.
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In the case of the methylacetanilides (Table 4),
ortho-substitution now decreases log Pcyc and log
Poct. In terms of the descriptors, this is because ortho-
substitution decreases A (as for the phenols) but now
increases both S andB. The effect of ortho-substitution on
methylbenzoic acids is even odder. One ortho-methyl
group increases log Pcyc but two ortho-methyl groups
decrease log Pcyc and log Poct.


Quite recently, Dearden and Bresnen2 have suggested
that determination of the thermodynamics of partitioning
might contribute to a knowledge of structural effects. In
particular, they determined not only log P values


(standard Gibbs energy changes, DGo) for partition into
cyclohexane and octanol but also the corresponding
standard enthalpy (DHo) and entropy (DSo) changes.
Because the descriptors in Eqn (1), especially the
hydrogen bond descriptors A and B, also reflect
structural effects, there should be some connection
between A and B and the thermodynamic parameters
for partition. It is the aim of the present work to see if
the values of DHo and DSo found by Dearden and
Bresnen2 for a large number of substituted phenols,
benzoic acids and acetanilides correlate with the
hydrogen bond parameters, A and B. We are especially


Table 4. The Abraham descriptors, log Pcyc and log Poct, and thermodynamic parameters for partitioning for acetanilide and
some methyl acetanilides


Solute E S A B V log Pcyc log Poct Cyclohexane Octanol


Calc. Obs. Calc. Obs. DHo DSo DHo DSo


Acetanilide 0.90 1.37 0.48 0.67 1.1137 �1.40 �1.37 1.16 1.20 23 66 �4 30
2-Methyl 0.87 1.27 0.31 0.92 1.2546 �1.25 �1.25 0.88 0.88 15 43 8 62
3-Methyl 0.87 1.10 0.57 0.73 1.2546 �0.99 �0.99 1.68 1.61 23 73 �4 37
4-Methyl 0.87 1.11 0.56 0.73 1.2546 �0.90 �0.90 1.70 1.61 33 110 �5 33
2,6-Dimethyl 0.85 1.56 0.37 0.95 1.3955 �1.48 �1.48 0.97 0.97 31 90 7 61
3,5-Dimethyl 0.85 1.14 0.54 0.73 1.3955 �0.32 �0.31 2.18 2.17a 31 112 �4 44


a Ref. 3; 2.06 from ref. 2.


Table 3. The Abraham descriptors, log Pcyc and log Poct, and thermodynamic parameters for partitioning for phenol andmethyl
phenols


Solute E S A B V log Pcyc log Poct Cyclohexane Octanol


Calc. Obs. Calc. Obs. DHo DSo DHo DSo


Phenol 0.80 0.89 0.60 0.30 0.7751 �0.88 �0.74a 1.54 1.49 15 53 �8 18
2-Methyl 0.84 0.86 0.52 0.30 0.9160 0.14 0.15 2.13 1.90 16 70 �8 28
3-Methyl 0.82 0.88 0.57 0.34 0.9160 �0.29 �0.16b 1.96 1.93 19 76 �8 27
4-Methyl 0.82 0.87 0.57 0.31 0.9160 �0.13 �0.15 2.07 1.98 15 63 �8 27
2,3-Dimethyl 0.85 0.82 0.51 0.37 1.0569 0.52 0.49 2.47 2.30c 15 76 �9 31
2,4-Dimethyl 0.84 0.79 0.52 0.40 1.0569 0.42 0.66 2.39 2.32 13 70 �10 31
2,5-Dimethyl 0.84 0.83 0.50 0.38 1.0569 0.72 0.72 2.33 2.32 14 77 �10 29
2,6-Dimethyl 0.84 0.79 0.39 0.38 1.0569 1.00 0.97 2.46 2.23 9 64 �4 49
3,4-Dimethyl 0.83 0.90 0.55 0.38 1.0569 0.21 0.21 2.34 2.24 19 83 �10 27
3,5-Dimethyl 0.83 0.86 0.55 0.37 1.0569 0.32 0.26 2.42 2.34 16 75 �11 27
2,3,4-Tri 0.86 0.86 0.52 0.42 1.0569 0.86 2.80 2.82d


2,3,5-Tri 0.86 0.76 0.51 0.43 1.1978 1.01 1.08 2.87 2.70 15 87 �7 48
2,3,6-Tri 0.86 0.78 0.36 0.41 1.1978 1.64 1.72 2.91 2.56 18 108 �6 48
2,4,5-Tri 0.86 0.79 0.51 0.44 1.1978 0.91 0.94d 2.80 2.80d


2,4,6-Tri 0.86 0.81 0.30 0.45 1.1978 1.62 1.69 2.73 2.60 20 113 �4 56
3,4,5-Tri 0.83 0.89 0.58 0.42 1.1978 0.56 0.63d 2.75 2.82d


2,3,4,5-Tetra 0.86 0.88 0.55 0.43 1.3387 1.31 3.28 3.32d


2,3,4,6-Tetra 0.86 0.80 0.38 0.44 1.3387 2.04 3.34 3.32d


2,3,5,6-Tetra 0.88 0.81 0.38 0.44 1.3387 2.03 1.79 3.32 2.77e 14 95 �6 51
Penta- 0.90 0.90 0.35 0.43 1.4796 2.70 3.82 3.82d


aValue is �0.89 from Ref. 3.
b Value is �0.22 from Ref. 3.
c Value is 2.48 from Ref. 3.
d From Ref. 3.
e Value is 3.32 from Ref. 3.
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interested in the phenols, because Dearden and
Bresnen2 obtained thermodynamic parameters for no
fewer than 28 substituted phenols.


RESULTS


Values of DHo and DSo for partitioning of phenols in the
water–cyclohexane and water–octanol systems, and the
corresponding A and B parameters, are given in Table 1.
It is clear, just by inspection, that there are indeed
connections between the thermodynamic parameters and
the hydrogen bond parameters. As an example, we
show in Fig. 1 the values of DHo for partitioning in the
water–cyclohexane system of phenol substituted with
the NO2, Cl and CHO groups, and the corresponding
values of A. The latter are given as 10A to have the
same scale for DHo and 10A. There is very good
agreement between the substitution patterns for DHo


and for A, confirming the suggestion of Dearden and
Bresnen.2 This might be expected in the water–
cyclohexane system, where the substitution pattern
is reflected in log Pcyc. However, there is little effect
of substitution pattern on log Poct (see Table 1) and yet
there is a very large effect on DHo and DSo in the water–
octanol system (see Table 1). In Fig. 2 we show the
substitution pattern on �DSo and 100A and again
there is very considerable similarity. This is remark-
able considering the lack of effect on log Poct itself.


Across all the substituted phenols in Table 1 (14,
including phenol itself) there are considerable connec-
tions between the thermodynamic parameters and the
hydrogen bond descriptor A. We show the connections
between DHo and DSo for the water–octanol system and A
in Figs 3 and 4. The data for phenol no. 8, 6-methyl-2-
nitrophenol, seem out of line but possibly this might be
due to compensating errors in DHo and DSo. However,
this is the only compound where there is steric


enhancement of intramolecular hydrogen bonding,
which might explain the discrepancy. Riebesehl and
Tomlinson11 have compared values of DHo for
partitioning of a number of phenols, as obtained by
the temperature dependence of equilibrium constants.
They find differences from 8–9 kJmol�1 in DHo, so the
possibility of experimental error must always be borne
in mind. For thermodynamics of partition in the
water–cyclohexane system a plot (not shown) of DSo


against A is almost random, but a plot of DHo against
A is a scattered line (see Fig. 5). Thus the general
conclusion is that both the thermodynamics of
partition and the hydrogen bond descriptors do
indeed reflect the internal hydrogen bond structures
of the phenolic 2-NO2, 2-Cl and 2-CHO groups.
A referee has suggested that the data in Figs 3 and 4
could be represented as falling on two straight lines,
for compounds with and without 2-substitution
respectively. However, we note that without the
presence of 4-nitrophenol (the compound represented
by the lowest and farthest right-hand point in both


Figure 1. Variation of DHo in the water–cyclohexane sys-
tem (or the descriptor 10A) with o-, m- or p-substituent in
nitro-, chloro- and formyl-phenols; & DHo, & 10A


Figure 2. Variation of �DSo in the water–octanol system
(or the descriptor 100A) with o-,m- or p-substituent in nitro-
, chloro- and formyl-phenols; & SDSo, & 100A


Figure 3. Plot of DSo in the water–octanol system, S(oct),
against A for substituted phenols. Compounds are num-
bered as in Table 1
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figures) the case for two separate correlations looks
much less strong, and hence we prefer to postulate that
the data lie on a single line, with 4-nitrophenol being
considered an outlier.12


For the hydroxybenzoic acids (Table 2) there are not
enough data to analyse thermodynamics in the water–
cyclohexane system. However, just as for the phenols,
there are effects in the water–octanol system. Here, the
value of DSo for the 2-hydroxy acid is much more
positive than that for the 3-hydroxy or the 4-hydroxy
acid, and values of A and especially B for the 2-hydroxy
acid are substantially different from those for the 3- and
4-hydroxy acids. These results are consistent with the
presence of an intramolecular hydrogen bond in the
2-isomer.


Steric effects of ortho-methyl groups are more difficult
to analyse, because the effects on partition are usually
much smaller than effects of internal hydrogen bonding.
In Table 3 the thermodynamics of partitioning for a
number of methyl-substituted phenols, are given, together
with the A and B parameters. There is little effect
with increasing methyl substitution until 2,6-dimethyl-
phenol, when DHo and DSo are unusually low in the
water–cyclohexane system and unusually high in the
water–octanol system. These effects correspond to a
marked reduction in the A value. The A value is also
low for 2,3,6- and 2,4,6-trimethylphenol as compared
to 2,3,5-trimethylphenol (and 3,4,5-trimethylphenol,
see Table 3), but now DSo is unusually high in the
water–cyclohexane system and there is not much effect
in the water–octanol system. Thus, where there are
effects of ortho-substitution on DHo and DSo the A
parameter is always lower than expected, although the
thermodynamic effects are not consistently high or
low.


The methyl-substituted benzoic acids also present a
difficult situation (Table 2). Values of DHo and DSo


are more negative for 2-methylbenzoic acid compared to
3- or 4-methylbenzoic acid in the water–cyclohexane
system but there is little effect in the water–octanol


system. However, DHo and DSo are more positive for
2,6-dimethylbenzoic acid compared to3,5-dimethylben-
zoic acid in the water–cyclohexane system, and DHo is
more positive in the water–octanol system. These rather
peculiar effects almost exactly parallel effects on A and
B. Whereas A is unusually small for 2-methylbenzoic
acid, it is unusually large for 2,6-dimethylbenzoic acid.
Although the reasons for these ortho effects may not be
evident, it is clear that the thermodynamic effects
parallel effects on hydrogen bond parameters; hence,
both of these effects must derive from structural effects
that probably involve steric shielding and/or twisting
of the carboxylic group.


There is no evidence of any steric shielding or twisting
in 2-methylbenzoic acid in the water–octanol system,
because the thermodynamic parameters for all three
isomers are very similar. There is some evidence of steric
shielding from the water–cyclohexane data, with DHo


being less positive and DGo being slightly more negative,
for 2-methylbenzoic acid compared with the 4-isomer, as
is the case for the xylenols. However, the low DSo value
for 2-methylbenzoic acid in the water–cyclohexane
system is not in line with dimethylphenol behaviour
and could indicate some twisting of the carboxyl group,
thereby reducing the extent of water-structuring in the
aqueous phase. Cisarova et al.13 have shown by x-ray
diffraction that the carboxyl group of 2,3-dimethylben-
zoic acid is non-planar. The thermodynamic data for
3-methylbenzoic acid appear to be anomalous, and we
have no explanation for this other than that the data might
be erroneous.


2,6-Dimethylbenzoic acid, however, shows clear
evidence of steric twisting of the carboxyl group,
leading to loss of conjugation of the group with the
aromatic ring. This renders the group more hydrophilic,14


and hence DGo values in both water–solvent systems are
less negative than are the corresponding values for 3,5-
dimethylbenzoic acid. Similarly, DHo values in both
water–solvent systems are less negative than are those of


Figure 5. Plot of DHo in the water–cyclohexane system,
H(cyc), against A for substituted phenols. Compounds are
numbered as in Table 1


Figure 4. Plot of DHo in the water–octanol system, H(oct),
against A for substituted phenols. Compounds are num-
bered as in Table 1


Copyright # 2006 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2006; 19: 242–248


246 M. H. ABRAHAM, J. C. DEARDEN AND G. M. BRESNEN







3,5-dimethylbenzoic acid, which may be attributed to
strong interaction of the hydrophilic non-planar carboxyl
group of 2,6-dimethylbenzoic acid with water. There
is little effect of non-planarity of the carboxyl group on
DSo in the water–octanol system. The DSo value of
3,5-dimethylbenzoic acid in the water–cyclohexane
system is anomalously low, which may be attributable to
self-association f this compound in cyclohexane (benzoic
acids are known to undergo self-association at very low
concentrations15). 2,6-Dimethylbenzoic acid would not be
expected to self-associate because its carboxyl group is
shielded.


Details for the methylacetanilides are given in Table 4.
Compared to the meta- or para-substituted derivatives, the
ortho-substituted acetanilides have lower values ofDHo and
DSo in the water–cyclohexane system but larger values of
DHo andDSo in thewater–octanol system. The effects on the
thermodynamic parameters again parallel those on the
hydrogen bond descriptors; A is low and B is high for the
ortho-methyl substituents. This is reflected in effects on log
Pcyc and log Poct, which are nearly two log units and one log
unit, respectively. These are extraordinarily large for ortho
effects of methyl groups, and show how difficult it is to
construct schemes for the calculation and prediction of log
P values.


Dearden and O’Hara10 drew attention to the unusual
partitioning behaviour of 2-methyl acetanilide in the
water–octanol system, and attributed it to loss of planarity
of the acetamido group. It can be seen from Table 4 that
the thermodynamic data confirm this, because DGo values
in both water–solvent systems are less negative than the
corresponding values for the 3- and 4-isomers, indicating
the greater hydrophilicity of the non-planar acetamido
group. DHo value in the water–octanol system is less
negative (more positive), which probably indicates a
reduced ability of octanol to interact with a shielded
acetamido group; the high DSo value in the water–octanol
system confirms this, being indicative of greater disorder
in octanol than in aqueous solution. The DHo value in the
water–cyclohexane system is, however, less positive,
suggesting a partial screening of polarity and thus greater
interaction with cyclohexane. Again, the entropy data
confirm this, with DSo indicating a lower increase


in disorder on water–cyclohexane transfer than for the
3- and 4-isomers. The data for 2,6-dimethyl acetanilide,
relative to its 3,5-isomer, are entirely consistent with the
above explanations.


Wemay generalise the above as demonstrating that both
the thermodynamics of partitioning and the Abraham
descriptors can be used to establish the existence of steric
effects in ortho-substituted benzene derivatives.


Dearden and Bresnen2 also determined the thermo-
dynamics of partitioning for a number of polyhydroxylic
compounds. These are given in Table 5, which lists the
descriptors and values of DHo and DSo. For the
dihydroxybenzoic acids, Dearden and Bresnen2 sug-
gested that 2,6-dihydroxybenzoic acid forms only one
intramolecular hydrogen bond. Certainly the difference in
the thermodynamic parameters between the 2,6- and the
3,5-dihydroxybenzoic acids is the same as those between
2- and 4-hydroxybenzoic acids. The A value for the 2,6-
dihydroxybenzoic acid is quite large, almost the same as
for a free carboxylic group and a free phenolic group, and
is in agreement with the assignment of only one
intramolecular hydrogen bond.


For 2-nitroresorcinol, lack of data prevents compari-
son with an analogue that has no intramolecular hydrogen
bond involving the nitro group, e.g. 5-nitroresorcinol.
Dearden and Bresnen2 suggested that in non-polar
solvents 2-nitroresorcinol exists as a planar structure
with two intramolecular hydrogen bonds, but that in polar
solvents only one intramolecular bond is formed. Our
calculations lead to A¼ 0.01, which indicates that in
terms of partitioning 2-nitroresorcinol behaves as a
completely non-acidic compound with two intramole-
cular hydrogen bonds. However, we note that the method
of determination of descriptors yields macroscopic
parameters that reflect the general behaviour of a solute
in a variety of partitioning systems. This does not
preclude differences in intramolecular hydrogen bonding
from one system to another.


In conclusion, we show that two different methods of
assessment of factors involved in water–solvent partitions
lead to essentially the same conclusions about structural
effects due to internal hydrogen bonding and steric effects
of ortho-methyl groups.


Table 5. The Abraham descriptors, log Pcyc and log Poct, and thermodynamic parameters for partitioning for some polyhydroxy
compounds


Solute E S A B V log Pcyc log Poct Cyclohexane Octanol


Calc. Obs. Calc. Obs. DHo DSo DHo DSo


2,6-Dihydroxy benzoic acid 1.10 1.05 1.26 0.56 1.0491 �3.41 �3.35 1.71 1.65 12 �7 �18 �10
3,5-Dihydroxy benzoic acid 1.10 1.25 1.70 0.75 1.0491 �6.33 0.85 0.80 �23 �39
2-Nitroresorcinol 1.21 1.35 0.01 0.48 1.0080 1.05 1.02 1.53 1.50 �3 23 �7 42
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ABSTRACT: The free energy profile and the (classical) kinetics of chemical reactions in (soft) condensed phase are
modeled theoretically by means of molecular dynamics simulations, the Perturbed Matrix Method (PMM) and the
quasi Gaussian entropy (QGE) theory. In this paper we describe the theoretical framework and apply the model to the
intramolecular proton transfer reaction of aqueous malonaldehyde. Although in the present application we disregard
the quantum effects for the proton dynamics along the reaction coordinate (i.e., tunneling), the classical-like view of
the proton transition over the reaction free energy surface seems to properly describe the kinetic process and shows that
water acts lowering the reaction free energy barrier. Moreover, a weak temperature dependence of the free energy
surface is obtained, implying small entropy variations in the transition. Interestingly the activation entropy, as provided
by the QGE model, is negative in the whole temperature range considered, thus indicating an entropy reduction at the
transition structure. Finally, by comparing our results with theoretical and experimental literature data, we critically
address the actual role of tunneling in this reaction and discuss the emerging kinetic scheme. Copyright# 2006 John
Wiley & Sons, Ltd.

KEYWORDS: molecular dynamics; quantum mechanics; chemical kinetics; statistical mechanics

INTRODUCTION


Cis malonaldehyde (1) is the simplest beta-dicarbonyl
compound which presents


the essential features to study the intramolecular hydrogen
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bond and proton transfer kinetics and dynamics according
to the reaction 1 reported in the following scheme.


In the above reaction the Cs structures la and lb
unimolecularly transform into each other through the
transition structure 1c (C2v symmetry), as obtained by the
vacuum minimum energy path defining the intrinsic
reaction coordinate (IRC).1


In the gas phase, reaction I has been extensively studied
and basically all the energetic2–5 and dynamical6–9


aspects have been clarified. The typical double well
potential profile of this reaction has been ascertained from
X-ray photoelectron10,11 infrared12–14 and microwave15


spectroscopy. Moreover, the kinetics of this reaction
has been also experimentally addressed in gas phase
by studying the splitting of vibrational levels16 and
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estimating the energy barrier.17 Differently from the gas
phase, the knowledge on this reaction in solution is much
more limited. First of all, despite of the large number of
NMR experiments18–20 and quantum-chemical calcu-
lations5 with the Polarizable Continuum Model (PCM),21


the actual stability of cis malonaldehyde is not well
clarified, although the trans isomer should be the
predominant form in water.


Second, the involvement of the light proton in the
reaction may in principle provide relevant quantum
effects even in condensed phase.


All these complications did not prevent this reaction to be
used as a prototypical system for theoretical studies of
intramolecular proton transfer in condensed phase.22–26


Finally, and most importantly, the modeling of chemical
reactions in complex environment (solution) still represents
a challenge for theoretical-computational chemistry.27–30


In this respect the main aim of this work is to introduce
(and evaluate the reliability of) an alternative theoretical
approach providing a tool, complementary to existing
computational schemes, for addressing chemical reactions
in solution. As a matter of fact in this paper we evaluate the
reaction free energy surface of the reaction I in water, by
means of a theoreticalmodel based on statisticalmechanics
and the perturbed matrix method (PMM),31–37 as intro-
duced38 and applied39 in very recent papers. Moreover,
using the quasi Gaussian entropy (QGE) theory40 to model
the reaction free energy in temperature, we are able to
construct a complete theoretical description of the reaction
thermodynamics. Finally, evaluating the diffusion coeffi-
cient along the reaction coordinate we also obtain the
(classical) kinetics of the chemical process in solution and
hence, comparing our results with the available exper-
imental and theoretical literature data, we address the
problem of the role of tunneling in this reaction.

THEORY


In condensed phase multiple minimum energy reaction
paths are present and hence the definition of the reaction
coordinate is not as simple as in gas phase, where for rigid
or semi-rigid molecules a unique IRC can be usually
defined.41–44


In principle one might search for the minimum free
energy path in configurational space, that is, the
unidimensional curve such that at each position the free
energy obtained within the plane orthogonal to the curve is
the minimum possible. However such an evaluation, even
for a simple molecule like malonaldehyde, is virtually
impossible. Moreover, it must be noted that several
reaction coordinates are in principle possible to be used to
correctly describe the reaction kinetics, in particular for a
condensed phase system, which involves a huge number of
degrees of freedom. In fact, in order to define a proper
(single) reaction coordinate for describing the kinetics of
the chemical process and not only its thermodynamics, we

Copyright # 2006 John Wiley & Sons, Ltd.

need to use a classical degree of freedom such that all its
orthogonal coordinates are well equilibrated during its
relaxation.45 Hence, it is possible that according to the
initial conditions of the kinetic relaxation (i.e., the
coordinates/observables equilibrated at the beginning of
the process) and the exact definition of the reactant and
product states, different reaction coordinates should be
used. This clearly implies that a certain variation of the
reaction free energy profile is possible, as a consequence of
the different choice of the reaction coordinate and hence of
the orthogonal planes used to obtain the corresponding free
energy. In principle, each of these reaction coordinates, if
properly defined, should provide the correct (classical)
kinetic relaxation for the corresponding process. In the
present study we consider the IRC, evaluated in vacuum
and resulted as a linear generalized degree of freedom (i.e.,
it is defined by a single unit vector in configurational
space), as the proper reaction coordinate also in condensed
phase. The use of IRC for describing the proton transfer
kinetics, can be motivated by the rather high frequencies
found for the orthogonal internal motions in vacuo. This
means that also in condensed phase, where the perturbation
effect on high frequency vibrations is expected to be
weak,46 we may assume that the kinetic (classical)
relaxation along IRC occurs with all the other degrees
of freedomequilibrated, that is, the kinetics along IRCmay
be modeled as a diffusion along the free energy surface.
Note that, for a highly diluted solute, the reaction free
energy is independent of the solute roto-translational
coordinates38 and the solvent, provided an initial equi-
librium condition, is expected to relax instantaneously in
the ensemble of reactive trajectories at each reaction
coordinate position (see the Results and Discussion
section). However, it must be remarked that for a light
particle like a proton, a purely classical diffusion onto the
reaction free energy surface could be not sufficient to
describe the complete kinetics of the process, where
tunnelingeffectsmightbepresent. In thispaperwedisregard
suchquantumeffects andhence themodelusedprovides the
reaction freeenergysurface and thecorrespondingdiffusion
process, as obtained by PMM and (classical) molecular
dynamics (MD) simulations.


Defining with rn the nuclear coordinates of the
quantum center (QC) (i.e., the system treated quantum
mechanically) and r the coordinates of the atoms
providing the (classical) perturbing field we can write,
within certain approximations,32,34 the QC electronic
(perturbed) Hamiltonian matrix as


H̃ðrn; xÞ ffi H̃
0ðrnÞ þ qTVðr0; xÞĨþ Z̃1ðEðr0; xÞ; rnÞ


þ DVðrn; xÞĨ (1)


where H̃
0ðrnÞ is the unperturbed Hamiltonian matrix


which can be constructed carrying out standard electronic
structure calculations on the isolated QC, Vðr0; xÞ and
Eðr0; xÞ are the (perturbing) electric potential and electric
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field at a given QC r0 position (typically the geometrical
center), Z̃1ðE; rnÞ is a perturbation matrix explicitly
given by ½Z̃1�l;l0 ¼ �E � F0


l m̂mjF0
l0


�� �
;


�
where m̂m is the


electric dipole operator. In the above equation DV ðrn; xÞ
approximates the perturbation due to all the higher order
terms as a simple short range potential and qT is the QC
total charge. Moreover, F0


l are the unperturbed
(electronic) Hamiltonian eigenfunctions and all the
matrices used are expressed in this unperturbed basis
set. At each MD frame, the electric potential and field
exerted by the environment can be simply evaluated
(typically using the environment atomic charge distri-
bution) and the perturbed Hamiltonian matrix constructed
and diagonalized. Hence, a trajectory of the QC perturbed
eigenvalues and eigenvectors is obtained. Such calcu-
lations carried out along the reaction coordinate provide,
within certain approximations and for a highly diluted
QC,38 the reaction free energy and whatever electronic
property at a generic reaction coordinate position h.
According to the theoretical model described in the
previous paper,38 the (Helmholtz) free energy change for
the reaction coordinate transition hR ! h (providing the
reaction standard chemical potential Dm� as in our
calculation the solute density is invariant along the
transition) and the average value of an electronic property
x at the position h, are


DAðhÞ ¼ Dm�ðhÞ ffi �kT ln e�bDð"0þqTVÞ
D E0


hR
(2)


xðhÞh i ffi
e�bDð"0þqTVÞxðhÞ
� �0


hR


e�bDð"0þqTVÞh i0hR
(3)


In the previous equations "0 is the (ground state)
eigenvalue of H̃


0 þ Z̃1 and Dð"0 þ qTVÞ provides the
energy change, for each MD frame, due to the transition
along the reaction coordinate and obtained energy
minimizing the QC internal quantum degrees of freedom.
Moreover, the subscript hR and the zero superscript mean
that the averages are performed in the statistical ensemble
with constrained reaction coordinate (at the reactant
structure position hR) and QC rototranslational motions,
where the system (a single QC and thewater molecules) is
in its vibrational ground state. The previous expressions
are correct within the approximation that a small reactant
to product displacement along the reaction coordinate,
does not affect the quantum vibrations and (classical)
mass tensor determinant.38 Moreover, as malonaldehyde
is a rather rigid molecule we may consider that, for each
solvent configuration, Dð"0 þ qTVÞ is a function only of
the reaction coordinate, that is, it is independent of the
other QC internal coordinates, and hence only the
structures along the minimum energy path (obtained in
vacuo) are necessary to provide the unperturbed proper-
ties for PMM calculations along IRC.38 In the special case
we deal with an isolated QC the previous expression for
the reaction free energy reduces to the unperturbed QC
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electronic ground state energy variation obtained by the
unperturbed Hamiltonian matrix H̃


0
evaluated along the


reaction coordinate.
In this paper, where we consider all the QC internal


coordinates orthogonal to IRC as harmonic (quantum)
degrees of freedom and the proton transfer is defined by a
relatively large IRC transition, it may beworth to evaluate
the correction term providing the free energy change at h,
due to the possible variation of the vibrational energies
and (classical) mass tensor determinant from the
corresponding values at hR. Assuming, as usual, the
partition function as factorized into a semi-classical part
and a quantum vibrational one (given by the product of
the molecular vibrational partition functions) and con-
sidering rigid solvent molecules (water) with hence a
coordinate independent classical mass tensor, we may
express such a free energy term DAIðhÞ as38,40


DAIðhÞ ffi


� kT ln
Qv;h


R
e�bFðx;hÞþDun;0ðx;hÞ� det M̃ðhÞ


� �1=2dx
Qn;hR


R
e�b Fðx;hÞþDun;0ðx;hRÞ½ � det M̃ðhRÞ


� �1=2dx
(4)


where Qn;h, Qn;hR are the QC molecular quantum
vibrational partition functions including all the orthogonal
internal degrees of freedom, obtained at h and hR,
respectively, and x are the solvent (classical) coordinates.
Moreover, M̃ðhÞ and M̃ðhRÞ are themass tensors associated
to all the QC classical coordinates (i.e., rototranslational
and IRC coordinates) as obtained at h and hR, F is the
(classical) potential energy of the system (QC plus
environment), and Duv;0 is the system vibrational ground
state energy shift from a reference value,38,40 due to the
solvent interaction and typically negligible. In malonalde-
hyde all the internal coordinates orthogonal to IRC are
characterized by rather high frequencies and hence are
considered as quantum degrees of freedom, classically
equivalent to constrained coordinates, described by the
vibrational partition function. Therefore, in Eqn (4) no
integration over QC classical coordinates is present. Note
also that the use of the QC complete classical mass tensor
determinant implies that, as required in Eqn (4), we deal
with the unconstrained ensemble.38 Using the approxi-
mation Duv;0ðx; hÞ ffi Duv;0ðx; hRÞ we then obtain, for the
perturbed (solvated) or isolated QC,


DAIðhÞ ffi �kT ln
Qn;h


Qn;hR


� kT


2
ln


det M̃ðhÞ
det M̃ðhRÞ


(5)


providing


DAðhÞ ¼ Dm�ðhÞ ffi �kT ln e�bDð"0þqTVÞ
D E0


hR


� kT ln
Qn;h


Qn;hR


� kT


2
ln


det M̃ðhÞ
det M̃ðhRÞ


(6)


where the QC vibrational partition function along the
reaction coordinate can be in general obtained via the
corresponding in vacuo frequencies, that is, we consider
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the unperturbed frequencies as the reference frequencies
used in the definition of the vibrational partition
function.38,40 Note that within the approximations used
to obtainDAI, no corrections are needed for the x average.
We can obtain further useful relations expressing the
reaction free energy via the excess (Helmholtz) free
energy A0 ¼A�Aref (Aref is the free energy of a proper
reference condition40 defined at the same temperature and
density of the actual system but with Fþ Duv;0 ¼ 0)


DAðhÞ ¼ A0ðhÞ � A0ðhRÞ þ ArefðhÞ � ArefðhRÞ (7)


A0ðhÞ ¼ kT ln ebu
0ðx;hÞ


D E
� kT ln "h (8)


A0ðhRÞ ¼ kT ln ebu
0ðx;hRÞ


D E
� kT ln "hR (9)


ArefðhÞ � ArefðhRÞ


¼ �kT ln
Qn;h


Qn;hR


� kT


2
ln


det M̃ðhÞ
det M̃ðhRÞ


(10)


u0ðx; h0Þ ¼ Fðx; h0Þ þ Dun;0ðx; h0Þ (11)


where the averages are defined in the fixed h and hR
(unconstrained) vibrational ground state ensembles40 and
"h, "hR are the corresponding confinement fractions as
defined in the QGE theory. Using DA0ðhÞ ¼ A0ðhÞ
�A0ðhRÞ, Eqns (6), (7), and (10) we then have


DA0ðhÞ ¼ Dm0ðhÞ ffi �kT ln e�bDð"0þqTVÞ
D E0


hR
(12)


Dm0ðhÞ ¼ m0ðhÞ � m0ðhRÞ (13)


where the excess chemical potential m0 can be expressed
by the QGE Gamma state model which proved to be very
accurate for solute-solvent systems40


m0 ¼ u00 � T0c
0
V0
LðTÞ � kT ln "þ p0v


LðTÞ ¼ 1


d0
þ T


T0d
2
0


ln
T 1� d0ð Þ


T 1� d0ð Þ þ T0d0


� �
(14)


with u00; c
0
V0


the solute partial molecular excess internal
energy and heat capacity at the reference temperature T0,
d0 a temperature-independent intensive property that like
the excess pressure p0 is defined only by the solvent, k ln "
the solute partial molecular confinement entropy and v the
solute partial molecular volume. For a chemical reaction
like malonaldehyde proton transfer wemay safely assume
that both k ln " and v are independent of the IRC position
and hence
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Dm�ðhÞ ffi Du00ðhÞ � T0Dc
0
V0
ðhÞLðTÞ


� kT ln
Qn;h


Qn;hR


� kT


2
ln


det M̃ðhÞ
det M̃ðhRÞ


(15)


Du00ðhÞ ¼ u00ðhÞ � u00ðhRÞ


Dc0V0
ðhÞ ¼ c0V0


ðhÞ � c0V0
ðhRÞ


These last equations were used to obtain the complete
reaction thermodynamics. Finally, using the reaction free
energy profile and the diffusion coefficientD of the reaction
coordinate (if available), it is possible to obtain the reaction
(classical) kinetics by solving a diffusion equation47 in the
reaction coordinate space (see Appendix 2)


@r


@t


� 	
h


¼ D


kT
r


@2Dm�


@h2


� 	
t


þ @Dm�


@h


� 	
t


@r


@h


� 	
t


� �


þ D
@2r


@h2


� 	
t


(16)


where r t; hð Þ is the probability density in h and we
assumed @D=@t; @D=@h ffi 0.


QUANTUM CHEMICAL CALCULATIONS
AND MOLECULAR DYNAMICS
SIMULATIONS


All the quantum chemical calculations on the isolated
malonaldehyde, that is our quantum center, were carried
out by the Gaussian 98 package.53 We have initially
determined the essential features of the potential energy
hypersurface characterizing the reaction I in vacuo,
namely the potential energy minima (1a, 1b) and the
interconnecting first order saddle point (1c). In order to
obtain the corresponding energies, we used Density
Functional Theory (DFT) employing the Becke’s three
parameters48 exchange and the Lee, Yang and Parr49


correlation functionals (B3LYP) in conjunction with the
6-311þþG(p,d) atomic basis set.50 The above calcu-
lations have been also repeated using the second order
perturbation theory, that is, MP2 (full) level of theory, with
the same atomic basis set. Coupled cluster theory including
single, double and a perturbative estimate of triple
excitations, that is, CCSD(T),51 was finally applied to
the B3LYP/6-311þþG(p,d) geometries to improve
the quality of the energies of the minima and transition
structures. These latter calculations are hereafter denoted
as CCSD(T)/6-311þþG(p,d)//B3LYP/6-311þþG(p,d).
The minimum energy path of reaction I was studied at
the CCSD(T)/6-311þþG(p,d)//B3LYP/6-311þþG(p,d)
level of theory by means of the Intrinsic Reaction
Coordinate starting from the previously located transition
structure 1c and moving toward both minima la and 1b.
For each point along IRC we also evaluated the B3LYP/6-
311þþG(p,d) mass-weighted Hessian matrix corre-
sponding to the internal degrees of freedom orthogonal
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to the reaction coordinates, that is, without including the
reaction coordinate,43 which provided the reference
frequencies to be used in the vibrational partition
function. In order to apply PMM at each structure of
this path, the electronic ground and excited energies as
well as the corresponding (transition) dipoles, were
obtained at two levels of theory: Configuration Interaction
with Single (electron) excitations (CIS) with 6-
311þþG(p,d) atomic basis set, and Time Dependent
Density Functional Theory (TD-DFT)52 with B3LYP
functional and the same atomic basis set. Both procedures
provided virtually identical results and hence for PMM
calculations presented here we utilized TD-DFT data.
Note that in correspondence of each point of the IRC grid,
that is, the QC structures along the reaction coordinate,
ten states (i.e., the ground plus nine excited states) were
optimized for the unperturbed QC, both at CIS and TD-
DFT levels of theory. Such unperturbed Hamiltonian
eigenstates defined the basis set used to construct the
perturbed Hamiltonian matrix, Eqn (1), which was then
diagonalized at each simulation frame, leading to the
reaction free energy and related properties.


To evaluate the reaction free energy surface in solution
MD simulations were performed over a wide temperature
range (280–1200 K), constraining the reactant malonal-
dehyde (essentially the la structure) in the center of the
simulation box, filled with 256 simple point charge
(SPC)54 water molecules, at the typical liquid density
(55.32mol/L). The parameters describing the reactant
malonaldehyde force field were determined as follows:
the charges were recalculated adopting several fitting
procedures55 and different levels of theory, namely DFT
and MP2, to ascertain the stability of the results; for the
other non-bonding and all the bonding interactions,
inspired by previous articles on similar systems,26 we
used the parameters contained in the Gromos force field59


designed for similar atoms. Note that within the force
field used the overall energy minimum, if removing the
interaction with the solvent, is defined by the 1a structure
(the minimum energy reactant geometry as obtained by
the quantum chemical calculations in vacuum). Finally,
malonaldehyde bond lengths were constrained by
LINCS60 and the rototranslational constraints61 were
used to keep the molecule rototranslationally fixed at the
center of the simulation box. Such a constrained
simulation procedure, providing the correct statistical
mechanics and thermodynamics of a semi-rigid mol-
ecule61 like malonaldehyde, is computationally con-
venient and allows a simple PMM application. Moreover,
it is consistent with the physical model involved in Eqns
(2) and (3): a rigid molecule with constrained rototransla-
tional degrees of freedom. The choice of treating in the
MD simulation the angular QC internal coordinates as
stiff classical harmonic degrees of freedom instead of
constrained ones, with hence the reaction coordinate also
not exactly constrained at the reactant position, is
motivated by the faster solvent relaxation occurring
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when the angular internal coordinates have some
vibrational freedom. Such tiny angular and IRC
fluctuations are negligible for the (equilibrium) statistical
mechanical solvent behavior and hence the perturbing
field distribution, as obtained by the MD simulation and
used in PMM calculations, is virtually identical to the one
obtained by a simulation with a fully constrained
malonaldehyde. The temperature was kept constant using
the isokinetic temperature coupling62 to obtain results
fully consistent with statistical mechanics.61,63 For all the
simulations the number of steps was 3 000 000 with three
different time steps: 2 fs for simulations in the range 280–
450K, 1 fs in the range 450–800K, and 0.5 fs in the range
800–1200K. The long range electrostatics was calculated
using the Particle Mesh Ewald (PME) method,56 with 34
wave vectors in each dimension and a 4th order cubic
interpolation. All the simulations were performed using
the Gromacs package.57–59


To explicitly evaluate the (classical) kinetics of the
proton transfer (provided by the diffusion along
the reaction free energy surface), we first evaluated the
diffusion coefficient associated to the IRC in the solvated
reactant malonaldehyde. For this purpose we performed
(by Gromacs) a 110 ps MD trajectory at constant energy
(i.e., with no temperature coupling) of solvated reactant
malonaldehyde, utilizing unconstrained bond lengths
(with the corresponding Gromacs stretching parameters)
and thus a reduced time step of 0.1 fs, starting from a MD
frame of a similar simulation at 300K (i.e., with the
isokinetic temperature coupling), chosen so that its total
energy was virtually identical to the value obtained by
averaging over the 300K simulation. For the rest, these
simulations were performed identically to the previous
ones. Note that in both simulations the first 10 ps were
considered as equilibration and hence removed from the
analysis. Finally, projecting a large number of the
(constant energy) trajectory subparts starting close to
the IRC free energy minimum (the reactant position hR)
onto the unit vector defining the reaction coordinate, we
evaluated the diffusion coefficient of IRC via the
corresponding computed mean square displacement in
time. Note that for a fast velocity autocorrelation function
relaxation, as in the present case where the diffusive
regime is achieved within 1 fs, the use of a constant
energy simulation to evaluate the diffusion coefficient is
physically more consistent than using a constant
temperature one. The obtained diffusion coefficient was
then utilized to solve (numerically) the diffusion equation
(note that we assume an IRC independent diffusion
coefficient which then may be obtained considering only
the reactant ensemble). The use of unconstrained internal
coordinates, described in the last simulations by stiff
classical harmonic vibrations around the la structure, is
motivated by the need of evaluating the average
dynamical behavior of the reaction coordinate via a
purely classical model. For this purpose, to describe the
possible dynamical coupling between internal coordinates,
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Table 1. Proton transer barrier heights (kJ/mol) for malo-
naldehyde-(H2O)n, complexes (n¼0, 1, 2), in vacuum, cal-
culated at the B3LYP/6-311þþG(d,p) (DFT), MP2/6311þþ
G(d,p) (MP2) and CCSD(T)/6-311þþG(d,p)//B3LYP/6-311
þþG(d,p) (CC) levels of theory


Method n¼ 0 n¼ 1 n¼ 2


DFT 13.4 22.5 75.1
MP2 13.6
CC 18.1
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we were forced to utilize classical vibrations with proper
frequencies, that is, similar to the ab initio ones, and
remove the constraints used for the statistical mechanical
derivations where no dynamical information was
required. Note that rototranslational motions can be
considered as fully (dynamically) decoupled from IRC
diffusion because of the extremely fast velocity auto-
correlation function relaxation, and hence the use of the
corresponding constraints in the simulation should have
no effect on evaluating the diffusion coefficient.

RESULTS AND DISCUSSION


Malonaldehyde is a rather rigid molecule with a high
energy dihedral barrier (about 65 kJ/mol or more in
vacuum, at CCSD(T)).


To ascertain the reliability of choosing as QC the
uncomplexed malonaldehyde, we systematically com-
pared in vacuum the potential energy (i.e., the electronic
ground state energy) profiles of reaction I considering
some small but suitable la–water complexes (i.e., we
tested possible reaction paths involving water proton
exchange). In Table 1 we report the energy barrier heights
for the proton transfer in such malonaldehyde–water
complexes at different levels of theory. The reaction in
vacuum, with no water molecules involved, presents a
B3LYP barrier of 13.6 kJ/mol. At the CCSD(T)/6-
311þþG(p,d)//B3LYP/6311þþG(p,d) level the value
of the barrier is increased up to 18.1 kJ/mol in very good
agreement with literature computational and experimen-
tal results.2,17 Remarkably the B3LYP barriers obtained

Figure 1. Atomic components (see text) of the unit vector defin
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for all the complexes with water, result as invariably
higher. Assuming a systematic underestimation of the
B3LYP energy barriers with respect to the more
computationally demanding CCSD(T)/6-311þþG(p,d),
þG(p,d), such a result suggests that no water proton
exchange is involved in malonaldehyde intramolecular
proton transfer and, hence, that the uncomplexed
malonaldehyde may provide a proper QC for PMM
calculations. Interestingly, as mentioned in the previous
sections, IRC is linear and hence defined by a single
unit vector in configurational space. In Fig. 1 we show
the atomic components of such unit vector, given by the
square root of the sum of the corresponding x,y,z square
components. Using the unit vector components and
the atomic masses it is also possible to evaluate the mass
associated to the reaction coordinate (i.e., the mass tensor
diagonal element corresponding to IRC), which resulted
of 3.1 a.u. The reaction free energy in solution along the
IRC was obtained via PMM calculations based on the
B3LYP procedure which in vacuum provided an under-
estimated energy barrier. Hence, assuming that at each h

ing the IRC
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value the PMM/B3LYP reaction free energy subtracted of
the corresponding (B3LYP) unperturbed contribution
provides a more accurate evaluation, we obtained the
(solution) reaction free energy surface adding such shifts
to the CCSD(T) vacuum free energy surface. Note that the
vibrational partition functions were obtained by the
B3LYP vacuum frequencies and DAIðhÞ resulted irrele-
vant in the whole IRC range considered. In Fig. 2 we
report the perturbed free energy surface, as obtained by
PMM and the MD simulation at 300K, together with the
CCSD(T) vacuum free energy profile and the 300K
reaction free energy as obtained by PCM using the same
procedure and level of quantum chemical calculations
(i.e., adding the PCM/B3LYP free energy shifts to the
CCSD(T) curve). It is evident from PMM results that the
solvent provides a free energy barrier (activation free
energy) of about 2 kJ/mol lower than the vacuum one.
Such a result, indicating a transition state (TS) solvation
free energy larger than the reactant-product one, is
expected from the (gas-phase) larger TS dipole moment.
Note that this finding, valid for cis malonaldehyde proton
transfer, does not necessarily apply to the overall proton
transfer reaction, including the cis–trans equilibrium
because of the relative thermodynamic instability of the
cis isomer. PCM reaction free energy profile, although
showing a similar shape to the PMM curve, presents a free
energy barrier slightly higher than the vacuum one and
predicts a local minimum in correspondence of the
vacuum transition structure. Such an unphysical con-
dition is probably due to the macroscopic dielectric

igure 2. Reaction free energy surfaces as provided by PMM and the MD simulation at 300K (solid line), CCSD(T) (vacuum)
alculations (dotted line) and 300K PCM calculations (dashed line)


F
c


Copyright # 2006 John Wiley & Sons, Ltd.

polarization used in PCM to model solute-solvent
interaction, which may be rather unrealistic as previously
reported.34,37 A further intriguing aspect, emerging by our
model, is the fact that the free energy surface is only
slightly affected when temperature is increased from
300K to 1200K, thus indicating a very limited entropic
contribution to the reaction free energy. This is shown in
Fig. 3 where we report the (PMM) activation free energy
Dm�ðhTSÞ as a function of the temperature. In Fig. 3 we
also show the curve obtained by using the QGE theory40


to model PMM reaction free energy according to Eqn
(15). The QGE model, accurately reproducing the PMM
free energy barriers, provides also the corresponding
activation entropy curve Ds�ðhTSÞ, resulting in the whole
temperature range between �1.3 and �0.2 J/(molK) (see
Fig. 3). Such small activation entropies indicate that no
relevant solvent reorganization is present in the proton
transfer, although the transition structure is always
associated to a lower entropy. Interestingly, the free
energy maximum position along the reaction coordinate
is also virtually independent of the temperature, and
hence it is always associated to the same molecular
structure (data not shown).


To obtain the kinetics of the proton transfer reaction in
aqueous malonaldehyde, within the classical view of the
diffusion along the reaction free energy surface, we first
evaluated the reaction coordinate diffusion coefficient, for
a kinetic process occurring in water at 300K (see previous
section). In Fig. 4 we show the IRC mean square
displacement (MSD) in time, as obtained by the constant
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Figure 4. Mean square displacement (MSD) along the IRC as provided by the constant energy simulation of malonaldehyde in
water (see Methods), used to obtain the reaction coordinate diffusion coefficient. No error bars are reported as the estimated
noise is too small to be visible on the figure scale. In the inset we show the time range used to obtain the diffusion coefficient by
fitting MSD data by a linear regression


Figure 3. Activation free energy and entropy as provided by the QGEmodel (solid lines) and activation free energy obtained by
PMM/MD results (circles) as a function of temperature
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energy simulation, providing D¼ 4.1� 10�3�
10�4 nm2/ps (the noise indicated is the error upper limit).
It is also interesting to note that the diffusive regime is
accessed within 1 fs, indicating that the velocity auto-
correlation function relaxation is extremely fast (in the
inset we show the time range used to obtain the diffusion
coefficient by fittingMSD data by a linear regression). By
using such a diffusion coefficient and the (300K)
perturbed reaction free energy into the diffusion equation
(DE), see Theory section, we could obtain the detailed
time course of the proton transfer reaction from the
reactant to the product state. In Fig. 5 we show
the probability profile, along h, as provided by the
(numerical) DE solution at three different times. In order
to schematize the kinetic process, we used three chemical
states according to Fig. 2: the transition state (TS), defined
by a 0.01 nm IRC interval centered on the free energy
maximum, the reactant (R), defined by the IRC range at
left of the TS, and the product (P) defined by the IRC
range at right of the TS. Hence, within such a scheme the
complete reaction can be described by the time
dependence of these three chemical state probabilities.
In Fig. 6 we show the time courses of the three
probabilities as obtained by the DE solution. R, and P
probabilities converge to their equilibrium values within
120–150 ps, clearly indicating a rather fast kinetics. From
the figure it is also clear that the TS reaches a stationary
condition within to¼ 300 fs, providing in the following
time range a completely symmetric reactant and product
kinetics (i.e., identical relaxation rates and final equi-
librium values), as expected by the free energy symmetric
shape. Interestingly, the R and P relaxations, when
subtracted of the equilibrium value, are perfectly

igure 5. Probability distributions along IRC at three different times, as obtained by solving the diffusion equation

F
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exponential (beyond t0) for virtually the complete
reaction time course with a rate constant K¼ 0.038�
0.001 ps�1 corresponding to the mean life ti 26 ps (the
noise indicated is the error upper limit). Note that a
different definition of the three states using short intervals
(0.014 Å) centered on the two free energy minima (R and
P states) and on the free energy maximum (TS state),
provided a virtually identical rate constant and kinetic
behavior. Remarkably, the obtained rate constant is well
matching the experimentally observed kinetics of this
reaction in solution10,11 (picoseconds range in CFC13/
CD2C12) and suggests that tunneling might be not
relevant in liquid phase conditions, as also indicated by
the theoretical-computational estimate of the tunneling
rate in liquid water26 (nanoseconds range). Such a result,
obtained in condensed phase, is also in agreement with
the data obtained in a previous computational attempt to
investigate malonaldehyde proton transfer in vacuum,25


leading to similar conclusions for the gas phase reaction.
It is also interesting to note that the use of standard
Transition State Theory with unitary transmission
coefficient provides a lower value of the rate constant
(mean life of about 100 ps), showing that a more general
kinetic model should be used to rationalize the DE results.
On the basis of the results obtained by DE solution (Figs.
5 and 6) we may define (in strong analogy with Eyring
approach) the R, P, and TS chemical states and the general
reaction scheme

R �!k1 TS �!k�2
P (17)


P �!k2 TS �!k�1
R (18)
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Figure 7. Mean square displacement (MSD) of the perturb-
ing electric field, as obtained by the 300K simulation. The
error bars shown correspond to a standard deviation of the
MSD


Figure 6. Time course of the reactant (solid line), product (dotted line) and transition state (inset) probabilities as obtained by
solving the diffusion equation


INTRAMOLECULAR PROTON TRANSFER IN AQUEOUS MALONALDEHYDE 527

Considering symmetric rate constants (due to the
symmetric reaction free energy), that is


k1 ¼ k2 ¼ kþ


k�1 ¼ k�2 ¼ k�


we obtain for t � t0 (see the Appendix 1)


PRðtÞ � PRð1Þ
PRðt0Þ � PRð1Þ ffi e�Kðt�t0Þ (19)


PPðtÞ � PPð1Þ
PRðt0Þ � PRð1Þ ffi �e�Kðt�t0Þ (20)


PTSðtÞ ffi PTSð1Þ ¼ kþ
2k� þ kþ


K ¼ 2kþk� þ k2þ
2k� þ kþ


¼ kþ


where PR, PP, PTS are the probabilities for R, P, and TS,
respectively. Note that such a steady state model, based on
the assumption _PTS ffi 0 and matching perfectly the DE
results in the t� t0 range, is rather different from the
Eyring model which assumes a pre-equilibrium between
the R and TS species, considering only the R!P reaction
(see the Appendix 1). Using the equilibrium TS
probability as well as the kþ¼K rate constant, we may
also evaluate the inverse reaction constant k�¼ 23.4�


Copyright # 2006 John Wiley & Sons, Ltd.

0.6 ps�1 corresponding t0 a mean life of about 43 fs (the
noise indicated is the error upper limit).


Finally, in order to check the accuracy of our basic
assumption that the IRC can be used as a single reaction
coordinate to describe the proton transfer kinetics, we can
monitor the perturbing electric field relaxation. In Fig. 7
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we show the mean square displacement in time of the
perturbing field (defined in the malonaldehyde reference
frame summing the MSD of each component), as
obtained by the 300K simulation considering a set of
subtrajectories starting in the probability maximum of the
field, that is, the free energy minimum in the field space.
From the figure it is evident that the perturbation is fully
relaxed within 20–30 fs, indeed showing that the solvent
can be considered as instantaneously relaxed along the
IRC transition occurring, as found by our model, within
several tens of picoseconds.

CONCLUSIONS


In this paper we utilized the very recently introduced
theoretical modeling of the reaction thermodynamics in
complex systems,38 to treat the intramolecular proton
transfer of aqueous malonaldehyde. Comparison between
solution (PMM) and vacuum reaction free energy profiles
clearly shows that water acts as a ‘catalyzator’’ of the
reaction, lowering the free energy barrier. Such a result is
not a simple dielectric effect as PCM calculations provide
essentially the same free energy barrier of the vacuum
curve. Interestingly the solution reaction free energy
surface, as obtained by PMM and MD simulations, shows
a weak temperature dependence and the QGE model,
constructed to describe the complete reaction thermo-
dynamics, clearly indicates that no large entropic
variations are involved in the proton transfer process
although an entropy reduction is present in correspon-
dence of the transition structure (negative activation
entropy). The reaction free energy surface and the
estimated diffusion coefficient along IRCwere used in the
diffusion equation to provide the complete (classical)
kinetics of the reaction. The accuracy of such a theoretical
evaluation of the kinetics, based on the assumption that all
the degrees of freedom orthogonal to the reaction
coordinate are instantaneously relaxed during the IRC
transition, has been checked by evaluating the relaxation
rate of the perturbing electric field, resulting more than
1000 times faster than the IRC transition rate as obtained
by the model itself. In fact the obtained proton transfer
kinetics, providing a transition rate constant of
0.038 ps�1, fits well the experimentally estimated
picoseconds range transition mean time in CFC13/
CD2C12 solution,10,11 that is, the only available exper-
imental data on the reaction in condensed phase found in
literature. This result, when considering the much larger
tunneling mean life in aqueous solution as provided by
theoretical-computational data,26 suggests that tunneling
could be kinetically not relevant in condensed phase, as
also reported for the gas-phase reaction.25 Finally, our
data show that Eyring theory is inaccurate in the present
case and a more general chemical kinetic model must be
used to rationalize the diffusion equation results (see
Appendix 1).

Copyright # 2006 John Wiley & Sons, Ltd.
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APPENDIX 1


Consider the general reaction scheme for the three chemi-
cal states R, P and TS


R �!k1 TS �!k�2
P (21)


P �!k2 TS �!k�1
R (22)


and the stationary condition


_PTS ¼ k1PR � k�1PTS þ k2PP � k�2PTS ffi 0 (23)


PTS ffi
k1PR þ k2PP


k�1 þ k�2


(24)


valid for t� t0 (t0 is the time interval required to achieve
the steady state). From the relation 1 ¼ PRð0Þ ¼ PRðtÞ þ
PPðtÞ þ PTSðtÞ we have PPðtÞ ¼ 1� PRðtÞ � PTSðtÞ and
hence 8t� t0


PTSðtÞ ffi
k1 � k2ð ÞPR þ k2


k�1 þ k�2 þ k2
(25)


_PR ffi �KPR þ K 0 (26)


K ¼ k1k�2 þ k1k2 þ k2k�1


k�1 þ k�2 þ k2
(27)


K 0 ¼ k2k�1


k�1 þ k�2 þ k2
(28)


The general solution of the previous ordinary linear
differential equation is, in the time range t� t0,


PRðtÞ ffi PRð1Þ þ ½PRðt0Þ � PRð1Þ�e�Kðt�t0Þ (29)


PRð1Þ ¼ K 0


K
¼ k2k�1


k1k�2 þ k1k2 þ k2k�1


From the last expressions we readily obtain (using
again PPðtÞ ¼ 1� PRðtÞ � PTSðtÞ and the stationary
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condition)


PPðtÞ ffi PPð1Þ � k�1 þ k�2 þ k1


k�1 þ k�2 þ k2


þ ½PRðt0Þ � PRð1Þ�e�Kðt�t0Þ (30)


PPð1Þ ¼ k�1 þ k�2 � k�1 þ k�2 þ k1ð ÞPRð1Þ
k�1 þ k�2 þ k2


¼ k1k�2


k1k�2 þ k1k2 þ k2k�1


PTSðtÞ ffi PTSð1Þ


þ k1 � k2


k�1 þ k�2 þ k2
PRðt0Þ � PRð1Þ½ �e�Kðt�t0Þ


(31)


PTSð1Þ ¼ k1 � k2ð ÞPRð1Þ þ k2


k�1 þ k�2 þ k2


¼ k1k2


k1k�2 þ k1k2 þ k2k�1


When in the PR, Pp, PTS expressions we use symmetric
rate constants, that is, k1 ¼ k2 ¼ kþ; k�1 ¼ k�2 ¼ k�, we
obtain the relations, given in the Results and Discussion
section, valid for the aqueous malonaldehyde proton
transfer. It is also instructive to consider other two special
cases of this general model. If we deal with a reaction
where k2 ffi 0 then we have K ffi k1k�2=ðk�1 þ k�2Þ
and


PTS


PR


ffi k1


k�1 þ k�2


(32)


corresponding to a simple steady state for the R!P
reaction alone. This case is typical in systems where
the free energy of the product is much lower than the
reactant one or the product is instantaneously
removed in some way (e.g., in enzymatic reactions).
When k2; k�2 ffi 0 we obtain a further condition with
K ffi k1k�2=k�1 and PTS=PR ffi k1=k�1 which clearly
corresponds to a pre-equilibrium between the R and
TS species, as required by the Eyring theory.
However, this last case is rather unusual as k�2 is
typically larger or of the same order of k�1 when
k1	 k2, and hence Eyring theory should not be used
as a general model to describe chemical reactions.


APPENDIX 2


In this appendix we show, in a simple and direct way, how
to obtain the diffusion equation used in this paper.


‘Consider, in general, a set of reaction coordinates h
providing the kinetic relaxation of the system, that is, all
the other degrees of freedom are assumed to be fully
equilibrated along the h relaxation. The equations of
motion for the h degrees of freedom when averaging
over the ensemble defined by the solute molecules within

Copyright # 2006 John Wiley & Sons, Ltd.

a tiny h volume (equivalent to a numerical differential),
can be approximated as


_ph hð Þ
� �


ffi F hð Þ � ~G t; hð Þ ph hð Þ
� �


ð33Þ


ph hð Þ
� �


¼ ~Mh;h hð Þ _h hð Þh i ð34Þ

where ph are the h conjugated momenta, F is the sys-
tematic, that is, equivalent to an external field, force in the
space and ~G, ~Mh;h are the friction matrix and solute
(classical) mass tensor block corresponding to the h
coordinates. We assumed a virtually fixed solute mass
tensor for a given h position and hence ~Mh;h provides the
only non zero terms of ph after averaging, as the other
degrees of freedom are considered as fully equilibrated
with hence zero mean velocities. Within the approxi-
mation given by the previous equations, the work due
to the systematic force only should coincide with the
maximum work along the transition, that is, the work
obtained for a reversible transition with then _hh i ¼ 0.
Hence, for a molecule passing from a tiny volume cen-
tered at ha to another one centered at hb we can write


DA nð Þ ¼ @A


@nhb


� 	
þ @A


@nha


� 	
@nha
@nhb


� 	


¼ m nhb ; hb

 �


� m nha; ha

 �


¼ �
ðhb
ha


F hð Þ � dh


ð35Þ
providing 
 �

F hð Þ ¼ �rhm nh; h ð36Þ


In the last equations Aðn) is the Helmholtz free energy
of the total NVT system fully defined by the vector
n ¼ nh1 ; nh2 ; . . . providing the solute molecular number
in each tiny volume andm nh; hð Þ is the chemical potential
at a given h position, that is, within the corresponding tiny
volume. Note that the molecular number can be used as a
continuous variable, given the fact that for any thermo-
dynamic property in a macroscopic system the variation
due to a single molecule is virtually equivalent to a
differential. From the definition of the chemical potential
and solute density in the h space r t; hð Þ, we readily have


m nh; h

 �


¼ Dm� nð Þ þ kT ln
nh


nhR
þ m nhR; hR



 �
ð37Þ


r t; hð Þ 
 �


¼ Dm�ðnÞ þ kT ln


r t; hRð Þ þ m nhR; hR


ð38Þ
which used together with _ph


� �
ffi 0 (the linear regime

condition) provides


_h hð Þh i ffi � ~G t; hð Þ ~Mh;h hð Þ
� ��1rhDm� nð Þ


� ~G t; hð Þ ~Mh;h hð Þ
� ��1


kT
rhr t; hð Þ
r t; hð Þ


ð39Þ
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Hence from the definition of the flux density vector
J hð Þ ¼ r t; hð Þ _h hð Þh i and setting


~D t; hð Þ ¼ kT ~G t; hð Þ ~Mh;h hð Þ
� ��1 ð40Þ


we obtain, via the divergence theorem,


@r


@t


� 	
h


¼ �rh � J ffi rh � ~D kTð Þ�1rrhDm� ~Drhr
h i


ð41Þ


This last equation, when considering a one dimensional


h space with then ~D ¼ D, provides the diffusion
equation used in this paper within the assumption
@D=@t; @D=@h ffi 0 (see theory section).’
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ABSTRACT: This contribution summarizes recent experimental developments in coupling modern sensitive IR
spectroscopic techniques with selective mass spectrometric methods, which have allowed for the first time for the
unambiguous structural characterization of isolated and microsolvated protonated aromatic molecules in the gas
phase. The two major experimental strategies involve (i) single-photon IR photodissociation (IRPD) spectroscopy in
a tandem quadrupole mass spectrometer using novel optical parametric oscillator (OPO) laser systems in the
2500–4000 cm�1 range and (ii) IR multiphoton dissociation (IRMPD) spectroscopy in a Fourier transform ion
cyclotron resonance (FT-ICR)mass spectrometer using high-intensity free electron lasers (FEL) in the 500–2500 cm�1


range. Both techniques offer complementary spectroscopic information, which is highlighted for the various isomers
of protonated fluorobenzene, a simple prototype for protonated aromatic molecules. The analysis of the IR spectra
provides unprecedented experimental insight into structure, energetics, and chemical reactivity of these fundamental
reactive intermediates under isolated and controlled microsolvation conditions. Copyright # 2006 John Wiley &
Sons, Ltd.

KEYWORDS: arenium ions; protonated fluorobenzene; electrophilic aromatic substitution; reaction mechanisms; reactive


intermediates; IR spectroscopy; photodissociation; structure elucidation

INTRODUCTION


Protonation of aromatic molecules is of central importance
to many processes in physical organic chemistry. For
example, protonated aromatic molecules (denoted AHþ)
appear frequently as short-lived reactive intermediates in
fundamental organic reaction mechanisms. One key
example is the electrophilic aromatic substitution, the
probably most important reaction mechanism of aromatic
molecules, in which AHþ may occur as transient s com-
plexes (Wheland intermediates) or as p complexes.1–3 It is
well established that fundamental properties of these ionic
reactions, such as dynamics and energetics, strongly depend
on the solvation environment, mainly because of the
significant interaction of the charged reacting species with
the surrounding neutral solvent molecules.1–7 The detailed
understanding at the molecular level of the strong impact of
solvation on the attributes of the reaction mechanism
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requires the spectroscopic characterization of AHþ ions
under isolated and controlled microsolvation conditions. In
particular, IR spectra of size-selected AHþ–Lm cluster ions
are valuable probes of the structure and other relevant
properties of AHþ ions under adjustable solvation
conditions by step-wise variation of the number (m) of
neutral ligands (L) in the ionic aggregate. However, in
contrast to the substantial body of spectroscopic infor-
mation in the condensed phase (including NMR, IR, and
UV spectroscopy as well as X-ray crystallography),4–13


until recently all experimental data acquired for AHþ ions
isolated in the gas phase came from the radiolytic approach
andmass spectrometric techniques.14–19 Significantly, these
techniques provide only indirect and sometimes disputable
information about the structure of AHþ ions. Spectroscopic
studies to determine directly and unambiguously, for
example, the preferred protonation site in AHþ ions have
been lacking until very recently, mainly due to the
difficulties encountered in the production of sufficient
AHþ ion concentrations in the gas phase. However, recent
progress in the development of sensitive IR spectroscopic
photodissociation schemes, on the basis of the high
selectivity of mass spectrometry,20–26 have allowed for
the first time to spectroscopically characterize both isolated
(in 2002)27 and microsolvated (in 2001)28 AHþ ions.
Meanwhile, there have been a rapidly growing number
of studies utilizing either (i) single-photon IR
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Figure 1. Isomeric structures of protonated fluorobenzene
(C6H6F


þ), with protonation occurring at the para (1), ortho
(2),meta (3), and ipso (4) positions as well as at the F atom (5)
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photodissociation (IRPD) of AHþ–Lm clusters27–37 or (ii)
IRmultiphoton dissociation (IRMPD) of bare AHþ ions,38–
42 employing modern optical parametric oscillator (OPO)
laser and free electron laser (FEL) systems, respectively. It
is the purpose of this review to illustrate the potential of
these IR spectroscopic techniques for elucidating subtle
details of the structure and chemical reactivity of isolated
AHþ ions free from interference with any solvation effects.
IR spectroscopy is an ideal tool to probe, via the
measurement of vibrational frequencies, directly the
geometrical and energetic parameters of selected chemical
bonds in these fundamental reaction intermediates.


The present review is organized as follows. After
describing the main experimental strategies for obtaining
IR spectra of isolated and microsolvated AHþ ions, the
results will be illustrated in some detail for protonated
fluorobenzene as a prototypical AHþ ion.


EXPERIMENTAL IR(M)PD STRATEGIES


Two major experimental strategies have successfully
been employed to obtain IR photodissociation spectra of
isolated and microsolvated AHþ ions. The first technique
couples a modern low-intensity OPO laser system,
operating in the 2500–4000 cm�1 range, with a tandem
quadrupole mass spectrometer to record single-photon
IRPD spectra of weakly bound AHþ–Lm cluster ions.26


This approach relies on the evaporation of one or more of
the weakly bound solvent molecules (L) upon resonant
absorption of a single IR photon:


AHþ � Lm þ hvIR ! AHþ � Lq þ ðm� qÞL (1)


The low intensities of the OPO laser available
(E< 1mJ/pulse, I< 200kW/cm2, P< 20mW) are usually
insufficient to drive multiphoton processes.27,43 The
influence of the ligands on the IR spectrum of the central
AHþ ion depends on several factors, including the strength
of the interaction, the type of ligand (polar or nonpolar), the
site of solvation, and the type of vibration. The effects of
microsolvation on the properties of the bare AHþ ion may
be controlled by the systematic variation of L (i.e., the
strength of the interaction), the degree of solvation (m), and
the comparison with quantum chemical calculations.32,44–48


In many cases, the perturbation of AHþ induced by the
ligands can be neglected (messenger technique).30,49 This
type of IRPD spectroscopy has so far been applied to AHþ–
Lm clusters with aromatic molecules A¼ benzene,29–31


(para-halogenated) phenols,28,32–34 fluorobenzene,35 pyri-
dine,31 and imidazole.36 Single-photon IRPD can also be
applied to certain isomers of bare AHþ ions, in case they
feature weak chemical bonds:


AHþ þ hvIR ! Bþ þ C (2)


This variant of IRPD has so far been used to
characterize the onium isomers of protonated fluoroben-
zene (HF elimination of the fluoronium isomer)27 and
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protonated para-fluorophenol (HF and H2O elimination
of the fluoronium and oxonium isomers, respectively).37


However, one-photon IRPD usually fails to dissociate
common AHþ ions, because the energy of a single IR
photon is insufficient to break strong covalent
bonds.27,35,37


The shortcut of single-photon IRPD is overcome by the
second major experimental strategy, which couples a
high-intensity FEL, operating in the 50–2500 cm�1 range,
with ion cyclotron resonance (ICR) mass spectrometry to
drive IR multiphoton photodissociation (IRMPD) of
strongly bound AHþ ions:50–52


AHþ þ nhnIR ! Bþ þ C (3)


The high intensities of the FEL available
(E< 100mJ/macropulse, P< 1W) are usually sufficient
to drive multiphoton absorption processes. IRMPD
spectroscopy has recently been applied to AHþ ions
with A¼ benzene,38,39 phenylsilane,40 benzoic acid,41


fluorobenzene,39 and toluene.42


As all three processes described in Eqns (1)–(3) have
been utilized to characterize various isomers of proto-
nated fluorobenzene,27,34,35,39 this molecule has been
chosen here to illustrate the possibilities of both the IRPD
and the IRMPD approaches for spectroscopically
characterizing the structure and reactivity of elementary
protonated aromatic molecules.


BACKGROUND INFORMATION FOR C6H6F
R


This section briefly reviews the background information
relevant for protonated fluorobenzene (C6H6F


þ).
The potential energy surface (PES) of C6H6F


þ has been
studied in detail by quantum chemical techniques.27,53–61


Figures 1 and 2 show the minimum structures and the
corresponding PES of C6H6F


þ determined at the B3LYP/
6-311G(2df,2pd) level, respectively.27 Protonation of
C6H5F can occur at the aromatic ring (1–4) and at the F
atom (5), leading to the formation of carbenium and
fluoronium ions, respectively. Their relative energies
increase in the order 1< 2� 3� 4� 5, reflecting the
ortho/para directing nature of the F substituent in
electrophilic aromatic substitution reactions. The lowest
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Figure 2. Potential energy surface of C6H6F
þ calculated at


the B3LYP/6-311G(2df,2pd) level.27 Energies are corrected
for zero-point energy. The lowest dissociation channel for all
C6H6F


þ isomers corresponds to fragmentation into C6H
þ
5


(1A1) and HF (
1Pþ). Experimental excess energies for proton-


ation of C6H5F in para position (1) using HR
3 , CH


R
5 , and C2H


R
5


are indicated by dotted lines27,71
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energy interconversion between them proceeds via
hydrogen-bridged transition states.55,62 Isomer 5 is
separated from 1–4 by a high barrier, whereas the
barriers between 1–4 are significantly smaller. All minima
on the PES correspond to s complexes and no stable
p complex could be located. Protonation at the F
substituent considerably destabilizes the strong C—F
single bond of C6H5F. Hence, 5 is best described as a
weakly bound electrostatic ion–dipole complex between
the phenyl cation in its singlet ground state and HF,
C6H


þ
5 —FH, with a relatively low dissociation energy of


the order of 50 kJ/mol. Consequently, dehydrofluorina-
tion is by far the lowest dissociation channel for 1–5,
whereas H2 loss is significantly higher in energy (by about
85 kJ/mol). In addition to 5, several other less stable
ion–dipole complexes of the type C6H


þ
5 —FH were


located on the C6H6F
þ PES.27


Early experimental information about the structure of
C6H6F


þ in the condensed phase was provided by 1H- and
19F-NMR spectroscopy in superacid solutions.62,63 A
static s complex 1 was identified at low temperature,
whereas complete scrambling of all ring protons occurred
in the high-temperature limit due to rapid intramolecular
1,2 H-shift. Only the carbenium isomers 1–3 could be
detected, and no experimental evidence was presented for
the existence of a p complex or the fluoronium isomer 5 in
these solutions.


As for the gas phase, until recently all experimental
information for isolated C6H6F


þ was provided either
from the radiolytic approach64,65 or from mass spec-
trometry,53,55,56,60,61,66–70 including high-pressure mass
spectrometry, proton transfer equilibria measurements,
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metastable decay (MD) analysis, kinetic energy release
measurements, and collision-induced dissociation (CID)
experiments. The protonation sites inferred for C6H6F


þ,
when produced by either chemical ionization (CI) or
electron ionization (EI), depended strongly on the ion
source conditions, including temperature, pressure, and
the protonating agent and precursor employed for the CI
and EI processes, respectively. Moreover, both kinetic
and thermodynamic factors strongly affect the isomer
ratios observed. The experimental proton affinities
(PA)53,71 of C6H5F for generating 1 and 5 of 755.9 and
577� 24 kJ/mol are in accord with the calculated values
of 776 and 610 kJ/mol, respectively (Fig. 2). Although 5 is
substantially less stable than 1–4, significant concen-
trations of 5 can be generated by near resonant proton
transfer, that is using a Brønsted acid for protonation with
similar or slightly smaller PA, such as CHþ5
(PACH4


¼ 544 kJ/mol).71 Once stable 5 is formed, its
conversion into the more stable isomers 1–4 is strongly
hindered by a high isomerization barrier of the order of
86 kJ/mol. In contrast, 5 cannot be produced in significant
abundance using protonating agents with significantly
lower or higher PA, such as Hþ3 or C2H


þ
5 (PAH2


¼
422 kJ/mol, PAC2H4


¼ 681 kJ/mol).71 In the first case, the
large excess energy involved in the proton transfer step
creates internally hot 5, which results in quantitative uni-
molecular dissociation via HF loss. In the latter case, the
proton transfer reaction generating 5 is endothermic
preventing direct protonation at the F atom.

SPECTROSCOPIC RESULTS


This section reviews recent IR spectroscopic studies for
C6H6F


þ, which could unambiguously identify the
protonation site. (a) First, the single-photon IRPD spectra
of bare C6H6F


þ display the selective detection of isomer
5, and the analysis of the C—H and C—F stretching
frequencies provides spectroscopic confirmation of the
HF—C6H


þ
5 ion–dipole notation of 5.27 Significantly, the


IRPD spectrum of 5was the first IR spectrum recorded for
an isolated AHþ ion. (b) Second, the single-photon IRPD
spectrum of C6H6F


þ—(N2)2 monitored in C6H6F
þ


fragment channel allowed for the selective detection of
the most stable carbenium isomers of C6H6F


þ, 1 and 2.35


Systematic comparison of their aliphatic C—H stretch
frequencies with those of related carbenium ions reveals
the effects of the substitution of functional groups on the
reactivity of the CH2 group,


34,35 which corresponds to the
reactive center of these arenium ions in, for example,
electrophilic aromatic substitution. (c) Finally, the
IRMPD spectrum of C6H6F


þ selectively detected also
only the carbenium isomers 1 and 2, and the comparison
of the vibrational spectrum in the fingerprint range (1000–
1800 cm�1) with those of C6H5F and C6H


þ
7 reveals the


impact of both protonation and H!F substitution on the
structure and reactivity of these aromatic molecules.39
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Figure 3. Mass spectrum of the EI ion source for an expan-
sion of C6H5F seeded in a CH4/Ar mixture (1:1 ratio) at 8 bar
stagnation pressure.27 The most intense peaks are assigned
to C6H6F


þ, C6H5F
þ, CHþ5 , and C2H


þ
5


Figure 4. Mass spectra obtained by mass selecting C6H6F
þ


with QMS1 and scanning QMS2 to monitor metastable
decay (MD) and laser-induced dissociation (LID,
nIR¼ 3645 cm�1).27 Both processes are dominated by HF loss
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IRPD of C6H6F
R


The relatively low dissociation energy of the fluoronium
isomer of C6H6F


þ (5) with respect to dehydrofluorina-
tion, D0� 50 kJ/mol (Fig. 2), is of the order of the C—H
and F—H stretch frequencies, and thus offers the
possibility to selectively detect this particular isomer
via resonant single-photon IRPD spectroscopy using a
tunable narrow-band OPO laser:27


C6H6F
þ þ hvIR ! C6H


þ
5 þ HF (4)


To this end, IRPD spectra of C6H6F
þ were recorded in


a tandem quadrupole mass spectrometer (QMS1/2)
coupled to an EI ion source and an octopole ion trap.
The C6H6F


þ ions were generated in a high-pressure
supersonic plasma expansion, which combines EI with a
molecular beam.27 Figure 3 shows a typical mass
spectrum of the EI ion source for an expansion of
C6H5F seeded in a CH4/Ar mixture (1:1 ratio) at 8 bar
stagnation pressure. The mass spectrum is dominated by
C6H6F


þ, C6H5F
þ, CHþ5 , and C2H


þ
5 . EI of CH4 and


subsequent ion–molecule reactions generate the Brønsted
acids CHþ5 and C2H


þ
5 , which in turn protonate C6H5F via


proton transfer. The C6H6F
þ ions generated were


stabilized by collisional cooling in the high-pressure
region of the plasma expansion. The presence of CHþ5 and
C2H


þ
5 ensured the production of significant concen-


trations of both carbenium and fluoronium isomers of
C6H6F


þ. These were mass selected by QMS1 and the
prepared C6H6F


þ ion beam interacted in an adjacent
octopole trap with the OPO laser beam. Resonant
excitation of C6H6F


þ into metastable vibrational levels
induced fragmentation into the phenyl cation and HF,
which is the lowest energy dissociation channel
accessible (Fig. 2, Eqn (4)). No other fragment channel
was observed upon single-photon IR excitation. The
C6H


þ
5 fragment ions were filtered by QMS2 and


monitored as a function of the OPO laser frequency
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(nIR) to obtain the IRPD spectrum of C6H6F
þ. Figure 4


reproduces mass spectra obtained by selecting C6H6F
þ


with QMS1 and scanning QMS2 to monitor MD and
resonant laser-induced dissociation (LID). MD originates
from fragmentation of initially hot C6H6F


þ ions in the
octopole (mainly HF loss), which survive the passage
through QMS1 as parent ions (�500ms). For the LID
spectrum, the laser was set resonant to the intense F—H
stretch vibration (sFH) of 5 at 3645 cm�1 and additional
laser-induced fragmentation into the C6H


þ
5 channel was


observed. The MD and LID signals in the C6H
þ
5 channel


correspond to 0.01% and 0.03% of the C6H6F
þ parent ion


signal, respectively. The low MD yield indicates
internally cold C6H6F


þ ions in the octopole, whereas
the low LID yield reflects the low photodissociation
efficiency of single-photon IRPD.


Figure 5 compares the IRPD spectrum of C6H6F
þ


recorded between 2540 and 4050 cm�1 with stick spectra
calculated for all possible C6H6F


þ isomers as well as the
planar HFmo—C6H


þ
5 ion–dipole complex (�27 kJ/mol),


in which the F atom of HF forms bifurcated H-bonds to
the two protons in meta and ortho position of C6H


þ
5 (the


most strongly bound isomer of this type of complex).27


Clearly, the experimental IRPD spectrum is dominated by
absorptions of the fluoronium isomer (5), whereas ab-
sorptions of the more stable carbenium isomers (1–4) are
completely lacking. The analysis of the C6H6F


þ spectrum
spectroscopically confirms the notation of a weakly
bound HF—C6H


þ
5 ion–dipole complex of 5 predicted


theoretically. Indeed, the low dissociation energy of 5
with respect to HF loss is an interesting example of C—F
bond destabilization upon protonation. The inert C—F
bond in stable fluorocarbons is apparently the strongest
single bond that carbon can form.72 Interestingly, this
bond can be significantly weakened and activated by
attaching either a proton or a metal cation to the F atom,
respectively.73,74 The IRPD spectrum of 5 provides
spectroscopic proof for the protonation-induced C—F
bond activation in C6H5F. For example, the F—H stretch
vibration of 5 (sFH¼ 3645 cm�1) is much closer to that of
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Figure 5. Experimental IRPD spectra of C6H6F
þ (recorded in


the C6H
þ
5 channel)27 and C6H6F


þ–(N2)2 (recorded in the
C6H6F


þ channel)35 are compared to stick spectra of the
fluoronium isomer of C6H6F


þ (5), the HFmo–C6H
R
5 ion–dipole


complex, and the carbenium isomers of C6H6F
R (1–4) cal-


culated at the B3LYP/6-311G(2df,2pd) level (scaling factor
0.96406).27 The relative intensities in the stick spectra of
different isomers reflect directly the calculated IR oscillator
strengths. The F–H stretch frequencies of HF and HFR at
3961.4 and 2912.5 cmS1, as well as the C–H stretch fre-
quency of C6H


R
5 deposited in argon at 3110 cmS1, are


indicated by arrows.75,76,78 The assignment of the band
marked with an asterisk is ambiguous
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neutral HF (3961.4 cm�1)75 than to that of the HFþ cation
(2912.5 cm�1),76 consistent with the modest predicted
charge transfer from C6H


þ
5 to HF (0.17 e) in


HF—C6H
þ
5 .


27 Similarly, sFH of 5 is much higher than
the average F—H stretch frequency in HFHþ, nav¼
3342.2 cm�1,77 demonstrating the stabilizing effect of
charge delocalization in the C6H


þ
5 ring on the F—H bond


upon substituting Hþ by C6H
þ
5 . Indeed, PAC6H5F for F


protonation (577� 24 kJ/mol) is much larger than PAHF


(484 kJ/mol).53,71 The second transition observed at
3125 cm�1 is assigned to the antisymmetric C—H stretch
of the two ortho H atoms of 5 (sCH) and compares
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favorably with the corresponding transition of bare C6H
þ
5


isolated in an Ar matrix (3110 cm�1).78 In contrast to sFH
and sCH of 5, the interpretation of the weak band around
3885 cm�1 (marked by an asterisk in Fig. 5) is less
certain. Possible assignments include combination bands
of 5 (not included in the simulations) or sFH of less stable
HF—C6H


þ
5 complexes, such as HFmo—C6H


þ
5 , which


may be created in the employed supersonic plasma
expansion. The calculated dissociation energy of 5 for HF
loss (D0¼ 4521 cm�1) slightly exceeds the fundamental
frequencies of sFH and sCH. On the other hand, the linear
laser power dependence of the IRPD signals strongly
suggests the observation of single-photon absorption
processes. Hence, the transitions observed in the IRPD
spectrum of 5 must arise from ions containing a certain
amount of (ro)vibrational internal energy prior to
photoexcitation, that is, they correspond to sequence
transitions of the form sCH/FHþ nX nX, where nX are
low-frequency inter- and/or intramolecular modes. As a
result, the widths of the transitions are relatively broad
(30–45 cm�1). Assuming single-photon absorption of
relatively cold 5 and a binding energy ofD0� 4500 cm�1,
the rovibrational excitation of the C6H


þ
5 and HF


dissociation products must be small. The HF fragment
is in the vibration less 1Pþ electronic ground state
with low rotational excitation. The C6H


þ
5 fragment is


the phenyl cation in its 1A1 electronic ground state
(with probably only minor vibrational excitation),
as the lowest triplet state (3B1) and the most stable
acyclic C6H


þ
5 isomers are at least �0.8–1 eV higher in


energy.70,79 Hence, IRPD of 5 does not induce ring
opening, consistent with previous kinetic energy release
data.55,61


Significantly, the IRPD spectrum of C6H6F
þ com-


pletely lacks contributions of carbenium isomers (1–4).
Their characteristic fingerprint transitions in this
spectral range arising from the aliphatic C—H stretch
vibration(s) of the (substituted) methylene group near
2600 (4) and 2900 cm�1 (1–3) are clearly absent. At first
glance, this result may be surprising because the
carbenium ions are certainly more stable than 5 and
at least the most stable of them (1, 2) certainly occur
with significant abundance in the generated C6H6F


þ ion
beam. However, overcoming the barrier for dehydro-
fluorination of cold carbenium isomers requires at least
�170 kJ/mol �14 200 cm�1 (for 4) corresponding to
the absorption of more than four photons with
nIR� 3000 cm�1 (Fig. 2). Apparently, the available
OPO laser intensity (200 kW/cm2) is insufficient to drive
this multiphoton process. On the other hand, resonant
single-photon dissociation of carbenium ions requires
initial internal energies of >130 kJ/mol. Evidently, the
population of such energetic carbenium ions in the
C6H6F


þ beam is below the detection limit when CHþ5 /
C2H


þ
5 is used for protonation. This result is also


consistent with the small MD signal in the mass spectra
in Fig. 4.
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IRPD of C6H6F
R–Lm


In an effort to spectroscopically detect selectively only
carbenium isomers of C6H6F


þ, the IRPD spectrum of
C6H6F


þ—(N2)2 was recorded in the C6H6F
þ fragment


channel using the OPO laser:35


C6H6F
þ � ðN2Þ2 þ hvIR ! C6H6F


þ þ 2N2 (5)


The C6H6F
þ—(N2)2 spectrum was recorded with the


same setup as described above.26 C6H6F
þ—(N2)2 cluster


ions were generated in a high-pressure supersonic plasma
expansion of C6H5F seeded at room temperature in a
H2/He/N2 mixture (1:1:20 ratio) at 8 bar stagnation
pressure. EI of this mixture suppressed the production of 5
and generated mainly carbenium isomers of C6H6F


þ.
Clusters with N2 ligands were created by subsequent
three-body association reactions in the high-pressure
region of the expansion. The C6H6F


þ—(N2)2 ions were
selected by QMS1, interacted in the adjacent octopole
with the OPO laser pulse, and the C6H6F


þ fragment ions
produced in reaction (5) were selected by QMS2 and
monitored as a function of nIR to obtain the IRPD
spectrum of C6H6F


þ—(N2)2.
According to IRPD spectra and calculations for the


related C6H
þ
7 —(N2)2 complex,29,30 both N2 ligands in


C6H6F
þ—(N2)2 with carbenium ions form weak inter-


molecular p bonds to the C6H6F
þ ring, with dissociation


energies of the order of 800 cm�1 (�10 kJ/mol). In
contrast, in 5—(N2)2 one N2 ligand is relatively strongly
H-bonded to the acidic FH group (with a calculated
dissociation energy of �57 kJ/mol), whereas the second
ligand is probably p-bonded by �10 kJ/mol. Hence,
whereas the IR photon energy (�30–40 kJ/mol) is
sufficient to evaporate both N2 ligands of 1–4—(N2)2,
it is not enough to cleave both intermolecular bonds
in 5—(N2)2. Consequently, the IRPD spectrum of
C6H6F


þ—(N2)2 monitored in the C6H6F
þ channel should


selectively show absorptions of only the 1–4—(N2)2
isomers. Moreover, as both N2 ligands are only weakly p-
bonded to 1–4, the IRPD spectra of 1–4—(N2)2 are
expected to be very similar to those of bare 1–4.29,30 The
IRPD spectrum of C6H6F


þ—(N2)2 in Fig. 5 is indeed in
close agreement with those calculated for 1–3, confirming
the small perturbation by the N2 ligands. The spectrum is
dominated by the symmetric and antisymmetric C—H
stretch modes of the aliphatic CH2 group, sCH(sp


3)
�2840 cm�1, and weaker absorptions arising from
aromatic C—H stretch modes, sCH(sp


2) �3125 and
3113 cm�1. The widths of individual bands in the
C6H6F


þ—(N2)2 spectrum (<10 cm�1) are significantly
smaller than those of the C6H6F


þ spectrum (�30 cm�1)27
because of better effective cooling upon N2 complexation
in the former case.25,43


Several plasma-chemical, thermochemical, theoretical,
and spectroscopic arguments strongly suggest that the
C6H6F


þ—(N2)2 spectrum in Fig. 5 arises mainly from
complexes of 1 and 2. First, C6H6F


þ is produced by
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protonation of C6H5F using acids XHþ in which X has a
PA very different from that of C6H5F for F protonation
(mainly X¼He, H2, and N2, with PA¼ 178, 422, and
494 kJ/mol),71 leading to nearly exclusive production of
carbenium isomers. Even if 5—(N2)2 were produced in
significant abundance, the large total dissociation energy
for both ligands (�67 kJ/mol) prevents the observation of
the IRPD process described in Eqn (5). Experience with
the generation of related AHþ ions in the employed ion
source28,32 suggests that the production of 3 and 4 is
very inefficient due to low isomerization barriers (35 and
15 kJ/mol) toward the significantly more stable isomers 1
or 2.27 Furthermore, the observed relative intensity ratios
of the sCH(sp


3) and sCH(sp
2) transitions are in good


agreement with those calculated for 1–3, indicating that
the C6H6F


þ—(N2)2 spectrum lacks large contributions
from complexes of both 4 and 5. Moreover, the calculated
sCH(sp


3) frequencies of 3 are significantly lower than
those for 1 and 2 (by �20 cm�1). Hence, as (scaled)
calculated frequencies tend to underestimate sCH(sp


2) but
overestimate sCH(sp


3),29,30 comparison with the spectra
calculated for 1–3 implies only minor contributions of 3
to the C6H6F


þ—(N2)2 spectrum. In summary, although
on the basis of the calculated and experimental spectra in
Fig. 5 alone a small contamination of clusters of 3–5 to
the aromatic C—H stretch bands in the C6H6F


þ—(N2)2
spectrum cannot be completely ruled out, all arguments
strongly suggest clusters of 1 and 2 to be by far the
predominant carrier of the observed spectrum.


The frequencies of the C—H stretch vibrations of the
aliphatic CH2 group in substituted arenium ions,
sCH(sp


3), are directly correlated to the corresponding
C—H bond strengths.34 Hence, the systematic compari-
son of sCH(sp


3) of a variety of (poly)substituted AHþ ions
reveals directly the influence of the substitution of
functional groups on the intrinsic chemical properties of
these important reaction intermediates, because the CH2


group represents the reactive center of the arenium
isomers of AHþ ions in, for example, electrophilic
aromatic substitution reactions.1,2 Figure 6 compares the
IRPD spectra of a variety of (substituted) AHþ–Lm ions
(L¼Ar or N2, m¼ 1 or 2), namely AHþ¼ protonated
benzene (C6H


þ
7 , a),29,30 protonated fluorobenzene


(C6H6F
þ, b),35 protonated phenol (C6H7O


þ, c),32,33 pro-
tonated para-fluorophenol (C6H6FO


þ, d),34 and proto-
nated para-chlorophenol (C6H6ClO


þ, e).34 The spectral
range investigated (2700–3000 cm�1) covers the C—H
stretch fundamentals of the aliphatic CH2 group in
arenium ions, which typically occur near 2800 cm�1.5,29


The ligands L act only as a messenger and have virtually
no influence on the properties of the aliphatic C—Hbonds
of the arenium isomers of AHþ (DsCH(sp


3)< 3 cm�1),
because they bind either to the acidic OH group (if
present) or to the p electron system.29,32 Figure 6
compares the IRPD spectra of AHþ–Lm directly to IR
spectra calculated for the most stable arenium isomers of
the bare AHþ ions. As expected, the sCH(sp


3) frequencies
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Figure 6. Structures of investigated arenium ions: para-
protonated C6H6X


þ (X¼H, F, OH), ortho-protonated
C6H6X


þ (X¼H, F, OH), and ortho-protonated C6H6OY
þ


(Y¼ F, Cl). Experimental IRPD spectra of C6H
þ
7 –Ar (a),29


C6H6F
þ–(N2)2 (b),35 C6H7O


þ–Ar (c),32 C6H6OF
þ–Ar (d),34


and C6H6OCl
þ–Ar (e),34 recorded in the range of the


aliphatic C–H stretch fundamentals, are compared to corre-
sponding IR absorption spectra of C6H


þ
7 (a), p/o-C6H6F


þ (b),
p/o-C6H7O


þ (c), o-C6H6OF
þ (d), and o-C6H6OCl


þ (e) calcu-
lated at the B3LYP/6-311G(2df,2pd) level (convolution width
20 cm�1, scaling factor 0.95)34
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depend sensitively on the substitution of the functional
groups X and Y (Table 1), reflecting directly their
influence on the stability of the aliphatic C—H bonds.
The higher sCH, the stronger and shorter are the C—H
bonds of the aliphatic CH2 group. The substantial
variation in sCH(sp


3), 2795–2877 cm�1, demonstrates

able 1. Calculated properties of the C–H bonds of the
liphatic CH2 group in selected arenium ions (AHþ, Fig. 6)
ompared to experimental values.34


Hþ ion
RCH (Å)
calca


sCH (cm�1)
calca


sCH (cm�1)
exp


6H
þ
7 1.1054 2801, 2807 2795, 2810


-C6H6F
þ (1) 1.1038 2813, 2816 2840b


-C6H6F
þ (2) 1.1026 2826, 2832 2840b


-C6H7O
þ 1.1019 2828, 2829 2864, 2877b


-C6H7O
þ 1.1001 2843, 2853 2864, 2877b


-C6H6OF
þ 1.1004 2840, 2849 2866


-C6H6OCl
þ 1.1005 2839, 2848 2866


B3LYP/6-311G(2df,2pd) level (scaling factor 0.95).
A specific assignment to either the ortho or the para isomer is impossible at
e present stage. Probably both isomers contribute to the experimental IR
gnal.

T
a
c


A


C
p
o
p
o
o
o


a


b


th
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that IR spectroscopy is a sensitive probe for the reactivity
of the CH2 group.


Table 1 compares calculated properties of the aliphatic
CH2 group in the considered arenium ions.34 The
aliphatic C—H bonds in C6H


þ
7 are relatively weak, as


demonstrated by the comparatively large separation
(RCH¼ 1.1054 Å) and low averaged sCH(sp


3) frequencies
(�2804 cm�1). The most stable C6H6F


þ isomers,
p/o-C6H6F


þ (1/2), have significantly shorter C—H bonds
(RCH� 1.1032 Å) and correspondingly higher sCH(sp


3)
values (�2822 cm�1) than C6H


þ
7 . Similar to fluoroben-


zene, phenol prefers protonation in para and ortho
position (p/o-C6H7O


þ), and replacing F by OH strength-
ens the aliphatic C—H bonds even further (RCH�
1.1010 Å, sCH� 2838 cm�1). The preferred protonation
site of para-halogenated phenols (Y¼ F, Cl) is in ortho
position with respect to the OH group (o-C6H6FO


þ,
o-C6H6ClO


þ). According to the calculations, para-
halogenation of o-C6H7O


þ has only a minor destabilizing
effect on the aliphatic C—H bonds (DRCH� 0.0004 Å,
jDsCH(sp3)j � 5 cm�1), which are located in ortho and
meta position of the OH and F/Cl substituents,
respectively. In general, the predicted substitution effects
are nicely confirmed by the IRPD spectra. H!F!OH
substitution of benzenium increasingly stabilizes the
aliphatic C—H bonds of the most abundant para/ortho-
protonated arenium isomers. In contrast para-halogena-
tion of phenol with both F and Cl has virtually no effect on
the CH2 group of the arenium ion, which displays
protonation in ortho position of the OH group. The first
trend is in line with the PA of the substituted aromatic
molecules, PAC6H6O > PAC6H5F > PAC6H6


(817> 756>
750 kJ/mol), consistent with the increasing stabilization
of the aliphatic C—H bonds upon H!F!OH
substitution. On the other hand, the PA of phenol differs
significantly from that of para-fluorophenol
(817> 775 kJ/mol), although the sCH(sp


3) frequencies
are rather similar. Apparently, the PA provides only a
rough indication of the aliphatic C—H bond strength,
possibly because the reaction coordinate for proton
attachment is slightly different from the C—H stretch
normal modes.

IRMPD of C6H6F
R


In order to detect the IR spectrum of possible carbenium
and fluoronium isomers of bare C6H6F


þ in the frequency
range below 2500 cm�1, IRMPD spectra of C6H6F


þ were
recorded in an FT-ICR mass spectrometer utilizing the
FEL at CLIO (Centre Laser Infrarouge Orsay). This
effort extended the previous spectroscopic interrogations
of C6H6F


þ using the OPO laser in various aspects.27,34,35


First, the spectral range covered using the FEL
(600–1700 cm�1) is complementary to that using
the OPO (2540–4050 cm�1), yielding valuable new
information on vibrational frequencies in the so-called
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Figure 7. C6H6F
þ parent ion and C6H


þ
5 fragment ion signals


(arb. units) as a function of the FEL frequency39
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fingerprint range. In particular, comparison with the
corresponding spectra of C6H5F


80 and C6H
þ
7
38,39 pro-


vided insight into the effects of both protonation and
H!F substitution on the structural properties of the
molecule. Second, the much higher intensity of the FEL
(�1W) compared to the OPO (<20mW) opened the
possibility to drive multiphoton absorption processes.
Hence, in contrast to the OPO studies, all C6H6F


þ isomers
produced could be detected by monitoring IRMPD.
Third, whereas most previous studies employed high-
pressure ion sources for C6H6F


þ generation, the ions
were created in a low-pressure ICR cell (5� 10�9�
5� 10�8mbar) via CI using mass-selected CHþ5 or C2H


þ
5


ions. This is an important aspect, as the ion source
conditions are crucial for the produced C6H6F


þ isomer
ratio. In addition to the protonation site and its spectro-
scopic consequences, the differences in the fragmentation
branching ratios observed for collisional and infrared
activation (CID vs. IRMPD) were also addressed.


The experimental setup couples a mobile FT-ICR mass
spectrometer analyzer (MICRA) with tunable FEL
radiation. Details of the coupling of MICRA81 with the
FEL82 are described elsewhere.50,51 The C6H6F


þ ions
were generated in the ICR cell by CI of C6H5F using
mass-selected CHþ5 or C2H


þ
5 ions. The C6H6F


þ ions
generated were mass selected and subsequently irradiated
for 1 s with FEL radiation (�1W), which is composed of
8ms macropulses (25Hz), each divided into 500
micropulses (few ps long, 16 ns apart). Finally, a mass
spectrum was recorded at each frequency of the IR laser
to collect the parent and daughter ions, which arise from
either IRMPD or unimolecular dissociation. At the
employed experimental conditions, LID of C6H6F


þ


occurred predominantly into the lowest-energy fragment
channel (96%, HF loss), but loss of H2 was also observed
as a minor fragment channel (4%):


C6H6F
þ þ nhvIR ! C6H


þ
5 þ HF (6a)


C6H6F
þ þ nhvIR ! C6H4F


þ þ H2 (6b)


Figure 7 compares the C6H6F
þ parent ion signal with


that of the strongest fragment ion signal (C6H
þ
5 ) as a


function of nIR.
39 Clearly, there is a 1:1 correspondence


between the C6H6F
þ depletion and C6H


þ
5 appearance


signals with respect to both the positions and thewidths of
the resonances. For the strongest resonance at 1451 cm�1,
the depletion is as large as 40%, indicative of the high
efficiency of the IRMPD process. This is in stark contrast
to the low efficiency of single-photon IRPD of isomer 5 of
C6H6F


þ illustrated in Fig. 4 (0.03%) for vibrational
resonances with comparable IR oscillator strengths,
demonstrating the strong dependence of fragmentation
yields on the employed IR laser intensity. As the spectra
monitored in both channels (6a,b) were similar, only
those recorded in the HF loss channel are shown. In
current models to describe the IRMPD process, sequential
heating of the parent ion occurs via the successive

Copyright # 2006 John Wiley & Sons, Ltd.

absorption of single IR photons intermediated by
intramolecular vibrational relaxation. This relatively
slow heating process favors dissociation into the lowest
energy fragment channel with branching ratios indepen-
dent of the laser frequency.83 According to the
dissociation energies given in Fig. 2, HF (H2) loss for
cold 1 requires the absorption of n¼ 13 (n¼ 18) photons
with nIR¼ 1450 cm�1, respectively. Similarly to IRMPD,
both CID experiments of ring-protonated C6H6F


þ (1, 2) at
low collision energies and unimolecular dissociation
favor HF over H2 elimination.55,61,68 On the other hand,
CID at high collision energies induces preferentially H2


loss rather than HF loss.56,60,69 Hence, high excitation of 1
and 2 via a single excitation event leads to direct ejection
of H2, which is fast on the timescale required for
isomerization via the high barrier toward HF elimination
(Fig. 2). In contrast, heating of 1 and 2 in the IRMPD
process via the sequential absorption of multiple IR
photons appears to be slow enough to facilitate
isomerization and subsequent fragmentation into the
lowest-energy fragmentation channel. Figure 7 displays
significant frequency-independent background signal in
the C6H


þ
5 channel (4% of parent ions). This background is


large only when CHþ5 is used for C6H6F
þ generation


and is ascribed to MD of hot C6H6F
þ ions, which is


fast (t� 10�5 s)61 on the timescale of the present
experiment (�1 s).


Figure 8 compares the IRMPD spectrum of C6H6F
þ to


linear IR absorption spectra calculated for the isomers
1–5.39 No difference was found between the IRMPD
spectra of C6H6F


þ generated with either C2H
þ
5 or CHþ5 .


Hence, only the one using CHþ5 is presented in Fig. 8.
First, the isomer assignments are considered. Inspection
of Fig. 8 immediately reveals convincing agreement
between the IRMPD spectrum and the spectra predicted
for 1 and 2. Both isomers are by far the most stable
minima on the C6H6F


þ PES and therefore expected to be
generated in significant abundances. In contrast, the IR
spectra of 3–5 differ qualitatively from the IRMPD
spectrum, as is evidenced by the lack of the intense
theoretical transitions (indicated by filled circles in Fig. 8)
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Figure 8. Comparison of the experimental IRMPD spectrum
of C6H6F


þ (using CHþ5 as protonating agent) monitored in
the HF loss channel with linear IR absorption spectra of the
isomers 1–5 calculated at the B3LYP/6-311G(2df,2pd) level
(convolution width 20 cmS1, scaling factor of 0.96).39 The
lack of detection of the intense bands predicted for 3–5
(indicated by filled circles) in the measured spectrum strongly
suggests that mainly isomers 1 and/or 2 contribute to the
experimental spectrum
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in the experimental spectrum. Hence, the abundances of
3–5 are concluded to be below the detection limit. The
absence (or low concentration) of 3 and 4 in the ion source
may be rationalized by (i) their smaller stabilization

igure 9. Structural parameters (in Å) of C6H5F, C6H6F
þ (isomer 1), and C6H


R evaluated at the B3LYP/6-311G(2df,2pd) level39

F
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energies compared to 1 and 2 and (ii) their low
isomerization barriers toward 1 and/or 2 (Fig. 2). The
absence of 5 in the IRMPD spectra when using C2H


þ
5 for


C6H6F
þ production is expected, because the PAC6H5F


for F
protonation is smaller than PAC2H4


(Fig. 2), preventing
efficient generation of 5. The lack of detection of 5 in
IRMPD spectra when using CHþ5 for C6H6F


þ production
may, at first glance, be somewhat surprising because this
isomer was previously produced in significant abundance
in high-pressure CI ion sources using this Brønsted acid.
However, efforts in creating substantial amounts of 5 in
the low-pressure ICR cell using CHþ5 failed, because the
low pressure prevents efficient cooling of 5 via three-body
collisions. Most of 5 produced in the early stage of the
ion–molecule reaction sequence probably decays via MD
before interacting with the IR irradiation, giving rise to
the constant background in the HF loss channel (Fig. 7).


After assigning the transitions A–F observed in the
IRMPD spectrum of C6H6F


þ to the isomers 1 and/or 2,
their vibrational interpretation is considered.39 The high-
frequency transitions A and B at 1583 and 1451 cm�1 are
attributed to C—C stretch vibrations, sCC. Band C at
1308 cm�1 corresponds to the C—F stretch mode, sCF,
whereas band D at 1260 cm�1 arises from the scissoring
motion of the methylene group, bCH2


. Band E at
1161 cm�1 can be assigned to in-plane C—H bending
motions, bCH, whereas band F at 881 cm�1 mainly arises
from an out-of-plane ring deformation.


In an effort to unravel the effects of both protonation
and H!F substitution, Fig. 9 compares the structural
parameters of C6H5F, isomer 1 of C6H6F


þ, and C6H
þ
7 .


39


Major effects of (para-)protonation on C6H5F include a
contraction of the C—F bond (DR¼�0.049 Å), a
deformation of the aromatic ring toward a 1,4-cyclohex-
adienyl-type structure, and an elongation of the C—H
bond at the protonation site (DR¼ 0.023 Å). The excess
charge of the attached proton in 1 is largely delocalized
over the whole molecule. The six protons carry around
70% of the positive charge (qH�0.12 e), whereas the C
atoms and the CF group are less charged (�0.05 e).
Comparison between C6H


þ
7 and 1 demonstrates that


H! F substitution slightly enhances the deformation of
the aromatic ring induced by protonation. In general, the

7
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Figure 10. Comparison of linear IR absorption spectra of
C6H5F, C6H6F


þ (isomer 1), and C6H
R
7 calculated at the


B3LYP/6-311G(2df,2pd) level (convolution width 20 cmS1,
scaling factor 0.96)39 with the corresponding experimental
IR absorption spectrum of C6H5F


80 and IRMPD spectra of
C6H6F


R and C6H
R
7
39


Figure 11. Experimental IR(M)PD spectra of C6H6F
þ and


C6H6F
þ–(N2)2 (Figs. 5 and 8) compared to a linear IR absorp-


tion spectrum of isomer 1 of C6H6F
R calculated at the B3LYP/


6-311G(2df,2pd) level (convolution width 5 cmS1, scaling
factor 0.96406)39
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arenium ions are best described as (substituted) penta-
dienyl cations bridged by a methylene group.54


The structural implications upon ring protonation and
H!F substitution directly transfer into the corresponding
IR spectra.39 Experimental IR spectra of C6H5F,


80,84,85


C6H6F
þ, and C6H


þ
7 ,


39 in the fingerprint region are
compared in Fig. 10, along with calculated linear IR
absorption spectra (1 is selected for C6H6F


þ). In agreement
with the predicted trend, the frequency of the in-plane
bend, n9a, increases in the order C6H5F! 1!C6H


þ
7 . The


contraction of the C—F bond upon para-protonation of
C6H5F results in a significant increase in the C—F stretch
frequency, n7a, from 1239 to 1308 cm�1. In line with the
predictions, the frequency of the scissoring mode of the
aliphatic CH2 group in the arenium ions increases
substantially upon H!F substitution from 1225 to
1260 cm�1. According to the calculations, para-protona-
tion of C6H5F nearly removes the splitting between the two
C—C stretch modes n19a and n19b, leads to an IR
enhancement of the weaker n19b component, and keeps the
average frequency of the n19 doublet roughly constant. This
trend appears to be confirmed by the experimental IR
spectra when taking into account that the blue part of the
broad n19a/b band (band B) in the experimental C6H6F


þ


spectrum arises from isomer 1. The red part of band B at
1451 cm�1 is ascribed to the corresponding contribution of
isomer 2 with slightly lower frequency. Both the
calculations and the experimental spectra reveal that
H!F substitution slightly increases the frequency of
n19a/b. The highest frequency C—C stretch modes in these
simple benzene derivatives correspond to the n8a/b doublet,
of which only the n8a component has significant IR
intensity. Interestingly, this is the only vibration in this

Copyright # 2006 John Wiley & Sons, Ltd.

spectral range, for which the predicted protonation effect
on the frequency is opposite to the observed trend. In
addition, also the relative IR intensity of this band is
significantly lower in the IRMPD spectrum. Both effects
are attributed to the details of the IRMPD process, which
results in an underestimated frequency and IR intensity
compared to the predicted linear IR absorption spec-
trum.38,39


The experimental IRMPD and IRPD spectra of
C6H6F


þ and C6H6F
þ—(N2)2 obtained using the FEL


and OPO (taken from Figs. 5 and 8), respectively, are
combined in one trace in Fig. 11 and compared to the
linear IR absorption spectrum calculated for isomer 1 of
C6H6F


þ. As discussed above, the experimental spectra
arise mainly from the isomers 1 and 2 of C6H6F


þ,
featuring similar IR spectra. Inspection of Fig. 11 reveals
(i) good agreement between experiment and theory and
(ii) nearly complete coverage of the full IR spectrum of
the most stable carbenium isomers of C6H6F


þ in the
spectral range of fundamental frequencies by combining
the spectroscopically complementary approaches of
IRMPD (FEL) and IRPD (OPO).

CONCLUDING REMARKS AND OUTLOOK


Recent advances in the spectroscopic investigation of
protonated aromatic molecules under controlled micro-
solvation conditions have been reviewed. The spectro-
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scopic progress has been made possible by combining the
high selectivity of mass spectrometry with the high
sensitivity of action spectroscopy using modern IR laser
sources, such as FEL and OPO lasers. In particular IR
spectroscopy, in combination with quantum chemistry,
has proven to be a powerful and promising tool to probe
the structure and bonding of AHþ ions. The application of
sensitive IR(M)PD techniques to isolated and micro-
solvated AHþ ions have allowed for the first time to
spectroscopically characterize the structure and reactivity
of these fundamental reaction intermediates, free from
interference with any solvation effects. In contrast to the
vast body of mass spectrometric data available for AHþ


ions in the literature, the new spectroscopic approaches
provide for the first time unambiguous structure
determination of bare AHþ ions, in particular about the
preferred site of protonation. Moreover, analysis of the
vibrational frequencies yields experimental insight with
unprecedented precision into the subtle effects of
substitution of functional groups on the chemical
reactivity of these fundamental reactive intermediates
under isolated and controlled microsolvation conditions.


Future developments will involve the application of
these established IR techniques to so far uncharacterized
AHþ–Lm cluster ions. One direction is toward larger
cluster sizes (m)33 and toward chemically more relevant
solvent molecules (such as water),25,30,86 in order to
establish the link between gas-phase chemistry and
chemistry in the condensed phase at the molecular level.
Another route is toward larger and more complicated
AHþ ions, such as (microhydrated) protonated biomo-
lecular building blocks. Initial IR studies on microhy-
drated protonated imidazole,36 protonated DNA bases,
amino acids, and their oligomers,87–89 have already
proven the feasibility of such investigations. In particular,
matrix-assisted laser desorption ionization (MALDI)89


and electrospray ionization (ESI)87,88 techniques have
successfully been used in IR(M)PD studies for creating
AHþ ions from nonvolatile precursors. Finally, extending
the spectral range from the IR toward the UV-VIS region,
will open the possibility to probe the electronic structure,
the excited state dynamics, and photochemical stability of
these important (bio)chemical species in more detail.90–92
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27. Solcà N, Dopfer O. J. Am. Chem. Soc. 2003; 125: 1421.
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ABSTRACT: Here, we review part of the work carried out in our laboratories on carbon nanotube functionalization.
Both covalent (sidewall derivatization) and non-covalent (using p-p interactions) functionalization have been used to
solubilize carbon nanotubes (NTs). The combination of NTs with various electron donors, mainly using the
supramolecular approach, led to a new generation of donor-acceptor nanohybrids which can be used for the
development of carbon-based photovoltaic cells. Covalent functionalization has been successfully applied for
preparation of water soluble nanotubes and further derivatization of the nanotubes with bioactive molecules hold
great promise for application in drug, vaccine and gene delivery. Copyright # 2006 John Wiley & Sons, Ltd.

KEYWORDS: Carbon nanotubes; functionalization; electron transfer; photovoltaic; drug delivery; vectors; peptides; cells; toxicity

INTRODUCTION


Carbon nanotubes (NTs) are cylindrically shaped nanos-
tructures that have radii as small as tenths of nanometers.
Historically, multi-walled nanotubes (MWNTs) were first
discovered in 1991,1 followed later in 1993 by their single-
walled analogous.2,3 Single-walled nanotubes (SWNTs)
possess the simplest geometry (i.e., a rolled-up graphene
sheet that is closed by semi-fullerene-like caps) and their
diameters typical range between 0.8 and 2 nm.MWNTs, on
the other hand, are composed of a concentric arrangement
of numerous cylinders reaching diameters of up to 100 nm.


Ideally, SWNTs possess distinct regions of different
chemical reactivity. Obviously, the implementation of
five-membered rings into the region of caps brings about a
high reactivity towards chemical functionalization.
Chemical functionalization of the sidewall—comprising
regularly structured/shaped graphene framework—ren-
ders a lot more difficult. In general, addition reactions to
carbon–carbon double bonds cause a transformation of
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sp2-hybridized carbon atoms into sp3-hybridized analo-
gous. Such dramatic changes are associated with the
modification of the predominantly trigonal-planar local
bonding geometry into a tetrahedral geometry. Impor-
tantly, this process is energetically more favorable in the
cap region due to the pronounced two-dimensional
curvature, while the sidewalls reveal a comparatively
low one-dimensional curvature.


Carbon nanotubes are usually generated by (i) arc
discharge, (ii) laser ablation or (iii) catalytic gas-phase
growth starting with carbon monoxide or other carbon
sources. The raw material contains carbon nanotubes
contaminated with different amounts of amorphous
carbon and/or catalytic metal particles. Consequently,
the necessity evolves to perform an effective purification
process prior to their use/further processing. Treatment of
the crude materials, for example, under strong acidic and
oxidative conditions constitutes a powerful approach. In
particular, sonication in a mixture of concentrated nitric
and sulfuric acid or heating in a mixture of sulfuric acid
and oxygenated water give rise to the formation of small
dimension opened tubes.4,5 Result of these oxidation
methods is the introduction of carboxyl groups, which is,
however, not limited to the caps but also occurs at the
defect sites along the sidewalls. Additionally, such an
approach opens the way for further modifications of
SWNTs or MWNTs, since acid functionalities react with
alcohols or amines to give rise to ester or amide linkages,
respectively. Notably, this functionalization method leads
to a partial loss of electronic structure/optical properties
of the NTs and a loss of material due to the oxidative
process.
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In our groups we focus on the functionalization of
carbon nanotubes towards biological6,7 and electronic/
photovoltaic applications.8 For this reason, we have
established two complementary strategies—either
covalent sidewall functionalization9–12 or non-covalent
sidewall functionalization13,14—which are based on a
molecular or a polymer approach. Eventually, the two
approaches may lead to similar results, but they differ in
the degree of involvement of the carbon skeleton in the
formation of covalent bonds. Covalent functionalization
results in a change of hybridization from sp2 to sp3 and in
a possible partial loss of conjugation with effects on the
electron-acceptor and/or electron-transport properties.

Figure 1. (a) absorption spectra of pyreneþ (dashed line)
and SWNT/ pyreneþ (solid line) in H2O; (b) absorption spectra
in the Vis-NIR region of SWNT/ pyreneþ in D2O

CARBON NANOTUBES FOR ELECTRON
TRANSFER AND PHOTOVOLTAIC
APPLICATIONS


Pure supramolecular approach


Amphiphilic pyrene derivatives are known to disperse
carbon nanotubes through p-p interactions.13 Using 1-
(trimethylammonium acetyl)pyrene bromide (pyreneþ),
wewere able to disperse SWNTs andMWNTs in aqueous
media (Scheme 1).15,16


The TEM analyses of SWNT/pyreneþ and MWNT/
pyreneþ show in the first case bundles of NTs with
diameters of 25 nm and lengths of several micrometers
and for MWNT/pyreneþ individual nanohybrids with
diameters ranging between 20 and 30 nm and lengths of
several micrometers. In Fig. 1a and b we compare the UV,
Vis, and NIR absorption spectra of pyreneþ and SWNT/
pyreneþ. The absorption spectra of an aqueous SWNT/
pyreneþ solution reveal several important features. First,
the p–p transitions of pyreneþ are slightly red-shifted
(i.e., 1–2 nm) which indicates that electronic communi-
cation between the two different ring systems occurs.
Second, the overall absorption cross-section increases,
particularly in the Vis- and NIR-regions. Third, the
characteristic van Hove singularities of SWNTs are
discernable in the Vis-NIR region up to around 450 nm,
where the p–p� transitions of pyreneþ dominate the
spectrum (Fig. 1).

O NMe3, Br


O NMe3, BrOBr, Me3N


O NMe3, Br


SWNTs or MWNTs


Scheme 1. Schematic representation of carbon nanotubes with positively charged pyrene

Copyright # 2006 John Wiley & Sons, Ltd.

To prepare donor–acceptor complexes the trimethy-
lammonium group of pyreneþwas used as an electrostatic
anchor to bind anionic porphyrin derivatives (H2P


8� and
ZnP8�) (Fig. 2). For the supramolecular association
between the porphyrin (i.e., H2P


8� or ZnP8�) and the NT
with pyrene (i.e., SWNT/pyreneþ and MWNT/pyreneþ),
which was followed spectroscopically, binding constants
were derived that were on the order of 104M�1.8 For
ZnP8�, the fluorescence quantum yield is 0.04 and the
lifetime is 2.1� 0.2 ns, and for H2P


8�, the fluorescence
quantum yield is 0.11 and the lifetime is 9.4� 0.5 ns.15 In
the composite systems, fluorescence and transient
absorption studies in solutions showed rapid intrahybrid

J. Phys. Org. Chem. 2006; 19: 531–539







N N


NN
O


O
O


O


O


O
O


O


O


O


O
O


O


O O
O


M


H2P8-: M = H2


ZnP8-: M = Zn


N N


NN
O


O
O


O


O


O
O


O


O


O


O
O


O


O O
O


M N N


NN
O


O
O


O


O


O
O


O


O


O


O
O


O


O O
O


M


O NMe3


Me3N O NMe3O


Figure 2. SWNT with positively charged pyrene and nega-
tively charged porphyrins
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Figure 4. SWNT functionalized with PSSn� and positively
charged porphyrins
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electron transfer (0.2� 0.05 ns), creating intrinsically
long-lived radical ion pairs. Following the initial charge
separation event the spectroscopic features of the
oxidized donors disappear with time. Through the
analysis of several wavelengths, it was possible to obtain
a lifetime for the newly formed ion-pair state of
0.4� 0.05ms.


The large number of concentric graphite sheets in
MWNT renders them more efficient electron acceptors/
electron carriers compared to SWNT. In addition,
MWNTs are easier to process because they do not form
big bundles usually observed with SWNT and, therefore,
facilitating the dispersion of MWNT with pyreneþ in
water. We pursued the supramolecular assembly of
MWNT/pyreneþ/ZnP8� in a similar way to what we
established for SWNT. Photoexcitation of MWNT/
pyreneþ/ZnP8� also gave rise to charge separation and
lifetimes for the radical ion pair state of the order of
microseconds (5.8� 0.2ms).16 The better delocalization
of electrons in MWNT, relative to SWNT, is most likely
the reason for longer lifetimes. Percolation of the charge
inside the concentric wires decelerates the decay
dynamics of the charge recombination.


We also demonstrated that it was possible to invert the
charges of the pyrene and of the porphyrin. For this work
we used a negatively charged pyrene (pyrene�) and
positively charged porphyrins (Fig. 3).17 The interactions
between SWNT and pyrene� were investigated by
absorption spectroscopy. The maxima of the pyrene�


transitions in the 200-400 nm region are shifted by about
2 nm, which suggests mutually interacting p-systems.

Copyright # 2006 John Wiley & Sons, Ltd.

Electrostatic interactions between negatively charged
SWNT/pyrene� and positively charged porphyrins MP8þ


(i.e., M¼H2, Zn, Fe, and Co) were tested in a series of
investigations. These include microscopy (i.e., TEM and
AFM) and spectroscopy (i.e., absorption and fluorescence
spectroscopy). The time-resolved fluorescence and transi-
ent adsorptionmeasurements of the SWNT/pyrene�/MP8þ


confirmed that upon photoexcitation a rapid intrahybrid
charge separation takes place. The radical ion pairs are
long-lived, with microsecond lifetimes.


Hybrid covalent/supramolecular approach


In this approach, SWNTs were first functionalized with
sodium poly(styrene-4-sulfonate)18 (PSS) to form SWNT-

J. Phys. Org. Chem. 2006; 19: 531–539







igure 5. AFM picture of SWNTs (on silicon wafer) during
he deposition process; image size 5mm�5mm
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PSSn� and the negative charges on the polymer were used
to form an electrostatic complex with H2P


8þ (Fig. 4).
The polymer covalently linked on the sidewall ensures


the solubility of the NTs in water. The ratio of NTs and
polymer was estimated of 55:45, but since only a limited
number of polymer chain are attached on the NTs, the
absorption spectra showed that the electronic fine structure
of the SWNTs is maintained in the Vis-NIR region. The
complexation of SWNT-PSSn� with H2P


8þ was followed
by absorption and fluorescence spectroscopy. In the
complex, photoexcitation of the porphyrin chromophore
is followed by a rapid and efficient intrahybrid charge
separation event, for which we detected a radical ion-pair
state. Under unaerobic conditions, a lifetime of 14ms was
observed for the newly formed ion pair.19 This is the longest
lifetime reported for the systems discussed in this review.


Design of devices


The favorable charge separation features that result from
the combination of SWNT with porphyrins in SWNT/
pyreneþ/ZnP8� and SWNT-PSSn�/H2P


8þ are promising
for the construction of photoactive electrode surfaces.
Using electrostatically driven layer-by-layer (LBL)
assembly technique, we realized semitransparent ITO
electrodes from SWNT/pyreneþ/ZnP8� and SWNT-
PSSn�/ZnP8þ. The ITO electrodes were first coated by
poly(diallyl dimethylammonium) chloride (PDDAnþ) or
sodium poly(styrene-4-sulfonate) (PSSn�); the hydro-
phobic interactions between the surface and the polymer
chains ensure the stability of the modified electrode on
which the NTs will be deposited. After deposition of a

igure 6. Schematic illustration of photocurrent generation in ITO electrodes covered with a single SWNT/pyreneþ/ZnP8� stack

F

Copyright # 2006 John Wiley & Sons, Ltd.

F
t


layer of SWNT/pyreneþ or SWNT-PSSn� on PSSn� or
PDDAnþ coated ITO, respectively, the layer of negatively
or positively charged porphyrin is deposited. The
different steps of the construction of the electrode were
investigated by optical spectroscopy on quartz slides and
by AFM on silicon wafers (Fig. 5).


The cell is finally constituted by a Pt electrode
connected to the modified ITO electrode in a solution of
sodium ascorbate. Upon illumination, electron transfers
from the porphyrins to the NTs occur; the electrons are
then injected in the ITO and travel to the Pt electrode. The
oxidized porphyrins are converted to their ground state
through the reduction via sodium ascorbate, which serves
as a sacrificial electron donor (Fig. 6). These systems give
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rise to promising monochromatic solar energy conversion
efficiencies up to 8.5% internal photoconversion effi-
ciencies (IPCE).20


SWNT/pyreneþ has also been used to immobilize
polythiophene derivatives onto the SWNT surface
(Fig. 7). Upon illumination, monochromatic incident
photoconversion efficiencies between 1.2% and 9.3%
were determined for single and eight sandwiched layers,
respectively.21

Scheme 2. (a) Paraformaldehyde, DMF, 120 8C


Copyright # 2006 John Wiley & Sons, Ltd.

BIOLOGICAL APPLICATION OF CARBON
NANOTUBES


The 1,3-dipolar cycloaddition22,23 developed in our group
for the functionalization of C60 fullerene was successfully
applied to the functionalization of NTs. Many aldehydes
and amino acids can be used for the derivatization of NTs.
We initially reported the synthesis of a few derivatives
containing solubilizing alkyl or triethylene glycol chains
on the nitrogen of the pyrrolidine and hydrogen or
aromatic groups on a of the nitrogen.24


Dispersibility of NTs in aqueous media is a funda-
mental prerequisite to study their biological properties.
NTs are practically insoluble in any type of solvent and
only the recent development of strategies for linking
chemical moieties to the tubes has facilitated their
use.14 With the aim to further functionalize the NTs,
we designed a compound in which the ethylene glycol
chain on the nitrogen of the pyrrolidine is terminated by a
tert-butyloxycarbonyl (Boc) protected amino group
(Scheme 2).25 After removing the Boc by HCl, the
NTs displayed a remarkably high solubility in water.


The amount of free amino functional groups per gram of
material (loading) thus released, was measured using the
quantitative Kaiser test. The results showed that amines
were present between 0.30 to 0.50 mmol per gram. The
presence of the freeaminogroupspermits to linkpotentially
any other molecular moiety. Water solubility opened the
door to the use of NTs with biological species towards the

. (b) HCl (gas), CH2Cl2, room temperature
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Figure 8. Nanotubes functionalized with the FMDV peptide
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development of new delivery systems for therapeutic
molecules.7


Peptide recognition


A first step to exploit NTs as vectors for drug, vaccine,
or gene delivery was the observation of the molecular

igure 9. Nanotubes functionalized with (a) FITC, and (b) FITC-peptide 384-394 derived from the a-subunit of the protein G

F

Copyright # 2006 John Wiley & Sons, Ltd.

recognition of bioactive peptides covalently linked
to NTs by specific antipeptide antibodies. A B-cell
peptide epitope from the foot-and-mouth disease
virus (FMDV), corresponding to the 141–159 region
of the viral envelope protein VP1,26 was introduced on
the surface of the NTs by chemoselective ligation.27


The free amino groups of SWNTs were first de-
rivatized using a N-succinimidyl 3-maleimidopropionate.
The N-terminal acetylated FMDV peptide, bearing a
cysteine, was linked to the maleimido moiety on
the wires, to obtain the peptide-SWNT conjugate
(Fig. 8).


The antigenicity of the FMDV peptide-NTs was then
proved by surface plasmon resonance analysis and
enzyme-linked immunosorbent assay (ELISA).27 The
results from both experiments suggest that the peptide
bound to the NT support adopts the correct secondary
conformation necessary for recognition by specific
antibodies. Moreover, a study in vivo showed that the
FMDV peptide-NTs are also immunogenic. High
antibody titers were obtained after immunization of
mice, and the antibodies were able to neutralize the
virus.28 This result highlights the potential of functiona-
lized NTs to transport vaccines based on synthetic
peptides. However, NTs need to enter into the cells to
deliver any linked molecule.

J. Phys. Org. Chem. 2006; 19: 531–539
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Cell penetration ability


To determine whether NTs can be used to deliver active
molecules into the cell, a FITC-labeled SWNT and a
fluorescent peptide-SWNT conjugate were prepared
(FITC, fluorescein isothiocyanate) (Fig. 9).29


The capacity of these NTs to penetrate into the cells was
studied by epifluorescence and confocal microscopy on
fibroblasts and HeLa cells cultured using RPMI medium at
37 8C.The confocal analysis clearly showed the presence of
the labeled NTs inside the cells. In particular, the
fluorescent peptide-NT conjugate was also able to cross
the nuclear membranes and distribute into the nucleus. The
translocation mechanism of functionalized NTs across the
cell membrane is still not completely elucidated. This type
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of NTs is not uptaken by endocytosis since the
internalization is not affected by temperature or the
presence of endocytosis inhibitors. Indeed no difference
in penetration capacity was observed between 37 and 48C,
and treating the cells with sodium azide.


The interaction of the functionalized NTs with cells
was also studied by TEM. HeLa cells were incubated
with ammonium SWNTs and MWNTs. The NTs were
allowed to interact with the cells, which were then
embedded into an epoxy resin. Ultrathin sections of
the polymer were cut on an ultramicrotome with a
diamond knife and examined by TEM. Many NTs were
observed into the cytoplasm and the nucleus of the cells.30


A careful analysis of the cell sections have also permitted
to detect a NT in the process of crossing the plasma
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able 1. Minimum inhibitory concentration (MIC) of the different NT conjugates


Minimum inhibitory concentration (MIC) [mg/mL]


onjugate
Candida albicans
(clinical isolate)


Candida parapsilosis
ATCC 90118


Cryptococcus neoformans
ATCC 90112


WNT-NH3
þCl� >80 >80 >80


WNT-AmB 13.8 1.6 0.8
WNT-AmB 6.4 1.6 0.8
mB >80 20 5


he MIC corresponds to the lowest concentration of compound that inhibited visible growth of the organism.
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barrier. NTs probably enter the cell by a passive
mechanism in which they behave like nanoneedles and
pass through the cell membrane without causing cell
death. The same mechanism was also described by
another group.31


Thus, the ability of NTs to penetrate into the cells can
be exploited for delivery of different classes of
therapeutic agents.


Enhancing drug delivery


NTs can be oxidized using strong oxidants giving rise to
oxygenated functionalities at the tips and sidewalls. This
opens a way to doubly functionalize the NTs with two
different covalent approaches. Amphotericin B (AmB),
which is considered to be the most effective antibiotic in
the treatment of chronic fungal infections32–34 was
attached to NTs as well as FITC (Scheme 3).35 AmB
was covalently linked to ammonium-functionalized
MWNTs and SWNTs. It is well known that AmB is
highly toxic to mammalian cells.34 One reason for this
toxicity can be attributed to the formation of aggregates
as a result of its lower solubility in water.33 Conjugation
of this drug to NTs revealed to have several advantages.
Indeed, the evaluation of the antifungal activity of NTs,
functionalized with AmB showed that the conjugated
AmB is more potent than the free drug. The minimum
inhibitory concentration (MIC) values were recorded
against three species of fungi including Candida
parapsilosis, Cryptococcus neoformans, and Candida
albicans (Table 1). The maximal concentration used
was 80mg/mL. MWNT- and SWNT-AmB were highly
effective. MIC was decreased of more than 12 times
against for example Candida albicans.


This confirms that the activity of the drug is not
prevented by its covalent binding to NTs. The fact that the
activity of the drug is increased could be attributed to an
improvement of AmB solubility in water or to the
presence of multiple copies of AmB per NT molecule that
might favor the interaction of the drug with the fungal
membrane. To assess the biological properties of the
functionalized NTs, the study of the toxicity effects of
MWNT-AmB on mammalian cells were carried on.
Jurkat cells were incubated with either MWNT-AmB or
AmB as the control. Conjugation of AmB to NTs clearly

Copyright # 2006 John Wiley & Sons, Ltd.

reduces the toxic effects of the antimycotic on
mammalian cells. At the highest doses, more than 40%
of the cells died in the presence of AmB whereas all the
cells remained alive upon treatment with MWNT-AmB.
The results are very promising as they indicate that
appropriate conjugation can increase the effectiveness of
AmB while decreasing its toxicity on human cells. This
approach can certainly be extended to other type of drugs.


Toxicity


Toxicity is an important parameter for all biological
applications. It has been previously determined that as-
produced NTs are toxic. From an NT exposure on human
keratinocyte cells, oxidative stress and cellular toxicity
were detected by the presence of free radicals, peroxidative
products, antioxidant depletion, and loss of cell viability.36


A study on MWNTs also showed their ability to induce
irritation on epithelial cells.37 However, it has been shown
that cytotoxicity of water-soluble fullerene derivatives is a
function of the degree of surface modification.38 Thus,
cytotoxicity caused by functionalized NTs was studied by
flow cytometry.29 This technique allows observation of the
health status of the cell population by staining the cells with
different markers. Various types of cells were incubated
with increasing amount of fluorescent NTs. At concen-
tration of 5mM of NTs, 90% of the cell population
remained alive. In contrast, increasing twice the concen-
tration of tubes induced 80% of cell death. Moreover, no
cytotoxicity was detected in the case of ammonium
functionalized NTs up to doses of milligrams per
milliliter.30


CONCLUSION


Covalent and supramolecular functionalizations of
carbon nanotubes are the basic synthetic techniques to
solubilize and use them in donor-acceptors systems or for
drug delivery. The combination of NTs with various
electron donors led to a new generation of donor-acceptor
nanohybrids, which can be used for the development of
carbon-based photovoltaic cells. Upon illumination these
systems give rise to fast charge separations and slow
charge recombinations. The first results are very
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promising and further research in this field to obtain
practical conversion of light energy into electricity is not
only justified but also desirable.


We also demonstrated that carbon nanotubes are
potentially powerful tools for biomedical applications.
Surface modification of the NTs via 1,3-dipolar cycloaddi-
tion rendered themwater soluble and further functionaliza-
tion of theNTswith bioactivemolecules hold great promise
for application in drug, vaccine and gene delivery.


The chemical modification of carbon nanotubes is a
little bit more than 5 years old and the NTs represent
today a class of materials, which are expected to give rise
to many applications. Future studies will determine the
opportunities as well as the limitations of such materials.
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ABSTRACT: The effects of the addition of sugars, long-tailed n-alkyl pyranosides, n-alkyl glycerol ethers and n-
alcohols on the properties of di-n-hexadecyldimethylammonium bromide (DHAB) vesicles have been studied.
Properties that were examined include the stability, morphology, phase of the tails, and catalytic rate acceleration of
the unimolecular decarboxylation of the 6-nitrobenzisoxazole-3-carboxylate anion (6-NBIC). The kinetic data were
analyzed on the basis of the pseudophase model and show a rate acceleration of a factor of about 1000 relative to the
reaction in water. Upon addition of most additives an inhibiting effect on the decarboxylation reaction of 6-NBIC is
observed relative to the reaction in vesicles without any additive. The largest inhibition was observed in the case of
cholesterol. Contrastingly, n-dodecyl-b-maltoside (in the spherical vesicle region) and trehalose accelerate the
reaction. The activation parameters show that the most significant contribution to the Gibbs energy of activation
is the enthalpic factor, with a partly compensating entropic contribution. Copyright# 2006 John Wiley & Sons, Ltd.


KEYWORDS: 6-NBIC; DHAB; vesicles; vesicular catalysis


INTRODUCTION


Themembrane is an essential part of the biological cell by
aiding replication, compartmentalizing the cell contents
and controlling the flux of small molecules into and out of
the cell.1 Vesicles formed from (mixtures of) phospho-
lipids and/or synthetic amphiphiles have been used as
mimics for such membranes. Due to the often complex
structure of biomolecules, little is known about interac-
tions on a molecular scale between the various
components of biological membranes.2 Previously,
reaction kinetic measurements of bimolecular reactions
have been employed in attempts to understand some of
these interactions in model membranes composed of
more than one amphiphilic component. In these systems,
besides one or more types of amphiphile (which form
vesicles on their own), other amphiphilic molecules such
as long-tailed alcohols and n-alkyl pyranosides were
added in various concentrations. It was found that the
direction and extent of the effect on the vesicular
rate constant and the binding constant of the organic
substrate upon the addition of long-tailed alcohols depend


strongly on the nature of the alkyl tail. In the case of the
addition of n-alkyl pyranosides it was concluded that
partial dehydration of small ions present at the interface
takes place. Concomitantly, the local water concentration
is reduced. However, for bimolecular reactions the
reactivity and distribution of both reactants have to be
considered, often leading to difficulties in interpretation
of the experimental data. Alternatively, when a unim-
olecular reaction is used these problems do not play a role,
therefore the unimolecular decarboxylation reaction of
the 6-nitrobenzisoxazole-3-carboxylate anion (6-NBIC,
Scheme 1) was selected as a suitable reaction, because
this reaction is also very sensitive to changes in the local
polarity at the binding site(s) of the reactant.3–6 Apolar
solvents result in the formation of ion pairs, thereby
reducing the rate constant for the decarboxylation
reaction. Increasing the polarity will therefore increase
the rate constant compared to apolar solvents. Hydrogen
bonding, however, leads to a decrease in the rate constant
because of dominant hydrogen bond stabilization of the
initial state. Cationic vesicles accelerate this decarbox-
ylation reaction relative to pure water by a factor of ca.
1000.6 It has been shown that such vesicles can accelerate
the 6-NBIC reaction by approximately 30% compared to
cationic micelles.7 Synthetic cationic vesicles are also
4–15times more efficient for the decarboxylation than
phospholipid vesicles.8 The interaction between the
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cationic head group and the 6-NBIC anion promotes
binding at the vesicular interface, thereby decreasing the
number of hydrogen bonding opportunities between
water and the substrate, with a concomitant increase of
the rate constant. It is thus expected that the additives will
affect the local environment of the substrate binding sites,
resulting in changes in the vesicular rate constants.


Di-n-hexadecyldimethylammonium bromide (DHAB)
was selected as the vesicle-forming amphiphile. Four
classes of additives (Scheme 2) were chosen, with
systematic changes in their structure in order to gain an
understanding of the effect of each component on the
unimolecular decarboxylation reaction. Class A includes
the monohydric alcohols n-dodecanol (DD) and n-


hexadecanol (HD). Class B contains two glycerol ethers
(with one or two alkyl tails) and cholesterol. Class C
includes C12-tailed surfactants with sugar headgroups.
Class D contains sugars without a hydrophobic anchor:
glucose (Glu), maltose (Mal) and trehalose (Treh). In
addition to kinetic measurements, differential scanning
calorimetry (DSC) and cryo-transmission electron micro-
scopy (cryo-TEM) measurements have been carried out.


EXPERIMENTAL


Di-n-hexadecyldimethylammonium bromide (DHAB�
97%), n-hexadecanol (�99%) and n-dodecyl-b-D-gluco-
pyranoside (�99%) (CMC¼ 1.9� 10�4mol l�1)9 were
obtained from Fluka. Cholesterol (�99%) was purchased
from Aldrich, acetonitrile (99%) was from Acros, D(þ)-
glucose (anhydrous) was bought fromMerck and maltose
from Sigma. 1-O-n-Hexadecyl-rac-glycerol and 1,2-O-
di-n-hexadecyl-rac-glycerol were purchased from Brun-
schwig Chemie and stored at �208C. n-Dodecyl-b-
maltoside (>99.5%) (CMC¼ 1.5� 10�4mol l�1)9 was
purchased from Glycon and was also stored at�208C. All
chemicals were used without further purification.
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Scheme 1. Decarboxylation reaction of 6-nitrobenzisoxa-
zole-3-carboxylate (6-NBIC)
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Scheme 2. Structure of DHAB (top) and the four classes of additives A–D: (A) DD is n-dodecanol and HD is n-hexadecanol; (B)
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6-Nitrobenzisoxazole-3-carboxylate (6-NBIC) was
synthesized according to a literature procedure10,11 and
was stored at �208C.


Kinetic measurements


The vesicular solutions were prepared by weighing the
appropriate amounts of DHAB and additive and then
dissolving them in doubly distilled water. The samples were
left at 508C for 1 h and then sonicated at 508C for 15min
(until a homogeneous, bluish solution was obtained).


The decarboxylation of 6-NBIC was monitored at
35.0� 0.18C (which is above the main phase transition
temperature for DHAB vesicles of 288C12) by measuring
the increase in the absorption at 410 nm for at least five
half-lives of each of the samples. The samples contained
0.9ml of DHABþ additive, NaOH (100-fold excess of
6-NBIC) and a stock solution of 6-NBIC (4 ml of 6mM


stock). Each of the kinetic measurements in the vesicular
solutions was repeated five times.


Differential scanning microcalorimetry


All DSC measurements were carried out using a CSC
NANO II differential scanning microcalorimeter as
described previously.13 A total amphiphile concentration
of 2mM and 2.25mM sodium hydroxide were used for
the experiments. Five scans were taken between 5 and
1008C at a scan rate of 18C min�1. The reference cell
contained doubly distilled water. The first scan was
neglected due to the thermal history of the machine, but
the other scans were all identical.


Cryo-electron microscopy measurements


Aliquots of a 5mM amphiphile solution were deposited on
holey carbon grids in a controlled environmental chamber
at 358C and 100% humidity. The excess solution was
blotted off using filter paper and the samples were vitrified
by rapid plunging into liquid ethane. The micrographs were
recorded on a Philips CM 120 cryo-electron microscope
operating at 120 kV and using low-dose conditions.


RESULTS AND DISCUSSION


Decarboxylation of 6-NBIC


The rate constants for the unimolecular decarboxylation
of 6-NBIC were measured in the presence of DHAB
vesicles and analyzed using the pseudophase model
developed by Menger et al.14 According to the model the
observed rate constant of a unimolecular reaction can be
described by:


kobs ¼ kw þ kvesK6�NBIC½Amph�
1þ K6�NBIC½Amph� (1)


in which kobs, kw and kves are the observed, aqueous and
vesicular rate constants, respectively; and K6-NBIC is the
binding constant of the organic substrate to the vesicular
surface.


In all experiments the minimum concentration of
DHAB was 9mM, which is above the CVC (critical
vesicle concentration) of DHAB.13 At these concentra-
tions the 6-NBIC substrate is completely bound to the
vesicular interface owing to the relative excess of DHAB
and the high binding constant of 6-NBIC (>103 M


�1).6


The strong binding originates mainly from electrostatic
interactions between the substrate and the oppositely
charged vesicles, but also from hydrophobic interactions.
Therefore, under these conditions it can be assumed that
K6-NBIC[Amph]� 1 and kvesK6-NBIC[Amph]� kw. Con-
sequently, Eqn (1) can be simplified to:


kobs ¼ kves (2)


In Fig. 1 the relative rate constants (kves/k0) as a
function of the mole fraction of additive are shown for the
different classes of additives. Rate constants for several
different mole fractions are reported in Table 1. As a
reference, the vesicular rate constant in the absence of
additive was taken to be k0. It is apparent that due to the
addition of most of the additives (class A and B) the rate
constant of the decarboxylation reaction decreases.
Figure 1(A) shows that the addition of n-dodecanol
(DD) has a larger inhibiting effect than the addition of
n-hexadecanol (HD). It has been shown previously that
n-decanol and n-hexadecanol in DHAB at 358C lead to a
similar decrease in the rate constant for the 6-NBIC
decarboxylation.12 However, at higher concentration the
reaction in the presence of n-decanol was slower than that
with hexadecanol. Under similar conditions the magni-
tudes of the vesicular rate constants for vesicles
containing HD were the same (within error), however
the effect of DD is more pronounced than that of
n-decanol. This would suggest that DD has a somewhat
larger perturbing effect on the vesicular interface.
Figure 1(B) compares the class B additives. Vesicles
containing the double-tailed glycerol ether 1,2-O-di-n-
hexadecyl-rac-glycerol (1,2-OHD) were less stable
compared to vesicles with other additives, therefore the
errors are larger in this case. However, 1,2-OHD seems to
decrease the rate constant more than the single-tailed
glycerol ether 1-O-n-hexadecyl-rac-glycerol (1-OHD).
Cholesterol (Chol) induces the largest inhibiting effect,
decreasing the vesicular rate constant by a factor of 3 at
50mol.%. Figure 1(C) compares the kinetic effects of the
class C additives. It can be seen that n-dodecyl-b-
maltoside (C12Mal) does not follow the approximately
linear relationship between the natural logarithm of the
rate constant and mole fraction, as found for the other
additives. All points for C12Mal show a smaller decrease
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in the rate constant in comparison with n-dodecyl-b-
D-glucoside (C12Glu). Figure 1(D) compares the class D
additives and shows that the only unfunctionalized sugar
that affects the rate constant positively is trehalose (Treh),


but the effects are so small that no definite conclusions
can be drawn.


When the vesicular rate constants in the presence of
DD, C12Glu and C12Mal are compared, it can be
concluded that kves is highest for the sugar-based
additives. This slight increase in kves relative to vesicles
containing DD is probably a result of the (partial)
displacement of water from the Stern region by the sugar
moieties.15 Displacement of water molecules from the
Stern region has been shown for mixed micelles of
sodium n-dodecylsulfate and a sugar-based surfactant.16


Recently it was found, using reaction kinetic experiments,
that this is also the case for vesicles composed of C12Glu,
DHAB and POPC (1-palmitoyl-2-oleoyl-sn-glycero-3-
phosphocholine).17 The 6-NBIC decarboxylation reac-
tion is sensitive towards hydrogen bonding. Hence,
if there are fewer possibilities for hydrogen bonding to
the organic substrate, the rate constant should increase.
However, considering that the vesicular rate constants
are lower compared to that for DHAB vesicles in the
absence of the additives, the beneficial effect on the
vesicular rate constants by the sugar groups is largely
counteracted by the effect of the tails of the sugar-based
additives. This is exemplified by the fact that DD has a


Table 1. Vesicular rate constants for all additives at
different mole percentages (all in liquid-crystalline state);
the value for pure DHAB vesicles is 8.6�10�3 s�1


Additive


kves for different mol.% (�10�3 s�1)


10mol.% 20mol.% 30mol.%


HD 8.0 7.9 6.5
DD 7.5 6.6 5.0
1-OHD 7.9 7.4 6.3
1,2-OHD 6.8 6.8 5.5a


Chol 7.0 7.0 4.2b


C12Glu 8.0 7.6 7.5
C12Mal 9.1 8.9 8.1
Treh 9.7 9.7 9.6
Glu 7.2 7.8 7.4
Mal 9.1 8.2 9.0


aMeasured at 25mol.%.
bMeasured at 35mol.%.
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Figure 1. Plots of ln(kves/k0) versus the mole fraction of the additives in the DHAB vesicles: (A) the additives are HD (&) and DD
(&); (B) the additives are 1-OHD (~), 1,2-OHD (~) and Chol (x); (C) the additives are C12Glu (*) and C12Mal (*); (D) the
additives are Treh (�), Glu (^), andMal (^). The lines are drawn to guide the eye. We note that HD, DD and Chol are above the
Tm at 30mol.%
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larger effect on the vesicular rate than C12Glu and
C12Mal. Similarly, when vesicular solutions containing
HD and 1-OHD (class B) are compared, the vesicular rate
constants are slightly higher in the presence of 1-OHD
than in the presence of HD. (The head group of 1-OHD
has the formula C3H7O3, which can be considered half a
glucose head group.)


The effects of glucose and maltose on the rate
constants are not significant because these sugars do not
bind to the vesicular interface. Despite the fact that trehalose
is known to bind to the vesicular surface18,19 in the
concentration range used in this study, the kinetic response
for this additive is veryminor. However, all kves values found
for Treh/DHAB solutions were faster than those for pure
DHAB, which can be taken as a further indication of
replacement of water molecules from the vesicular
surface.20–23


Vesicles containing DD show a larger effect on the
decarboxylation reaction than vesicles with HD. This
could be due to tail matching/mismatching.12 Tails of
additives that match in length with the tails of the double-
tailed amphiphiles have less impact on the packing of the
vesicular bilayer than in the case of mismatching tails,
therefore mismatching amphiphile tails are expected to
have a stronger negative effect on the vesicular rate
constant than in the case of matching tails.


An important bio-relevant additive in class B is
cholesterol. At low concentrations cholesterol induces
homophospholipid association in fluid bilayers, which is a
direct result of the hydrophobic effect.24 Cholesterol is
said to create organization in lipid bilayers.25–27 Upon
inclusion of cholesterol in the membrane the interamphi-
phile interactions decrease and this increases the hydration
of the interface.28 Cholesterol has the largest hydrophobic
surface area of all additives used in this study. This leads to
a deeper penetration of cholesterol into the bilayer than is
the case for the other additives. As a result, the packing of
the vesicle is more strongly influenced by cholesterol and
leads to the largest decrease in kves.


Differential scanning
calorimetry measurements


In order to obtain more details about the aggregates
formed from amphiphiles and the additives, differential
scanning microcalorimetric experiments were performed
to measure the main phase transition temperatures (Tm) as
a function of the composition of the bilayers (Fig. 2). The
trends in the Tm of vesicles formed from DHAB and
additives used in this study are similar to those found for
mixed vesicles formed from dimethyl-di-n-octadecylam-
monium chloride and organic additives.29


However, upon addition of small amounts (<30mol.%)
of all additives a slight decrease in Tm was found. Above
30mol.%, C12Mal and C12Glu both give a further decrease
in the main phase transition temperature upon increasing
the mole fraction of additive. However, cholesterol, DD
and HD show an increase in Tm at high mole fractions of
additive. The higher the melting point of the pure additive,
the higher Tm becomes. The majority of the additives
induce phase transitions that occur below 358C, therefore
the chemical behavior of the mixed vesicles can be
compared to one another at this temperature because the
vesicles are all in the liquid crystalline state. Unfortunately
the data do not allow a definite conclusion regarding a
correlation between the effects of the additives on the
catalysis (kves) of the 6-NBIC decarboxylation and on the
phase transition temperature of the tails (Tm).


Activation parameters


For a further characterization of the catalytic effects
induced by mixed vesicles the isobaric activation
parameters were measured for a selection of vesicles
containing 50mol.% of the additives. The enthalpies and
entropies of activation were calculated using:30
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Figure 2. Main phase transition temperatures of DHAB vesicles in the presence of: (A) DD (&), HD (&), Chol (x), 1-OHD (~),
1,2-OHD (~); (B) C12Glu (*), C12Mal (*) and Treh (�). The horizontal lines represent the temperature at which the kinetic
experiments were carried out
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in which kB is the Boltzmann constant, h is the Planck
constant, T is the absolute temperature, R is the gas
constant,DzS� is the entropy of activation andDzH� is the
enthalpy of activation.


Eyring plots (Fig. 3) show that there is a break in the
slopes around the main phase transition temperature. The
data points above Tm are of good quality and therefore
these slopes were used for calculations of the activation
parameters. Below the Tm the turbidity of the vesicular
solutions increases and the stability of the samples
decreases. Hence, the quality of the raw kinetic data is
less satisfactory, leading to more scattering of the data
points. This is a common feature of vesicular catalysis.5


In Fig. 4 the calculated activation parameters at 358C
are shown, because this is the temperature at which most
of the kinetic experiments were performed. In agreement
with the literature, the main contribution to the Gibbs
energy of activation comes from the enthalpy.31 The
errors in the calculated values for TDzS� are rather large.


The entropy of activation only provides a minor
contribution to the Gibbs energy of activation, however
it does compensate in part for the enthalpy of activation.
As was seen from the DSC data, vesicles containing DD
have a Tm that lies above 358C at 50mol.%. Although the
values given for DzG� (and the other activation
parameters) were calculated at 358C, these data were
obtained using the slope for the temperatures above Tm.
The correlation between these data points is good enough
to make the calculated activation parameters of the
different DHAB/additive systems comparable; DD has a
negative TDzS� contribution, C12Glu is associated with a
slightly positive value for TDzS� and DHAB and
trehalose have approximately the same entropic con-
tribution. Thus the vesicular solutions that have the
largest kves values also have the largest values calculated
for the enthalpy of activation and the largest positive
TDzS� contribution.


Cryo-transmission electron microscopy


Several cryo-TEM pictures were taken of mixed DHAB–
C12Mal vesicles because single-tailed surfactants can
solubilize vesicles into mixed micelles. The cryo-TEM
pictures of 5mM total concentration of DHAB vesicles
containing 0, 10 and 45mol.% C12Mal were taken at
358C. As can be seen from the kinetic data, the maximum
observed rate constant for the decarboxylation reaction is
observed at ca. 10mol.%C12Mal (Fig. 1C). In the absence
of C12Mal (Fig. 5A) and in the presence of 10mol.%
C12Mal (Fig. 5B) the vesicles are spherical. No micelles
are observed. However, at 45mol.% C12Mal, holes and
discontinuations in the bilayer can be seen (Fig. 5C). This
will affect the overall hydration of the interface and
therefore influence the decarboxylation reaction of 6-
NBIC, consistent with the observed kinetic data. As long
as the vesicles are still spherical, the reaction is
accelerated by the presence of C12Mal. When the bilayer
is disturbed (structures containing more defects) the
vesicular rate constant decreases. Upon a further increase
of the C12Mal content the bilayer is even further disturbed
and hence the vesicular rate constant decreases even
more.


SUMMARY


In this study a kinetic analysis of the decarboxylation of
6-NBIC in DHAB vesicles in the presence of sugars,
long-tailed sugars, cholesterol and alcohol additives has
been made. One of the additives to DHAB vesicles leads
to an increase in the vesicular rate constant relative to
DHAB vesicles, and three of the additives have no
significant effect on the rate constants. All other additives
studied lead to a decrease in the vesicular rate constant.
The natural logarithm of the vesicular rate constants
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Figure 3. Eyring plot for the decarboxylation of 6-NBIC in
DHAB vesicles containing 50mol.% DD (&), 50mol.%
C12Glu (*), 100mol.% DHAB (þ) and 50mol.% Treh (�)


Figure 4. Activation parameters for DHAB vesicles contain-
ing 50mol.% of different additives: DzG� (lined bar), DzH�


(open bar) and TDzS� (filled bar)


Copyright # 2006 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2006; 19: 249–256


254 M. G. M. JONGEJAN, J. E. KLIJN AND J. B. F. N. ENGBERTS







measured varies linearly with the mole fraction of
additive for most additives. The monohydric single-tailed
alcohols and cholesterol showed the largest decrease of
kves. The glycerol ethers and the sugar-based surfactants
showed behavior in-between that of the monohydric
single-tailed alcohols and the sugars, which seemed to
have practically no effect on the rate constant. The sugar-
based surfactants induced larger vesicular rate constants
than the glycerol ethers.


In the case of C12Mal the relationship between kves and
the mole fraction of additive was not linear. Cryo-TEM
showed that when (partial) solubilization does not
yet play a role for mixed vesicles containing DHAB
and C12Mal the rate constant is increased relative to
the vesicular solution containing only DHAB. Once the
C12Mal starts inducing defects in the vesicles, the rate
constant becomes smaller than that in pure DHAB
solutions.


A likely explanation for the observed increase in the
vesicular rate constant of vesicles containing C12Mal and
C12Glu compared to vesicles containing DD is that water
is being displaced from the interface by the sugar
hydroxyl groups. This effect is known from the
literature.15,16 The hydrophobic tails of DD, C12Mal
and C12Glu have the ability to change the overall packing
of the aggregate and possibly alter the hydration (increase


in water concentration) of the vesicular interface, thereby
slowing down the vesicular rate constant. In the case of
the n-alkyl pyranosides a balance between the positive
effect of the water displacement and the negative effect of
the membrane disruption caused by the tails seems to
determine the magnitude of the vesicular rate constant.
The hydroxyl groups of the glycerol ether probably also
have the capability to displace water but because there are
fewer hydroxyl groups at the interface the positive effect
is less pronounced.


The DSC measurements indicate that most DHAB/
additive compositions have a Tm below the temperature at
which the kinetic measurements were carried out,
therefore the kinetic data can be compared because all
systems are in the liquid-crystalline state (at<30mol.%
additive). The Eyring plots show that the enthalpy
of activation is the largest contributor to DzG�. The
additives with the highest values for kves (pure DHAB and
trehalose) also had the largest positive value for TDzS�.
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ABSTRACT: A kinetic study of the H-abstraction reaction from cyclic and acyclic alkylarene substrates by the
nitroxyl radical (dubbed BTNO) of 1-hydroxy-benzotriazole (HBT) has been carried out in MeCN solution at 25 8C.
BTNO was generated from one-electron oxidation of HBT by cerium(IV) ammonium nitrate. The H-abstraction
reactivity measured with the cyclic alkylarenes is invariably higher than that with the acyclic counterparts. This is
explained as the contribution of hyperconjugation between the aromatic p-system and the scissile benzylic C—H bond
of the substrate, which weakens the C—H bond in the transition state and promotes its cleavage. Stereoelectronic
considerations enable to appreciate why the weakening effect is more pronounced in the cyclic system than in the
acyclic counterpart, thereby justifying the higher reactivity of the former. Evidence for the intervention of
stereoelectronic effects is embodied by the dissociation energies of the C—H bonds, having always lower values
for the cyclic substrates investigated. Copyright # 2006 John Wiley & Sons, Ltd.

KEYWORDS: nitroxyl radicals; HBT; mechanisms; kinetic study; bond dissociation energies; activation parameters

INTRODUCTION


Hydroxylamines (>N—OH) as precursors of nitroxyl
radicals (>N—O�) have recently gained considerable
attention. For example N-hydroxy-phthalimide (HPI), in
combination with O2 and co-catalysts like Co(OAc)2 or
Co(acac)2, provides a remarkable catalytic system for the
oxidation of appropriate organic compounds.1,2 The key
reactive intermediate is the phthalimide-N-oxyl radical
(PINO), formed in the preliminary interaction of HPI with
O2 and the Co(II) salt.1–3 PINO removes H-atom from
C—H bonds endowed with suitable bond energy, in
substrates like alcohols, alkylarenes, amides and even
alkanes, oxidizing them under mild conditions. The
synthetic value of the procedure has prompted studies on
the reactivity features of PINO, as well as of other
nitroxyl radicals.3–6


We have recently reported on the generation of the
>N—O� species originating from 1-hydroxybenzotria-
zole (HBT) through monoelectronic oxidation with
cerium(IV) ammonium nitrate (i.e., CAN) in MeCN
solution (Scheme 1),7 and dubbed it BTNO (i.e.,
benzotriazole nitroxyl radical). Characterization of
BTNO by EPR, laser flash photolysis and cyclic
voltammetry has been described,7a and rate constants
of H-abstraction by BTNO from a number of H-donor
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substrates (RH) determined at 258C in MeCN solution by
a spectroscopic survey.7b


We report here kinetic data for the reaction of BTNO
with H-donors having cyclic structure, and compare them
with the corresponding data of the open-chain counter-
parts. Relevant enthalpic data and stereoelectronic
considerations will enable to comment on peculiar
structure-reactivity findings.

RESULTS


The kinetic system has already been described.7 Briefly,
the nitroxyl radical BTNO is generated in a spectro-
photometric cuvette by adding a solution (0.5 mM) of the
one-electron oxidant CAN to a solution (0.5 mM) of
precursor HBT, both being dissolved in MeCN. The broad
absorption band of the nitroxyl radical develops almost
immediately (15 ms) in the 400–600 nm region, having
lmax at 474 nm and e 1840 M�1 cm�1.7 Fast addition by
syringe of a solution of the C—H bearing substrate (RH),
enough to make an initial concentration 10–50 times
higher than that of BTNO, marks the beginning of the
kinetic experiment. The progress of the radical H-
abstraction process is monitored at 474 nm and 258C by
stopped-flow or conventional spectrophotometers, half-
lives ranging from 30 ms to tenths of seconds. The pseudo
first-order rate constants k0, determined at three-to-four
initial concentrations of RH, are converted into second-
order rate constants kH, and normalized for the number of
equivalent hydrogen atoms (Table 1). Uncertainty of the
kinetic determinations, from at least duplicated exper-
iments, is typically 3% but it may reach 10% for the
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Table 2. Activation parameters for two of the substrate
pairs of Table 1 (from Ref. 7b)


Substrate (RH) DH 6¼ (kcal/mol) (�0.15) DS6¼ (eu) (�1)


8.3 �29


10 �26


4.5 �38


6.0 �36
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slower compounds. In addition to the cyclic substrates,
the open-chain structural counterparts are also studied,
and the Cyclic/Open reactivity ratio is reckoned.


In the previous kinetic study, the activation parameters
for H-abstraction by BTNO from some RH substrates
have been determined.7b Consequently, the DH6¼ and DS 6¼


data for a few of the Cyclic versus Open substrate pairs of
Table 1 are available, and reported in Table 2.
Unfortunately, activation parameters for the remaining

Table 1. Normalized second-order rate constant kH (in
M�1 s�1) of H-abstraction from H-donor substrates by BTNO
at 258C in MeCN. Literature BDE(C–H) data of the substrates
(from Ref. 8) are given in kcal/mol


Cyclic Open-chain
Cyclic/Open


relative reactivitya


kH¼ 1.9 kH¼ 0.36 5.3
BDE(C–H)¼ 82 BDE(C–H)¼ 85


kH¼ 10 kH¼ 3.2 3.1
BDE(C–H)¼ 73 BDE(C–H)¼ 76


kH¼ 18 kH¼ 2.3 7.8
BDE(C–H)¼ 74 BDE(C–H)¼ 81


kH¼ 45 kH¼ 2.3 20
BDE(C–H)¼ 82 BDE(C–H)¼ 84


kH¼ 1.3 kH¼ 0.04 35
BDE(C–H)¼ 84 BDE(C–H)¼ 87


a The rate constants have a� 3% experimental error, and the Cyclic/Open
ratios must be taken with a 10% confidence limit.


Copyright # 2006 John Wiley & Sons, Ltd.

pairs of Table 1 could not be measured, because the
reaction rates are too fast above 258C, or else too slow to
enable a clear-cut investigation with respect to the
competing spontaneous decay of the BTNO reactive
intermediate.7

DISCUSSION


The data of Table 1 show a uniformly higher reactivity of
the cyclic substrates in reaction with BTNO, when
compared with their open-chain counterparts. The Cyclic/
Open relative reactivity ranges from 3 to 35 folds, by
taking into account the experimental uncertainty. In a
radical process, such as the present H-abstraction
reaction, the reactivity of a series of substrates is
expected to reflect the trend of energy of the C—H
bonds undergoing cleavage in the rate determining
step.3,4a,7b Previous evidence enables to confirm the
C—H cleavage as rate determining in reaction of BTNO,
and a linear Evans–Polanyi correlation of Ea versus
BDE(C—H) has been obtained for a series of H-donors,
with slope a¼ 0.44.7 Therefore, a substantial extent of H-
abstraction takes place in the transition state and,
consistently, the Cyclic/Open relative reactivity does
reflect BDE(C—H) data of the substrates (in Table 1)8


significantly. Although this correlation between reactivity
and thermochemical data is reasonable and expected, less
predictable is the finding that the experimental BDE(C—
H) values differ considerably between the cyclic and
acyclic partner in each pair of substrates, in spite of the
otherwise very comparable structure, all being in fact
benzylic derivatives. Where does this difference in the
enthalpic BDE(C—H) data come from? Is it due to
stereoelectronic effects?


In the investigated cyclic substrates, the scissile
benzylic C—H bond is almost collinear with the

J. Phys. Org. Chem. 2006; 19: 552–554







554 P. BRANDI, C. GALLI AND P. GENTILI

p-orbitals of the aromatic system, due to the planarity of
the strainless five-membered ring. This is likely to
weaken the C—H bond as a consequence of the favorable
interaction with the p-cloud (hyperconjugation); more-
over, the benzylic radical in formation will enjoy optimal
mesomeric stabilization with the aromatic system. Both
these features are bound to make the H-abstraction easier.
In the acyclic counterparts, in contrast, free rotation
between the aromatic ring(s) and the benzylic CH2 (or
CH) group prevents an equally significant contribution
from hyperconjugation. As a consequence, normal
BDE(C—H) values ensue, and no special acceleration
to the H-abstraction results.


The Cyclic/Open kinetic difference reported in Table 1
and the explanation we provide for it, is supported by the
activation parameters of two specific substrate pairs given
in Table 2. The DH 6¼ for the reaction of the acyclic
diphenylmethane with BTNO is 1.7 kcal/mol higher than
that of its cyclic counterpart fluorene, and a similar DDH6¼


of 1.5 kcal/mol is found between the open 1,1-diphe-
nylmethanol and the cyclic 9-fluorenol. Since there is a
DBDE(C—H) of 3 kcal/mol between diphenylmethane
and fluorene, and a DBDE(C—H) of 2 kcal/mol between
1,1-diphenylmethanol and 9-fluorenol, it follows that a
sizeable fraction of these DBDE(C—H) is reflected as
DDH6¼ for the two pairs, in keeping with the sizeable
Evans–Polanyi’s a value for H-abstraction by BTNO.7b


Hence, the Cyclic/Open kinetic difference is basically an
enthalpy-dependent feature, and stems from a hypercon-
jugative effect that weakens the scissile benzylic C—H
bond of the cyclic substrate with respect to the acyclic
counterpart. No difference in DS6¼ values, in fact, emerges
between the cyclic and acyclic substrate in each pair,
within the experimental errors.


In conclusion, in acyclic compounds the conformation
where the scissile benzylic C—H bond is aligned with
the p-system (Fig. 1, left), and thus suitably weakened
for H-abstraction, is disfavored by the unfavorable
enthalpic interactions of any a substituent with the
aromatic ring. The bulkier a, the more this conformation
will be disfavored with respect to the other (Fig. 1,
right), where the encumbered substituent is hosted above
the ring plane, but H-abstraction is not assisted by
hyperconjugation.


Stereoelectronic considerations similar to those
described here have been previously proposed in order
to rationalize reactivity findings in the deprotonation of

H


a


a


H
igure 1. Left: conformation more suitable to H-removal.
ight: conformation less sterically hindered. The plane of
he aromatic ring is represented as a rectangle

F
R
t


Copyright # 2006 John Wiley & Sons, Ltd.

radical cations of alkylarenes generated by monoelec-
tronic oxidation. Loss of Hþ from aromatic radical
cations requires eclipsing of a benzylic C—H bond with
the ring p orbitals (see Fig. 1) so that electron shift from
the C—H bond to the p-system and concurrent benzylic
deprotonation takes place with regain of aromaticity.
Because bulky a substituents are more conveniently
hosted as indicated in the right part of Fig. 1, this
conformation prevents deprotonation. Arnold,9 Bacioc-
chi,10 and Tolbert11 have brought several examples on this
point. The most recent one is a kinetic (pulse radiolysis)
and product study by Bietti et al.12 on the side-chain
fragmentation of the radical cation of a cyclic compound.
This occurs through cleavage of the benzylic C—H bond,
whereas in the open-chain counterpart exclusive C—C
bond cleavage takes place. This is a remarkable example
of the relevance of stereoelectronic effects on gearing the
competition between product-determining routes in an
electron-transfer process. Stereoelectronic effects were
surely considered of relevance upon the reactivity
features of electron-deficient species, such as the radical
ions. Our present study shows that even in the case of
simple covalent precursors stereoelectronic effects can
influence the reactive behavior appreciably.
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ABSTRACT: The reactions of the title substrate with a series of six secondary alicyclic amines and a series of eight
pyridines are subjected to a kinetic investigation in 44 wt% ethanol-water, at 25.08C, and an ionic strength of
0.2mol � dm�3. Under amine excess pseudo first-order rate coefficients (kobs) are obtained. Plots of kobs against free
amine concentration at constant pH are linear, with the slope (kN) independent of pH. The Brønsted-type plots (log kN
against pKa of the conjugate acids of the amines) are non-linear, with the curvature center located at pKa (pK


0
a) 9.7 and


9.4, for the reactions of secondary alicyclic amines and pyridines, respectively. The plots are consistent with a
zwitterionic tetrahedral intermediate (T�) on the reaction path and a change in rate-determining step. The greater pK0


a


value for secondary alicyclic amines than pyridines is explained by the greater nucleofugality from T� of secondary
alicyclic amines compared to isobasic pyridines. These pK0


a values are lower than those found for the reactions of S-4-
nitrophenyl 4-Y-substituted thiolbenzoates (Y¼H, Cl, NO2) with the corresponding amine series. These results
indicate that electron donation from the non-leaving group in T� favors leaving group expulsion from T� relative to
amine expulsion. Copyright # 2006 John Wiley & Sons, Ltd.
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INTRODUCTION


The kinetics and mechanisms of the aminolyses (several
types of amines) of aryl benzoates has been the subject
of many reports.1–5 In contrast, the aminolyses of
aryl thionobenzoates (ArCSOAr),6,7 dithiobenzoates
(ArCSSAr)6,8, and thiolbenzoates (ArCOSAr)9,10 have
received little attention.


The pyridinolysis of 2,4-dinitrophenyl 4-Y-substituted
benzoates in aqueous ethanol shows a curved Brønsted-
type plot for Y¼H,5a and linear plots for Y¼Cl and
NO2.


5b,c The curvature of the former plot is centered at a
pKa value (pK0


a) of 9.5. This curve was explained by the
presence of a zwitterionic tetrahedral intermediate (T�,
Scheme 1) on the reaction pathway and a change in the
rate-determining step, from breaking to products of T� to
its formation, as basicity of the pyridine increases.5a The
linear Brønsted-type plots for Y¼Cl and NO2 show slope
values of ca. 0.9, which indicates that breaking to
products of T� is rate limiting.5b,c This means that the pK0


a


values for these reactions are greater than 9.5. These
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lica de Chile, Casilla 306, Santiago 6094411, Chile.
puc.cl
resented at the 10th European Symposium on Organic
July 2005, Rome, Italy.
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results suggest that the pK0
a value increases as Y becomes


more electron withdrawing.5


The above findings are in accordance with the results
obtained by Gresser and Jencks for the quinuclidinolysis
of diaryl carbonates in water:11 the pK0


a value increases as
the substituent in the non-leaving aryloxy group of the
intermediate increases its electron withdrawing ability.11


Also in agreement are the results obtained for the
benzylaminolysis of 4-nitrophenyl Y-benzoates in aceto-
nitrile:2 the ratio of rate coefficients for amine (k�1) and
4-nitrophenoxide (k2) expulsion from the intermediate T�


increases with the increasing electron attraction of Y.2


Since it is known that log (k�1/k2) depends linearly on
pK0


a ,
10,12 the above means that the pK0


a value increases as
Y becomes more electron withdrawing.


A similar trend was found for the reactions of S-4-
nitrophenyl 4-Y-substituted thiobenzoates (thiolbenzo-
ates) with secondary alicyclic amines in aqueous ethanol:
the pK0


a values obtained are 10.0, 10.4, and >10.8 for
Y¼H, Cl, and NO2, respectively.


10a Also in accordance
is the fact that for the pyridinolysis of the same
thiolbenzoates in the same solvent, the pK0


a values are
9.7 for Y¼H and>9.9 for Y¼Cl and NO2.


10b Moreover,
for the pyridinolysis of S-2,4-dinitrophenyl 4-Y-substi-
tuted thiobenzoates (Y¼Me, H, Cl, and NO2) in aqueous
ethanol the pK0


a values obtained are 8.5, 8.9, 9.5, and 9.9,
respectively.10c
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In contrast to the above findings Um et al. have found
that for the reactions of secondary alicyclic amines
with 2,4-dinitrophenyl and 4-nitrophenyl Y-substituted
benzoates in aqueous dimethyl sulfoxide the pK0


a value is
independent of the Y substituent.3


To try to solve the above controversy and to extend our
investigations on the mechanisms of the aminolysis of aryl
thiolbenzoates, in this work we study kinetically the
reactions of secondary alicyclic amines and pyridines with
S-4-nitrophenyl 4-methylthiobenzoate (1) in aqueous
ethanol. To quantify more precisely the pK0


a values for
these reactions we have added a new pyridine (4-
oxypyridine) with pKa¼ 11.5 in order to extend the amine
pKa range previously employed.10b In this work we also
determine the rate coefficients (kN) for the reactions of this
pyridine with the other S-4-nitrophenyl 4-Y-substituted
thiobenzoates (Y¼H, Cl, and NO2, 2, 3, and 4) previously
studied. This is to obtainmore accurate pK0


a values for these
reactions than those previously reported.10b The main goal
of this work is to compare the pK0


a values for the title
reactions with those obtained for the same aminolyses of

able 1. Values of kobs and experimental conditions for the reactions of thiolbenzoate 1 with secondary alicyclic aminesa


mine pH FN
b 102 [N]tot


c/mol � dm�3 103kobs/s
�1 Number of runs


iperidine 10.52 0.33 0.50–5.0 2.1–22 8
10.82 0.50 0.50–5.0 3.8–38 10
11.12 0.67 1.0–5.0 13–61 8


iperazine 9.41 0.33 0.50–1.7 0.99–4.0 6
9.71 0.50 0.25–2.2 0.92–7.4 9
10.01 0.67 0.25–2.2 1.9–11 7


-(2-Hydroxyethyl)piperazine 8.79 0.33 1.0–10 0.70–7.4 9
9.09 0.50 1.0–10 1.1–11 8
9.39 0.67 1.0–10 1.4–14 8


orpholine 8.48 0.50 2.5–20 1.6–13 8
8.78 0.67 2.5–17 3.7–14 7


-Formylpiperazine 7.63 0.50 4.0–32 0.31–2.3 7
7.93 0.67 7.9–32 0.81–2.9 6


iperaziniun cation 5.37 0.50 1.0–9.9 0.0001–0.011 7
5.67 0.67 1.0–9.9 0.0008–0.020 8


In 44 wt% ethanol-water, at 25.08C, and an ionic strength of 0.2mol � dm�3.
Free amine fraction.
Concentration of total amine (free amine plus its conjugate acid).
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thiobenzoates 2, 3, and 4,10a,b in order to confirm or reject
the hypothesis of the increase of pK0


a with the electron
attraction from the Y substituent.2,5,10,11

EXPERIMENTAL


Materials


The series of secondary alicyclic amines and pyridines
were purified as reported.5,13 4-Hydroxypyridine was
purified by recrystallization in acetone. Thiolbenzoate 1
was synthesized as described.14 Its melting point agreed
with that reported,15 and its 1H and 13C NMR spectra and
elemental analysis were in accordance to its structure.
Thiolbenzoates 2–4 were synthesized as reported.10a


Kinetics


The reactions were followed spectrophotometrically by
monitoring the appearance of 4-nitrobenzenethiolate
anion at 425 nm by means of a Hewlett-Packard 8453
instrument. The reactions were studied in 44 wt%
ethanol-water solution, at 25.0� 0.18C and an ionic
strength of 0.2mol � dm�3 (maintained with KCl). All
reactions were carried out under excess amine over
thiolbenzoate 1; the initial concentration of the latter was
ca. 5� 10�5mol � dm�3.


Most of the reactions were followed for at least three half-
lives, where pseudo first-order rate coefficients (kobs) were
found. The kobs values for the slow reactions of
piperazinium ion and the four less basic pyridines with
substrate 1 were obtained by the initial rate method.16 This
procedure was used due to the slow reactions and also to
avoid kinetic interference with the very slow oxidation of 4-
nitrobenzenethiolate to yield bis(4-nitrophenyl) disulfide.10b
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Table 3. Values of kobs and experimental conditions for the reactions of thiolbenzoates 2–4 with 4-oxypyridinea


Thiolbenzoate pH FN
b 102 [N]tot


c/mol � dm�3 103kobs/s
�1 Number of runs


2 11.50 0.50 0.10–0.80 4.4–50 8
11.80 0.67 0.10–0.80 12–106 8


3 11.20 0.33 0.10–0.90 17–159 8
11.50 0.50 0.10–1.0 23–253 8


4 11.50 0.50 0.01–0.10 45–340 10
11.80 0.67 0.01–0.10 6.6-452 10


a In 44 wt% ethanol-water, at 25.08C, and an ionic strength of 0.2mol � dm�3.
b Free amine fraction.
c Concentration of total amine (free amine plus its conjugate acid).


Table 2. Values of kobs and experimental conditions for the reactions of thiolbenzoate 1 with pyridinesa


Pyridine substituent pH FN
b 102 [N]tot


c/mol � dm�3 103kobs/s
�1 Number of runs


4-Oxypyridine 11.20 0.33 0.10–1.0 5.2–41 7
11.50 0.50 0.10–0.90 22–57 8
11.80 0.67 0.10–1.0 18–90 7


3,4-Diamino 9.15 0.33 0.50–4.5 3.6–28 8
9.45 0.50 0.50–4.0 4.8–32 7
9.75 0.67 0.50–4.5 9.1–40 7


4-Dimethylamino 8.84 0.33 1.0–8.9 4.0–35 6
9.14 0.50 1.0–8.9 6.3–46 7
9.44 0.67 1.0–10 8.7–76 8


4-Amino 8.68 0.33 3.0–13 6.4–36 7
8.98 0.50 3.0–13 9.8–52 7
9.28 0.67 1.5–15 8.9–83 8


4-Amino-3-bromod 7.55 0.817 0.25–2.5 0.027–0.13 7
7.85 0.899 0.17–1.2 0.020–0.076 5


3,4-Dimethyld 7.55 0.987 15–50 0.095–0.24 8
7.85 0.993 9.9–50 0.030–0.19 9


4-Methyld 7.55 0.994 8.9–27 0.0070–0.036 7
7.85 0.997 1.5–13 0.00082–0.020 6


3-Methyld 7.55 0.998 9.9–45 0.00081–0.026 7
7.85 0.999 9.9–45 0.0045–0.031 7


a In 44 wt% ethanol-water, at 25.08C, and an ionic strength of 0.2mol � dm�3.
b Free amine fraction.
c Concentration of total amine (free amine plus its conjugate acid).
d In the presence of phosphate buffer 0.01mol � dm�3.
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The values of kobs and the experimental conditions for
the reactions of thiolbenzoate 1 are shown in Tables 1 and
2; those for the reactions of thiolbenzoates 2–4 with 4-
oxypyridine are shown in Table 3.


Product studies


The products of the reactions of secondary alicyclic
amines with the title thiolbenzoate (1) are 4-nitrobenze-
nethiolate anion and the corresponding 4-methylbenza-
mide. The same benzenethiolate and 4-methylbenzoate
anions were found as products of the reactions with
pyridines. The latter product is due to rapid hydrolysis of
the cationic benzamides formed with pyridines, as found
in the pyridinolysis of thiolbenzoates 2–4.10b


The identification of the above products was carried out
by comparison of the UV-Vis spectra of the kinetic samples
at the end of the reactions (but before the slow oxidation of
4-nitrobenzenethiolate)10b with those of the authentic
products under identical experimental conditions.

Copyright # 2006 John Wiley & Sons, Ltd.

RESULTS AND DISCUSSION


Under amine excess the rate law obtained for the
reactions of thiolbenzoate 1 is given by Eqns (1) and (2),
where NPS� and N represent 4-nitrobenzenethiolate
anion and the free amine, respectively, and k0 and kN are
the rate coefficients for solvolysis and aminolysis,
respectively, of thiolbenzoate 1. Similar rate equations
were found for the reactions of thiolbenzoates 2–4 with
4-oxypyridine.


d½NPS��
dt


¼ kobs½1� (1)


kobs ¼ k0 þ kN½N� (2)


Plots of kobs against [N] at constant pH are linear, with
the slopes (kN) independent of pH. The kN values are
shown in Table 4. With the kN values and the pKa of the
conjugate acids of the amines, the Brønsted-type plots for
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igure 1. Brønsted-type plots (statistically corrected) for the


able 4. Values of pKa for the conjugate acids of secondary
licyclic amines and pyridines, and kN values for the reactions
f thiolbenzoate 1 with secondary alicyclic amines and
yridinesa


mine pKa kN/s
�1 �mol�1 � dm3


iperidine 10.82 1.6� 0.1
iperazine 9.71 0.70� 0.04
-(2-Hydroxyethyl)piperazine 9.09 0.22� 0.01
orpholine 8.48 0.11� 0.01
-Formylpiperazine 7.63 0.014� 0.001
iperaziniun cation 5.37 (2.7� 0.2)� 10�4


-Oxypyridineb 11.50 11� 1
,4-Diaminopyridine 9.45 1.5� 0.1
-(Dimethylamino)pyridine 9.14 1.1� 0.1
-Aminopyridine 8.98 0.84� 0.05
-Amino-3-bromopyridine 6.90 (5.8� 0.3)� 10�3


,4-Dimethylpyridine 5.68 (4.2� 0.3)� 10�4


-Methylpyridine 5.35 (1.6� 0.2)� 10�4


-Methylpyridine 4.92 (7.5� 0.5)� 10�5


Both the pKa and kN values were obtained in 44 wt% ethanol-water, at
5.08C, and an ionic strength of 0.2mol � dm�3.
The kN values obtained for the reactions of 4-oxypyridine with thiol-
enzoates 2, 3, and 4 are 16, 53, and 650 s�1 �mol�1 � dm3, respectively.
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the reactions of thiolbenzoate 1 with secondary alicyclic
amines and pyridines were obtained. These are shown in
Figure 1. The plot for secondary alicyclic amines was
statistically corrected,13b,17 using the values of q¼ 2 for
piperazine, p¼ 4 for piperazinium dication and p¼ 2 for
the conjugate acids of the other secondary alicyclic
amines. The parameter q is the number of equivalent basic
sites in the free amine and p is the number of equivalent
protons in the conjugate acid.13b,17


The curved lines in Figure 1 were calculated through
a semi-empirical equation, Eqn (3), derived on the basis
of the existence of a zwitterionic tetrahedral intermedi-
ate (T�) on the reaction pathway and a change in the
rate-determining step, from breakdown to products of
T� to its formation, as the basicity of the amine
increases.13 In this equation, k0N and pK0


a are the
corresponding parameters at the curvature center and b2
and b1 are the Brønsted slopes at low and high pKa


values, respectively. The best parameters for the non-
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linear least-squares fitting of Eqn (3) to the experimental
points are: log k0N ¼�0.43� 0.05, pK0


a ¼ 9.7� 0.1,
b2¼ 0.92� 0.05, and b1¼ 0.26� 0.05 for the reactions
of secondary alicyclic amines, and log k0N ¼ 0.18� 0.05,
pK0


a ¼ 9.4� 0.1, b2¼ 1.05� 0.05 and b1¼ 0.27� 0.08
for the reactions of pyridines.


logðkN=k0NÞ ¼ b2ðpKa � pK0
aÞ � log½ð1þ aÞ=2� (3)


where


log a ¼ ðb2 � b1ÞðpKa � pK0
aÞ


According to the rate law, the product studies and the
Brønsted-type plots obtained for the reactions under
scrutiny, the most likely mechanism for these reactions is
that described in Scheme 2 for secondary alicyclic amines
and Scheme 3 for pyridines. As found for the
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Figure 2. Brønsted-type plots for the pyridinolysis of thiol-
benzoates 2 (*) and 4 (*) in 44 wt% ethanol-water, at
25.08C, ionic strength 0.2mol � dmS3
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pyridinolysis of thiolbenzoates 2–4,10b a good isosbestic
point was obtained for the same aminolysis of thiol-
benzoate 1 (except for the reactions of the three more
basic pyridines), indicating, therefore, that the hydrolysis
of the cationic amidinium intermediate is fast. For the
reactions with the three more basic pyridines, a small
increase and fast decrease of absorbance was observed at
300 nm, which indicates that these intermediates are also
rapidly hydrolyzed, but not as fast as the cationic
intermediates formed from the less basic pyridines.


The larger pK0
a value obtained for the reactions of


thiolbenzoate 1 with secondary alicyclic amines in
aqueous ethanol (pK0


a ¼ 9.7) relative to that with pyridines
(pK0


a ¼ 9.4) is in accordance with the results found for the
reactions of these series of amines with thiolbenzoate 2 in
the same solvent.10a,b For the pyridinolysis of thiolbenzo-
ates 3 and 4, linear Brønsted-type plots up to a pKa value of
9.45 were obtained.10b Quantification of the pK0


a value for
these reactions was not possible due to the fact that the
most basic pyridine employed was 3,4-diaminopyridine, of
pKa 9.45.


10b


In order to quantify the pK0
a value for the pyridinolysis


of thiolbenzoates 3 and 4 and to obtain a more precise
value for the same aminolysis of thiolbenzoate 2, we have
determined in this work the kN values for the reactions of
4-oxypyridine (pKa 11.5) with these three thiolbenzoates.
These kN values are shown in Table 4.


With the values of kN reported for the reactions of
thiolbenzoates 2–4 with seven pyridines,10b and those
found in this work for the reactions of these substrates
with 4-oxypyridine, the Brønsted-type plots shown in
Figures 2 and 3 were obtained. The best fitting
parameters of Eqn (3) to the experimental points are:
log k0N ¼ 0.54� 0.04, pK0


a ¼ 9.7� 0.1, b2¼ 0.94� 0.04,
and b1¼ 0.22� 0.03 for the reactions thiolbenzoate 2;
log k0N ¼ 1.11� 0.06, pK0


a ¼ 10.1� 0.1, b2¼ 0.96� 0.04,
and b1¼ 0.25� 0.04 for the reactions of thiolbenzoate
3; and log k0N ¼ 2.43� 0.07, pK0


a ¼ 10.7� 0.2, b2¼
1.01� 0.06, and b1¼ 0.22� 0.03 for the reactions of
thiolbenzoate 4. The pK0


a values obtained for these
reactions, together with those found in the secondary
alicyclic aminolysis of thiolbenzoates 1–4 are summar-

Copyright # 2006 John Wiley & Sons, Ltd.

ized in Table 5. The pK0
a value found for the pyridinolysis


of 2 including the new pyridine (4-oxypyridine) is the
same (pK0


a ¼ 9.7) as that obtained previously without this
amine.10b Due to this new pyridine, quantification of the
pK0


a value for the pyridinolysis of 3 and 4 is now possible.
As seen in Table 5, the pK0


a value for the reactions of a
given thiolbenzoate with secondary alicyclic amines is
larger than that with pyridines. This can be attributed to
the greater nucleofugality from the intermediate T�


(larger k�1 in Schemes 2 and 3) of secondary alicyclic
amines relative to isobasic pyridines.18 This means a
larger k�1/k2 ratio for former amines since k2 should be
independent of the amine basicity and nature.19 A larger
k�1/k2 ratio means a larger pK0


a, according to Eqn (4),
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Figure 3. Brønsted-type plot for the pyridinolysis of thiol-
benzoate 3 in 44 wt% ethanol-water, at 25.08C, ionic
strength 0.2mol � dmS3
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which was derived from the hypothesis of the tetrahedral
intermediate.10,12


logðk�1=k2Þ ¼ ðb2 � b1ÞðpK0
a � pKaÞ (4)


As seen in Table 5 for the reactions of a given series of
amines, the pK0


a value increases as the substituent Y in the
benzoyl group becomes more electron withdrawing.


The same effect was found by Gresser and Jencks for
the aminolysis of diaryl carbonates in water.11 Electron
attraction from the substituent in the non-leaving group of

able 5. Values of pKa for the center of the Brønsted
urvature (pK0


a) for the reactions of 4-nitrophenyl 4-Y-thiol-
enzoates (1–4) with secondary alicyclic (SA) amines and
yridinesa


hiolbenzoate SA amines Pyridines


(Y¼Me) 9.7� 0.1b 9.4� 0.1b


(Y¼H) 10.0� 0.2c 9.7� 0.1d


(Y¼Cl) 10.4� 0.2c 10.1� 0.1d


(Y¼NO2) >10.8c 10.7� 0.2d


Reactions carried out in 44 wt% ethanol-water, at 25.08C, and an ionic
rength of 0.2 mol � dm�3.
Data from this work.
Data from Ref. 10a.
Values of pK0


a obtained from the Brønsted data for seven pyridines
ef. 10b) and the data for 4-oxypyridine (this work).
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the carbonate favors amine (relative to leaving group)
expulsion from the zwitterionic tetrahedral intermediate,
increasing, therefore, the pK0


a value.11 The same trend
was obtained for the reactions of benzylamines with 4-
nitrophenyl Y-benzoates in acetonitrile:2 the ratio of rate
coefficients arising from the intermediate T� (k�1/k2)
increases with the increasing electron attraction of Y.2


This means that the pK0
a value increases as Y becomes


more electron withdrawing.
The above effect has been explained as follows:10,11 as


electron attraction from Y in the intermediate T�


increases, the central carbon of this intermediate becomes
more positively charged and this enhances the push
provided by the oxygen (or sulfur) atom in the leaving
group to expel the amine (larger k�1). The amine nitrogen
atom in T� lacks an electron pair to exert its push to expel
the leaving group. Therefore, electron withdrawal from Y
favors amine leaving from T�, compared to leaving group
expulsion, enlarging the k�1/k2 ratio and, according to
Eqn (4), increasing the pK0


a value.
In contrast to the above results, Um et al. have found


that in some aminolysis reactions, the substituents in the
acyl group of aryl benzoates do not affect the pK0


a


value.3 For instance, for the reactions of 2,4-dinitro-
phenyl 4-Y-substituted benzoates with secondary ali-
cyclic amines in aqueous DMSO, these workers found
curved Brønsted-type plots centered at pKa¼ pK0


a ¼ 9.1
for Y¼MeO, H, and NO2.


3a Nonetheless, these plots
exhibit slope values of b1¼ 0.40–0.55 (at high pKa) and
b2¼ 0.63–0.76 (at low pKa).


3a These slopes are not
typical of stepwise mechanisms through a tetrahedral
intermediate. For a two-step mechanism in aqueous
solution the usual slopes are b1¼ 0.10–0.3 and
b2¼ 0.80–1.1.5a–c,6,10,13,16,18,19 The magnitude of the
Brønsted slopes obtained in the secondary alicyclic
aminolysis of 2,4-dinitrophenyl benzoates in aqueous
DMSO, together with the small Brønsted curvatures
suggests that a concerted mechanism, rather than a
stepwise, governs these reactions. This is based on the
following grounds.

(1) W

e have found that the reactions of secondary ali-
cyclic amines with 2,4-dinitrophenyl 4-cyanobenzo-
ate in aqueous ethanol are ruled by a concerted
mechanism, on the basis of the linear Brønsted-type
plot of slope 0.6 obtained.5d

(2) S

ong and Jencks obtained slightly curved Brønsted
plots in the aminolysis of substituted benzoyl fluor-
ides.20 The values of the slopes at low and high pKa


are ca. 0.67 and 0.23, respectively.20 The magnitude
of these slopes and the small difference between their
values at low and high pKa (i.e., small curvatures)
were interpreted as concerted mechanisms.20 Further-
more, the fact that the center of the Brønsted curva-
ture (pKa


0) is the same for all the benzoyl fluorides
investigated indicates that these mechanisms are
concerted.20
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The gradual decrease of the Brønsted slope with
increasing amine pKa in a single step has been explained
by a manifestation of a normal Hammond effect, with an
earlier transition state for the more reactive nucleo-
philes.20,21
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ABSTRACT: Artemisinin is an efficient antimalarial drug containing a 1,2,4-trioxane which is able to alkylate heme
both in vitro and in vivo, giving rise to covalent heme-artemisinin coupling products. The low valent iron(II)
protoporphyrin-IX, which is the prosthetic group of hemoglobin, induces the homolysis of the peroxide bond of
artemisinin by an electron transfer. The generated alkoxy radical is quickly rearranged to a C-centered radical that
efficiently alkylates the heme macrocycle at meso positions. Heme is therefore both the activating agent and the target
of artemisinin.


Additionally, the iron(II) heme cofactor of carboxyhemoglobin was found to react as efficiently with artemisinin as
oxyhemoglobin does, providing a heme-drug covalent adduct in up to 60% yield. This result indicates that the presence
of a CO ligand bound to iron does not preclude the reductive activation of the peroxide, thereby confirming the high
affinity of artemisinin for iron(II) heme.


On the basis of this mechanism of action, a variety of new peroxide-based antimalarials named trioxaquines
1


have
been synthesized. Trioxaquines are made by the covalent attachment of a trioxane, having alkylating ability, to a
quinoline, known to readily penetrate infected erythrocytes. Several trioxaquines are active in vitro on chloroquine
resistant malaria parasite at nanomolar concentrations, and are efficient to cure infected mice by oral route at 20–
50mg/kg. Copyright # 2006 John Wiley & Sons, Ltd.

KEYWORDS: artemisinin; carboxyhemoglobin; heme alkylation; hemoglobin; malaria; trioxane; trioxaquine

INTRODUCTION


At the interface of inorganic chemistry and biology, the
discovery of metal-based drugs is a growing field with
some impressive large-scale applications (anticancer cis-
platinum or gadolinium contrast agents for magnetic
resonance imaging). In such complexes, the metal center
plays a key role in the observed pharmacological effects.
Beside this category, some organic drugs need to be
activated in vivo by a metal center, for example by the iron
center of cytochrome P450, in order to generate
biologically reactive entities. The antimalarial endoper-
oxide artemisinin is the only reported example of a drug
that interacts in vivowith a metal complex acting both as a
trigger and a target.


Malaria is a parasitic disease due to the erythrocyte
infection by a Plasmodium species transmitted to man by
the bite of an infected anopheles mosquito. P. falciparum
is responsible for 95% of the 1–3 million malaria death
occurring each year. On the model of quinine, a natural
product extracted from the bark of the cinchona tree,
several synthetic drugs based on a 4-aminoquinoline
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(such as chloroquine) or on a quinoline-alcohol (such as
mefloquine) have been widely and efficiently used (see
Fig. 1 for structures). However, the parasites have become
resistant to major antimalarial drugs, rendering the
formerly efficient chloroquine useless in many tropical
countries, which has resulted in a come-back of a high
level of malaria in recent decades.1–3 Even for the
reference drug quinine, there are now assessments of
progressive emerging resistance.4 Vaccine development
against P. falciparum malaria is ongoing, however,
despite several decades of work, a malaria vaccine is
not yet round the corner.5,6


The sesquiterpene artemisinin (1, Fig. 1) is naturally
formed in the aerial part of Artemisia annua, a plant
whose leaves were used in China for centuries as
traditional medicine against fever. The trioxane entity,
responsible for the antimalarial activity of artemisinin, is
a chemical structure completely different from that of the
classical antimalarial drugs based on a quinoline residue,
and is thus likely to have a different mechanism of action.
Artemisinin and its hemisynthetic derivatives artemether
and artesunate are nowadays the faster acting antimalarial
drugs and the only family for which no clinically relevant
parasite resistance has been reported up to now.7 Actually,
the WHO recommends a drug therapy based on a for-
mulation containing an artemisinin derivative as policy
standard. Unfortunately, the need to treat 500 million
P. falciparum malaria attacks per year results in a global
shortage of artemisinin, and a short-term quadrupling in

J. Phys. Org. Chem. 2006; 19: 562–569







N


HO
H3CO


H N


H


N


N
H N


Cl


N


HO
N


CF3


Quinine


Chloroquine


Mefloquine


Artemisinin:


 Artemether:


R1,R2 = O


R1 = H, R2 = β-OCH3


Artesunic acid:  R1 = H


R2 = α-OCO(CH2)2–COOH


O


O
O


H3C


CH3


H
CH3


H


R1 R2


(a) (b)


Figure 1. Structure of (a) some quinoline-based antimalar-
ial drugs, and (b) artemisinin 1 and some hemisynthetic


Copyright # 2006 John Wiley & Sons, Ltd.


HEME ALKYLATION BY ARTEMISININ AND TRIOXAQUINES 563

its cost.2,8 To overcome these difficulties, considerable
progress in the agricultural and chemical technologies of
artemisinin production and extraction have been recently
reported:9 in the Indo-gangetic plains of India, the
development of new cultivars allow harvests as big as
75 kg/ha, in contrast to a maximum yield of artemisinin at
25 kg/ha reported from Brazil, and 15 kg/ha from China,
Vietnam, and Africa. In spite of such efforts, artemisinin
is actually in short supply.


A recent study suggests that uncontrolled use of
artemisinin derivatives in some geographic areas may
lend a reduced in vitro susceptibility to P. falciparum field
isolates, and this feature may be the first step of the
development of artemisinin resistance.10 As an additional
drawback, the poor pharmacokinetic parameters of
artemisinin derivatives make necessary the development
of new, cheap, and easily affordable synthetic endoper-
oxide-based antimalarial drugs. For this purpose, under-
standing the essential features of the mechanism of action
of artemisinin is necessary to design synthetic antimalar-
ial peroxides.


derivatives

ARTEMISININ, AN ALKYLATING
ANTIMALARIAL DRUG


Iron in malaria


After a mosquito bite, the malaria parasites invade the
liver and, then, colonize erythrocytes where parasite
multiplication is achieved. The symptomatology of
malaria is due to this erythrocytic phase. The synchronous
maturation of parasites leads to the erythrocyte burst
together with an attack of fever and deep anemia. At each

red blood cell burst (every 48 h for P. falciparum),
parasites are released for further erythrocytic reinvasion.


Within infected erythrocytes, up to 70% of the host
hemoglobin is imported into a specialized acid compart-
ment of the parasite (food vacuole), and broken down by
specific proteases.11,12 The amino acids released by this
catabolic process are used by the parasite to build its own
proteins. Of the four equivalents of heme by hemoglobin
molecule, only a minor amount is degraded and used as
source of iron for the parasite. Upon degradation of globin
and release of heme, the iron(II) protoporphyrin-IX is
able to reduce molecular oxygen thus inducing the
cascade of reduced oxygen species. This should result in a
lethal oxidative stress within the parasite which lacks the
heme oxygenase that vertebrates use for heme catabolism.
To avoid the heme-mediated oxidative damages, the
released heme is converted into a redox inactive iron(III)-
heme microcrystalline aggregate called hemozoin.13,14


Any perturbation of this heme detoxification process
that is unique to Plasmodium is expected to have drastic
consequences for the parasite survival, due to the
accumulation of soluble redox active heme residues.
The control of malaria largely depends on drugs that
disrupt this heme aggregation process which is assisted by
the parasitic histidine-rich protein (HRP). For instance,
chloroquine has a high affinity for ferric heme
(Kd¼ 3.5 nM)15 as a result of a strong p-stacking between
the quinoline ring of the drug and the porphyrin
macrocycle.16–18 Other quinoline-based antimalarials
are supposed to interact with heme in a similar way.


Reactivity of artemisinin in the presence of
heme


The mechanism of action of artemisinin has been the
matter of a lot of work and intense debates for the last
decade.19–23 In a pioneering work by Meshnick’s group,
radiolabeled artemisinin was found to alkylate in vitro
heme proteins such as catalase, cytochrome c and
hemoglobin.24 When incubated in Plasmodium cultures,
artemisinin alkylates heme and some unidentified, but
specific parasitic proteins.25,26 More recently, the
artemisinin-induced inhibition of two parasitic proteins,
a TCTP homolog27 and the calcium-dependent ATPase
PfATP6,28 was clearly reported as being iron-dependent.


When a peroxide is activated by a low-valent transition
metal complex, the main reaction pathway is the
homolytic cleavage of the weak peroxide bond.29,30


The reductive activation of artemisinin or related
peroxides by iron(II) heme or iron(II) salts have been
reviewed.31–36


Covalent heme-artemisinin adducts


Alkylating species generated by ferrous iron-mediated
homolytic cleavage of the endoperoxide function of
artemisinin, in particular the alkyl radical centered at
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position C4 of artemisinin (or related 1,2,4-trioxanes),
were early proposed to be important.37 However, the
concentration of free iron ions in living cells is close to
zero, whereas heme concentration is 20mM in red blood
cells. After preliminary experiments with synthetic
metalloporphyrins,38 we have reported that iron(III)-
protoporphyrin(IX) incubated with artemisinin, in the
presence of a reducing agent able to generate iron(II)-
heme, was readily converted in high yield to heme-
artemisinin covalent adducts. These adducts result from
alkylation of the four meso positions of the macrocyclic
ligand by the C4-alkyl radical derived from artemisinin
(adducts 2, Fig. 2).33 The reductive cleavage of
artemisinin is initiated by an electron transfer from the
iron(II)-heme to the antibonding s� LUMO orbital of the
peroxide bond. This reductive activation generates a
short-lived alkoxy radical which quickly rearranges, via
b-fragmentation, to a C4-centered primary radical
thermodynamically facilitated by concomitant formation
of an ester functionality. Intramolecular addition of this
alkylating species occurs without regioselectivity on the
four meso carbons of the protoporphyrin ligand. After
demetallation of the heme moiety, complete NMR
characterization of these adducts has been obtained.39


In addition, artemisinin is able to alkylate heme in non-
denaturated human iron(II) hemoglobin in the absence of
any added protease, or even in the presence of high
amounts of non-heme proteins when artemisinin was
added to human hemolyzed whole blood.40 These results
clearly indicate the high reactivity of this drug toward
hemoglobin under very mild conditions. In this regard,
the selective toxicity of artemisinin to malarial parasites is
probably due to the selective accumulation of the drug
into the parasite within infected erythrocytes compared to
non-infected erythrocytes.41,42
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The question, thus, arises as to whether the formation
of heme-artemisinin adducts is just a laboratory
‘curiosity’ or is biologically relevant and related to the
mechanism of action of the drug in vivo. We addressed
this question upon treatment of Plasmodium vinckei
infected mice with artemisinin at pharmacological doses
by intra-peritoneal or oral routes. The covalent adducts
heme-artemisinin 2 were identified in the spleen of all
treated mice. The hydroxylated and glucuroconjugated
derivatives of heme-artemisinin adducts, clearly indica-
tive of a hepatic metabolism, were identified in the urine
of treated mice. On the opposite, no heme-artemisinin
adduct could be detected in healthy mice treated under the
same conditions. This result confirms that the alkylation
ability of artemisinin exists in mammals, and that this
effect is triggered by the presence of the parasite.43


The exact role of heme-artemisinin adducts in the
in vivo parasiticidal activity may remain for a long time a
matter of debate.44 ‘Nevertheless, 1 alkylates free heme or
hemoglobin heme by way of the primary carbon-centered
radical, possibly the only malaria-parasite-relevant
fully characterized alkylation reactions reported so far
for 1.’45


REACTIVITY OF CARBOXYHEMOGLOGIN
TOWARD ARTEMISININ


Let us remind that the role of iron heme for artemisinin
antimalarial activity has been debated. A recently
published article indicates that artemisinin is active on
P. falciparum cultured under different O2/CO atmosphere
ratios.46 Making the hypothesis that, in carboxyhemo-
globin, ‘iron(II) is no longer available for the reductive
scission of the trioxane pharmacophore,’ the authors
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concluded that ‘iron(II) heme is not necessary for the
antimalarial activity of artemisinin.’


We considered this hypothesis. To address this
question, we compared the alkylating ability of artemi-
sinin in the presence of iron(II) oxyhemoglobin (HbO2)
and in the presence of iron(II) carboxyhemoglobin
(HbCO). The results and experimental conditions are
reported here.

Preparation of HbO2 and HbCO solutions


The UV-visible spectra of HbO2 and HbCO have been
reported for many years. They are significantly different in
the Q-band region, allowing calculation of the proportion of
each species in a HbO2/HbCO mixture. Pure HbO2


solutions in water were obtained by dissolving human
ferrous oxyhemoglobin A0 in argon saturated water
[(H2O)Ar]. Pure HbCO solutions in water were obtained
by dissolving human ferrous oxyhemoglobin A0 in carbon
monoxide saturated water [H2O)CO], and then keeping the
solution under a CO pressure (1.5 bar) for 15 min. For
preparation of the solutions containing different HbO2/
HbCO molar ratios, oxyhemoglobin was dissolved in
mixtures of (H2O)CO and (H2O)Ar in variable proportions.


Quantification of HbCO was performed using the
absorbance ratio at 540 and 579 nm, according to Eqn (1):


HbCOð%Þ ¼ abs540=abs579 � A


B� A
� 100 (1)


where abs540 and abs579 stand for the absorbance
intensities of the solution at 540 and 579 nm, respectively,
A¼ abs540/abs579 for pure HbO2¼ 1.02, and B¼ abs540/
abs579 for pure HbCO¼ 1.53.47,48 An example of this
titration is given in Fig. 3.

Figure 3. (a) UV-visible spectrum of HbO2. (b) UV-vis
spectrum of a mixture HbO2þHbCO containing 64mol%
HbCO


Copyright # 2006 John Wiley & Sons, Ltd.

ible
of

Alkylation of heme in HbO2 or HbCO by
artemisinin


Pure HbO2 was reacted with artemisinin for 1 h at 37 8C in
a water/dimethylsulfoxide medium (H2O/DMSO¼ 9/1,
v/v; heme/artemisinin molar ratio¼ 1/2.2). The for-
mation of heme-artemisinin adducts, resulting from the
meso positions of the porphyrin macrocycle by an
artemisinin derived C-centered radical, was evidenced by
HPLC and LC-MS after dilution. The reaction selectively
provided four heme derivatives with Rt¼ 30.0, 30.3, 32.8
and 33.5min, respectively. The consistency of these
products with the already characterized four regioiso-
meric heme-artemisinin adducts was checked by HPLC
comigration, UV-visible spectroscopy and LC-MS (UV-
visible at 406 nm: eheme/eadducts¼ 4.7; ESþ-MS: m/z¼
898.4, 838.4). After 1 h of reaction, the yield of heme-
artemisinin adducts was 71% from the starting amount
of heme. For comparison, similar alkylation reactions
were made after incorporation of carbon monoxide on
heme higher than 94mol%, that is, abs540/abs579> 1.50
(n¼ 4). After 1 h of reaction, the yield of alkylation of
heme in carboxyhemoglobin was as high as 69%� 5%
with respect to the starting amount of heme (namely,
74%, 74%, 64%, and 67%, n¼ 4) (Fig. 4). This
result unambiguously shows that artemisinin efficiently
alkylates carboxyhemoglobin as well as oxyhemoglobin.


In addition, mixtures containing different HbO2/HbCO
ratios were reacted with artemisinin for 1 h at 37 8C in
a water/dimethylsulfoxide medium (H2O/DMSO¼ 9/1,
v/v; heme/artemisinin molar ratio¼ 3/1). Under these
conditions, the maximum theoretical yield of heme-
artemisinin adducts was 33mol% with respect to
the starting amount of heme. From 0 to 95%
HbCO, the alkylation efficacy of heme by artemisinin,
calculated as the yield of heme-artemisinin adducts
divided by the maximum theoretical yield, was found to
fall within the range 66–100%, whatever the proportion
of HbCO was, thereby confirming that the reactivity of
HbCO toward artemisinin peroxide is similar to that of
HbO2.


This result unambiguously makes invalid the hypoth-
esis by S. Parapini et al. that stated the inhibition of
iron(II) heme reactivity by carbon monoxide. In
addition, the role of heme or unidentified iron species
has been shown to be required for the artemisinin-
mediated alkylation of PfTCTP25 or PfATP626in vitro. In
conclusion, the possible role of iron(II) species for the
antimalarial activity of artemisinin in vivo cannot be
ruled out. On the opposite, artemisinin may be triggered
not only by iron(II) heme, but also by any other
biological iron(II) species, so giving rise to the
alkylation of different biomolecules in the vicinity. By
the way, the absence of artemisinin resistance in malaria
parasite might be related to multiple biological
activators and targets inherent in the endoperoxide
reactivity.49
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Figure 4. HPLC chromatogram after alkylation of 95mol% HbCO. Detection at 406 nm. Alkylation yield¼ 4.7�Sabsadducts/
[4.7�Sabsadductsþ absheme]�100
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FROM ARTEMISININ TO TRIOXAQUINES


A lot of efforts have been made in recent years to develop
new antimalarial drugs.50 Amongst them, chloroquine has
been modified by covalent link with a ferrocenyl entity.
This drug named ferroquine is active against chloroquine-
resistant strains of malaria parasite.51 Ammonium52 and
thiazolium53 salts were designed to target the parasite
choline transporter. Synthetic trioxanes54 or trioxo-
lanes,55 simplified analogs of artemisinin, supposed to
act in the same way, have also been developed.


The combination of artemisinin derivatives with a
second drug having a different mode of action is a good
way to increase the efficacy of the treatment, and to
prevent the emergence and the spread of drug resistance.
As artemisinin and chloroquine both interact with heme,
but by two different mechanisms, we designed new
chimeric molecules named trioxaquines


1


(Fig. 5).56 They
combine, in a single molecule, a potentially alkylating
trioxane (as in artemisinin), and a 4-aminoquinoline (as in
chloroquine) known to easily penetrate within infected
red blood cells. It is noteworthy that this strategy has
already been developed for the treatment of various
diseases including depression, allergy, hypertension,
dyslipidemia, and for the development of non-steroidal
antiinflammatory drugs.57 However, it has not yet been
used for the design of antiparasitic drugs.

Synthesis of trioxaquines


For obvious reasons, antimalarial drugs must be cheap
and easily accessible. Trioxaquines were prepared
through a convergent synthesis based on classical
reactions. Many simple modulations are possible, leading
to a large family of new potentially active molecules. As
an example, the synthesis of trioxaquine DU1301 is

quinoline trioxane
linker


igure 5. Trioxaquines
1


are dual antimalarial molecules

F

Copyright # 2006 John Wiley & Sons, Ltd.

depicted in Fig. 6 (compound 3). In trioxaquine DU1301,
the amine and the peroxide substituent can be trans or cis
with respect to the cyclohexane ring. The reductive
amination reaction, therefore, provided two diastereo-
meric racemates trans-DU1301 and cis-DU1301 (50/
50).58 For structure elucidation and biological evaluation,
the two diastereomers of DU1301 have been separated
and their structures were determined by X-ray diffrac-
tion.58 These stereochemical issues have already been
detailed in a previous report.58


Alkylation ability of trioxaquines


The alkylating ability of trioxaquine DU1301 toward
iron(II) heme was evaluated under similar conditions as
those reported for artemisinin derivatives. At 37 8C in 1 h,
60% of hemewas alkylated by two alkyl radicals generated
by the reductive activation of the peroxide bond. With
artemisinin, no alkylation product arising from a putative
radical on O1 has been evidenced (Fig. 7). By the way, a
recent report based on the reactivity of trioxolane models
of artemisinin suggests a preference for attack of iron(II)
on the non-ketal peroxide oxygen atom of artemisinin.45


By contrast, in the case of DU1301, two different routes
produced alkoxy radicals either on O1 or on O2, giving rise
to two different heme-drug adducts 4 and 5.59

Antimalarial activity of trioxaquines


The first synthesized trioxaquines were found highly
active in vitro on laboratory strains (chloroquine-sensitive
and chloroquine-resistant ones) of P. falciparum. As a
matter of example, the concentrations of DU1301
necessary to reduce the parasitemia by 50% (IC50 values)
ranged from 5 to 20 nM, depending on the parasite strains,
whereas IC50 values of artemisinin on the same strains
range from 5 to 8 nM, and that of chloroquine from 62 to
174 nM.58 The two diastereomers of DU1301 have been
independently tested for antimalarial activity. They
exhibit identical activities in vitro and in vivo, on mice
infected by Plasmodium vinckei.
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Moreover, complete cure of parasitemia without
recrudescence has been obtained at 20 (ip route) or
50mg/kg/d (oral route).58


The high efficacy of DU1301 in vitro and in vivo, in
particular on chloroquine-resistant strains, its easy
synthesis and its chemical stability, its absence of toxicity
are making this trioxaquine a promising drug candidate
for antimalarial therapy. Trioxaquines are now in pre-
clinical development by a young company named
Palumed, in collaboration with Sanofi-Aventis.

CONCLUSION


Metal ions are ubiquitous in living organisms. Iron is the
most abundant with an average amount of 4 g in an adult
human body.


Iron is an important component of many cellular redox
reactions and is required for essential enzymes. Heme
represents one of the most ubiquitous and stable forms of
redox active iron among living organisms. It is required as
a prosthetic group for a vast number of proteins or enzymes
(e.g., hemoglobin that accounts for ca. 55wt% of iron in
humans, myoglobin, cytochromes, peroxidases, catalases,
nitric oxide synthase. . .) involved invarious processes such
as oxygen and electron transport and metabolism of small

Copyright # 2006 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2006; 19: 562–569

molecules. Iron–sulfur clusters FenSn are also involved in
electron transfer proteins.


The ability of iron of heme (or Fe–S clusters) to accept
and donate electrons is a key feature which also
contributes mostly to its potential toxicity in vivo. In
normal metabolism, during the sequential reduction of
molecular oxygen, superoxide radical intermediates can
be formed. Hydroxyl radical can also be generated by the
Fenton-catalyzed cleavage of hydrogen peroxide. For this
reason, all aerobic organisms have developed sophisti-
cated regulatory systems (superoxide dismutase, peroxi-
dases, catalases) to maintain the concentration of reduced
oxygen species as low as possible.


As a unique example, the peroxide of artemisinin
interacts with the metal center of heme, which acts at the
same time as trigger and target. Artemisinin specifically
enters infected red blood cells to reach its activator/target.

EXPERIMENTAL SECTION


Reactivity of carboxyhemoglogin toward
artemisinin


Materials. Human ferrous hemoglobin A0 (HbO2),
and all chemicals were purchased from Sigma-Aldrich.
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UV-visible spectra were recorded on a Lambda 35
Perkin–Elmer UV-visible spectrometer.


HPLC analyses were performed using a 5mm C4-QS-
uptisphere 300 column, 250� 4.6mm (Interchim,
France). Eluents were (A) 0.05 vol% trifluoroacetic acid
in water, (B) 0.05 vol% trifluoroacetic acid in acetonitrile.
The gradient was the following: from A/B¼ 64/36 to
A/B¼ 56/44 in 30min, then to A/B¼ 52/48 in 10min.
Flow rate was 1mL/min, and UV detection at 220 and
406 nm. Under these conditions, hemoglobin is denatu-
rated and heme released from globins. Retention time,
min: 13.4 (heme, lmax¼ 398 nm), 19.5 (b-globin), 26.0
(a-globin), 30.0, 30.3, 32.8, 33.5 min (four heme-drug
adducts, relative ratio 1/3/3/3, lmax¼ 406–408 nm).


Water (10mL) was saturated by bubbling carbon
monoxide, at room temperature and atmospheric pressure
during 1 h, to provide [(H2O)CO]. Argon saturated water
[(H2O)Ar] was prepared in a similar way but bubbling
argon instead of CO.


Solution of pure HbCO. Human ferrous oxyhemo-
globin A0 (HbO2, 1.6mg, 0.025mmol, corresponding to
0.100mmol of heme) was dissolved in (H2O)CO (100mL).
This solution was stirred under CO pressure (1.5 bar)
during 15min. An aliquot of this solution (10mL) was
diluted with 990mL of (H2O)Ar for UV-visible analysis
(l¼ 419, 539, 571 nm; abs540/abs579¼ 1.53).


Solution of pure HbO2. Human ferrous oxyhemoglo-
bin A0 (HbO2, 1.6mg, 0.025mmol) was dissolved in
(H2O)Ar (100mL). An aliquot of this solution (10mL) was
diluted with 990mL of (H2O)Ar for UV-visible analysis
(l¼ 414, 542, 577 nm; abs540/abs579¼ 1.02).


Solutions with different HbO2/HbCO molar
ratios. Human ferrous oxyhemoglobin A0 (HbO2,
1.6mg, 0.025mmol) was dissolved in variable volumes of
(H2O)CO (20–80mL). The volume was then adjusted to
100mL by addition of (H2O)Ar. Aliquots of these solutions
(10mL)were diluted with 990mL of (H2O)Ar for UV-visible
analysis. For each reactionmixture, the percentage ofHbCO
was calculated from UV-visible data according to Eqn (1).


Alkylation of hemoglobin by artemisinin. The
solution of HbO2/HbCO in water (90mL) was mixed with
a solution of artemisinin in DMSO (10mL, H2O/
DMSO¼ 9/1, v/v, heme/artemisinin molar ratio¼ 1/2.2
or 3/1). The reaction mixture was allowed to stand at
37 8C for 1 h. It was then diluted with (H2O)Ar (2.4mL).
Fifty microliters of this diluted solution was then
analyzed by HPLC or LC-MS.
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INTRODUCTION


Aromatic hydrocarbons such as benzene and toluene are
one of the most important classes of primary pollutants
emitted into the atmosphere from fuels and exhaust gases.
This accounts for about 10% of all of the organic com-
pounds in air. Functionalized aromatic compounds such as
phenol can also be formed in the atmosphere by the OH-
initiated atmospheric oxidation of these primary pollutants
and their yields can be relatively high.1,2 These aromatic
compounds can subsequently be transformed into the
corresponding nitroderivatives by reaction with NO2 pro-
moted by hydroxyl (OH) or nitrate (NO3) radicals. These
radicals are important oxidizing agents in the troposphere;
the former during the day, the latter during the night.


The regiochemistry of the gas phase nitration of electron-
rich aromatic compounds is often different from that in
solution. Interestingly, there are also differences in OH- and
NO3-promoted nitrations, suggesting that different reaction
pathways are involved in these two cases. Schemes 1 and 2
show three possible pathways in this reaction. They are:
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1. A

 hydrogen abstraction reaction (H-ABS) forming a
benzyl radical 6 (X¼CH2) or a phenoxy radical
6 (X¼O). Addition of NO2 will form ortho- and
para-nitration products exclusively.

2. A

n electron transfer reaction (ET) to give a cation
radical 7. This is generally not occurring in gas phase
chemistry.

3. A

n addition reaction (ADD) to give four isomeric
adducts 2–5 in an equilibrium reaction. Addition of
NO2 gives seven isomeric cyclohexadienes 8–14.
These intermediates have generally two stereogenic
carbons. Hence, a total of 24 isomers may be formed.
These undergo elimination of HOY to give the three
nitroderivatives 15–17. Here, the nature of the cyclo-
hexadiene intermediate controls the nitroderivative
formed. Alternatively, loss of HOY from adducts 2–5
gives a benzyl radical 6 (X¼CH2) or a phenoxy radical
6 (X¼O) with subsequent formation of ortho- and
para-nitration products exclusively.


The gas phase OH-initiated nitration of toluene 1 (X¼
CH2) with NO2 has been extensively investigated both
experimentally and theoretically. The rate of decay of OH
with toluene shows an unusual dependence with the
temperature.3,4 At room temperature the OH decay is
exponential and the rate constant decreases slightly with
increasing the temperature giving a positive slope of the
Arrhenius plot. In the range 325–380 K, the rate constant
increases as a function of the temperature and the OH
decay is no longer exponential. Finally, for temperatures
above 380 K the rate constant increases as a function of
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the temperature but the OH decay is still exponential. The
different behavior as a function of the temperature has
been explained with the competition of the ADD and H-
ABS mechanisms, which should be differently favored
with the temperature. The negative activation energy
observed at the room temperature (positive slope of the
Arrhenius plot) has been explained with the formation of
a OH-toluene pre-reactive complex with a (negative)
binding energy larger than the subsequent (positive)
activation energy to give the reaction products.3–6


This pre-reactive complex has been characterized by
Vivier-Bunge et al.6


In the OH-promoted nitration of toluene at room
temperature, nitrotoluenes are formed in the ratio:
meta:para:ortho¼ 70:25:5.7,8 This ratio is very different
from that observed in the electrophilic nitration of toluene
in solution9.


The reaction, at room temperature, is suggested to
occur 90% via a rate-determining ADD giving at the

Copyright # 2006 John Wiley & Sons, Ltd.

equilibrium the predominant formation of the ortho-
hydroxycyclohexadienyl radical adduct 4 (X¼CH2)10


and 10% via a hydrogen abstraction reaction (H-ABS)
which forms a benzyl radical 6 (X¼CH2). Accordingly,
values of kinetic isotope effect (kH/kD) in the range
0.98–1.13 were found11 and a Linear Free Energy
Relationship (LFER) study12 gave r¼�2.3� 0.2; r2¼
0.96.


The H-ABS mechanism with toluene is reported to
have higher kH/kD and lower r, for example, the
bromination reaction (kH/kD¼ 4.86� 4.59)13, the chlori-
nation with chlorine (kH/kD¼ 3.6–4.01,14r¼�1.515) or
with hypochlorite (kH/kD¼ 3.616; r¼�1.7 against sþ14),
the microsomal oxidation (kH/kD¼ 2.13;17r¼�0.86
against sþ18).


The radical adducts reacts with O2 in an equilibrium
reaction19 to give a peroxy radical and this is the reason for
the predominant formation of ortho-cresol20 together with
other ring-retaining compounds21 and ring fragmentation
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products.22 If NO2 is present, in a competitive pathway the
hydroxycyclohexadienyl radical adduct 4 (X¼CH2)
will react with NO2 to give cyclohexadienes 12–13
(X¼ CH2)23 A 1,2-elimination reaction of H2O will form
mainly 3-nitrotoluene 17 (X¼CH2).


The gas phase NO3-initiated nitration of toluene and
phenol has been less extensively investigated and the
regiochemistry of the reaction is still far from being
rationalized.


Prompted by these considerations we present in this work
an experimental and computational study on the NO3-
initiated nitration of toluene and phenol. The H-ABS and
ADD pathways will be investigated both theoretically and
experimentally and correlated to the well-studied OH-
promoted reaction of toluene. The results will allow to shed
some light on the origin of the different regiochemistry in
the NO3-promoted nitration of these two aromatic
compounds.

Copyright # 2006 John Wiley & Sons, Ltd.

EXPERIMENTAL AND COMPUTATIONAL
DETAILS


The reaction was studied in purified air at 760 Torr in a
480 L Teflon-coated 60 cm diameter cylindrical chamber
equipped with an 81.2 m total beam path length White
type mirror system coupled to a Bruker IFS 113V FT
spectrometer for on-line Infrared Spectroscopy.


Concentrations of reactants and reaction products were
monitored in situ by long path infrared spectroscopy.
Experiments were performed at ambient pressure and
temperature. Calibrations of the IR measurements were
performed either by introducing known volumes of vapor
at known pressures into the chamber or by evaporating
known quantities of the compounds and transferring them
with a stream of air into the chamber. Calibrated gas phase
spectra of nitrotoluenes and nitrophenols were obtained.


NO3 generated by reacting NO2 with O3 may be used as
the promoter in gas phase nitration reactions.24 The
organic substrate is then admitted in the reactor and the
nitration is due to the presence of NO2 in the system.
Moreover, the NO3-initiated nitration of phenol with NO2


in gas phase gives a ratio ortho:parawhich depends on the
concentration of NO2.25


In the experiments to study yields of nitrophenols, N2O5


was synthesized in the chamber by mixing O3 with an
excess of NO2. Subsequently phenol was added and the
reaction was allowed to proceed until only insignificant
amounts (<100 ppb) of N2O5 remained. Initial concen-
trations were 10–25 ppmV N2O5, 3–55 ppmV NO2, and
15–30 ppmV of the organic compound. In some exper-
iments, phenol and NO2 were added first to the chamber,
then ozone. The initial concentrations in this case were
11–51 ppmV NO2, 22–31 ppmV phenol and 16–70 ppmV
ozone.


The rate constant of the reaction of NO3 with phenols
was determined relative to that of its reaction with
2-methyl-2-butene. In these experiments phenol and
2-methyl-2-butene were added first to the chamber, then
N2O5 was introduced by evaporating solid N2O5, prepared
by the method of Schott and Davidson,26 and bringing it
into the chamber with a stream of air. In this case, the initial
concentrations were 15–18 ppmV of 2-methyl-2-butene
and 5–10 ppmV phenol. N2O5 was in most experiments
added several times during the experimental run in portions
of a few ppmV. Initial NO2 concentrations were 1–3 ppmV
in these experiments. In other experiments, NO2 was added
to provide initial concentrations of 29–59 ppmV in order to
test the influence of the concentration of NO2 on the
observed rate constant.


Structural parameters and energies of the reactants,
intermediates and products along the H-ABS and ADD
pathways of the NO3-promoted nitration of toluene and
phenol in their stable geometries and at transition states
were computed in the framework of the density functional
theory (DFT)27 with the hybrid three parameter
B3LYP28,29 exchange-correlation functional and the split
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Table 1. Distribution of nitration products from toluene and phenol in different conditions


Toluene 1 (X¼CH2) Phenol 1 (X¼H)


NO3-promoted
nitration with


NO2
33


Electrophilic44 NO3-promoted
nitration with


NO2
25


Electrophilic45


Ortho-nitration 55 57 69–29 28
Meta-nitration 14 2 4
Para-nitration 31 41 40–17 58


Table 2. Reaction Gibbs free energy (DGr; in kcalmol�1)
and corresponding transition state Gibbs free energy (DG#;
in kcalmol�1) computed at B3LYP/6-31G(d,p) level of theory
for the OH- and NO3-promoted nitration of toluene and
NO3-promoted nitration of phenol


Toluene Phenol


OH-
promoted
nitration


NO3-
promoted
nitration


NO3-
promoted
nitration


DGr DGr DGr


1þOY!1-OY �5.69 �5.76 �3.52
1-OY!6þHOY


(H-ABS)
�24.02 �6.97 �18.00


1-OY!2
(ADD ipso)


�8.94 7.20 5.58


1-OY!4
(ADD ortho)


�13.04 5.07 1.65


1-OY!3
(ADD meta)


�11.67 6.04 6.00


1-OY!5
(ADD para)


�13.72 5.13 4.43


DG# DG# DG#


1-OY!6-TS
(H-ABS)


0.15 4.14 n.d.


1-OY!2-TS
(ADD ipso)


2.63 10.72 11.21


1-OY!4-TS
(ADD ortho)


0.99 8.83 8.18


1-OY!3-TS
(ADD meta)


1.96 9.91 11.72


1-OY!5-TS
(ADD para)


1.63 8.74 8.79


REGIOCHEMISTRY 573

valence basis set including a full set of polarization
functions, 6-31G(d,p).30 Minima and saddle-points (TS)
of the potential energy were determined by gradient-
based algorithms and by Synchronous Transit Guided
Quasi-Newton (STQN) method.31 The exact nature of
each null-gradient point was checked by vibrational
analysis. Free energy (G) values were calculated from the
total partition function (Q), in which the terms qtranslational,
qrotational, qvibrational, are considered under the assumption
that Q may be written as their product.32 In order to
evaluate enthalpy and entropy contributions, the value for
temperature, and pressure was set to 298.15 K, and 1 Atm,
respectively. Translations and rotations were treated
classically and vibrational modes described according to
the harmonic approximation.


RESULTS AND DISCUSSION


The NO3-promoted nitration of toluene


In the NO3-initiated gas phase nitration of toluene with
NO2 the distribution of reaction products is very similar to
that occurring in the electrophilic nitration as shown in
Table 1.33 Again, ADD and H-ABS could occur, the former
giving adducts 2–5 (X¼CH2; Y¼NO2) and consequently
nitrotoluenes 15–17 (X¼CH2) via cyclohexadienes 8–14
(X¼CH2), the latter giving the benzyl radical 6 (X¼CH2)
and then 4-nitrotoluene 15 (X¼CH2) and 2-nitrotoluene
16 (X¼CH2) (Schemes 1 and 2).


A kinetic isotope effect kH/kD¼ 2.0–2.334 was found
and is close to the value of 1.5–1.8 found with p-xylene.35


These values are borderline between being secondary and
primary. A similar value (kH/kD¼ 1.6) was found for the
reaction of toluene in acetonitrile with photochemically
produced NO3 and was attributed to an ET mechanism
concerted with carbon–hydrogen bond cleavage to give a
benzyl radical and a proton.36


In a LFER study the plot of log k for ten para-
substituted toluenes versus Hammett’s s of the sub-
stituents gave r¼�4.3� 0.6; r2¼ 0.87.37 This r value is
more negative than that found in the reaction of OH with
toluene (r¼�2.3� 0.2; r2¼ 0.96) and of that (r¼�3.2)
found in the reaction of toluenes substituted with
electron-withdrawing groups with NO3 in solution.38 In
both cases a rate-determining ADD mechanism was
suggested. The H-ABS mechanism gives much lower r

Copyright # 2006 John Wiley & Sons, Ltd.

values. In fact, a r value of �0.72 was obtained39 in the
ozone-promoted nitration of phenols with NO2 (the
Kyodai nitration) occurring through a concerted addition-
elimination pathway.


In order to settle the discrepancy between kinetic
isotope effect and the LFER data the H-ABS and ADD
reaction pathways were investigated theoretically and
compared with the values calculated for the OH-initiated
nitration of toluene. A detailed analysis of the theoretical
results is presented elsewhere.40 Here, we report only the
values of the reaction (DGr) and transition state (DG#) free
energy for the ADD and the H-ABS mechanism (Table 2).
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A pre-reactive complex between NO3 and toluene
(1-NO3), corresponding to that reported by Vivier-Bunge
et al.6 for OH and toluene (1-OH), has been characterized
by our calculations with a Gibbs free energy
5.76 kcal mol�1 lower than the separate reactants. This
value is very similar (�5.69 kcal mol�1) to that calculated
for the OH-toluene complex at the same level of theory
(Table 2).


The values of DGr and DG# reported in Table 2 are
referred to these pre-reactive complexes. In the NO3-
toluene complex the NO3 radical is oriented perpendicu-
lar to the aromatic ring with two oxygen atoms pointing
toward the ipso and para carbon atoms of toluene at a
distance of 2.84 and 2.92 Å, respectively (Fig. 1). This
NO3-toluene pre-reactive complex can evolve to cyclo-
hexadienes 2–5 (X¼CH2) through the ADD mechanism.
It is interesting to note that addition of NO3 to the four
positions of the aromatic ring from the pre-reactive
complex to form cyclohexadienes 2–5 (X¼CH2) is

igure 1. Selected geometry parameters of 1-NO3 and 1-OH complexes and of the corresponding transition states (6-TS) in
he H-ABS mechanism computed at B3LYP/6-31G(d,p) level of theory


F
t
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endoergonic by 5–7 kcal mol�1, while the corresponding
addition of OH to form cyclohexadienes 2–5 (X¼OH) is
significantly exoergonic (Table 2). In particular, in the
case of the NO3þ toluene reaction, the DGr of the ADD
pathways is within �1 kcal mol�1 with respect to the
separate reactants, while for the OHþ toluene reaction, if
the separate reactants are taken as reference, the addition
pathway is still more exoergonic. The energy barriers
(DG#) for the addition of OH to the aromatic ring are
positive and very low (within 1–3 kcal mol�1; Table 2) if
compared to the pre-reactive complex and negative if
compared to the separate reactants. As discussed above
this accounts for the positive slope of the Arrhenius plot
observed for the rate of the OH decay at room
temperature. On the other hand, DG# calculated for
the NO3 addition are still larger with respect to the
separate reactants by 3–5 kcal mol�1. The results pre-
sented above suggest that in the case of OH radical
the pre-reactive complex evolves completely to give the
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Table 3. Transition state energies (kcalmol�1) of the 1,2-
elimination of HNO3 to give nitrotoluenes computed at
B3LYP/6-31G(d,p) level of theory


Cyclohexadiene Configuration
By 1,2-elimination of


HNO3 gives DE#


(X¼CH2;
Y¼NO2)


8 trans 1,4-elimination
8 cis 1,4-elimination
9 1S,2R 16, ortho-nitrotoluene 60.49
9 1R,2R 16, ortho-nitrotoluene 16.34


12 2R,3R 17, meta-nitrotoluene 22.72
12 2S,3R 17, meta-nitrotoluene 60.58
13 2S,5R 1,4-elimination
13 2R,5R 1,4-elimination
10 2R,3R 16, ortho-nitrotoluene 23.43
10 2S,3R 16, ortho-nitrotoluene 62.63
11 3R,4R 15, para-nitrotoluene 20.75
11 3S,4R 15, para-nitrotoluene 61.29
14 3S,4R 17, meta-nitrotoluene 61.95
14 3R,4R 17, meta-nitrotoluene 21.90
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addition products, whereas in the case of NO3 a
significant amount of pre-reactive complex is present at
the equilibrium.


As shown in Table 2, the H-ABS mechanism for the
reactions of toluene with both OH and NO3 is
significantly more exoergonic than the corresponding
ADD reaction. Furthermore, for the reaction of toluene
with OH the DG# value of H-ABS is very similar to that of
the ADD reaction, whereas for the NO3 reaction the DG#


value of H-ABS is significantly lower than that of the
ADD reaction (Table 2). The geometry of the transition
states (6-TS) (Fig. 1) is characterized by the NO3 group
far from the aromatic ring and with an oxygen atom in the
C–H axis. The hydrogen atom to be transferred is at 1.223
and 1.408 Å from the carbon and oxygen atoms,
respectively. An intrinsic reaction coordinate analysis
(IRC) confirmed that 6-TS is on the reaction coordinate
which connects the pre-reactive complex to the reaction
products. In the interpretation of the DG# values it should
be noted that the B3LYP functional is well known to
underestimate the energy barriers of hydrogen-transfer
reactions by a few kcal mol�1.41 Furthermore, in the case
of the ADD mechanism there are six different addition
products which render this pathway statistically pre-
ferred. These considerations explain the great preference
for the ADD pathway observed experimentally in the case
of the addition of OH to toluene. In the case of NO3 the
reaction should proceed by a reversible ADD to give a
mixture of cyclohexadienyl adduct and pre-reactive
complex followed by the irreversible H-ABS step to
give the benzyl radical final product. This mechanism is
in line with the values of the Hammett’s s which refers
to the reversible ring addition step and the kinetic isotope
effect data which is related to the irreversible H-ABS
step which leads to the final benzyl radical and HNO3.
Clearly, even if this latter mechanism is preferred, a
fraction of the addition adducts (2–5) could react with
NO2 giving cyclohexadienes and consequently the final
nitrotoluenes.


In order to further explore the regiochemistry of the
NO3-initiated nitration of toluene, we also investigated
the final loss of nitric acid from the adducts 8–14. In fact,
even if the H-ABS pathway should be preferred to the
ADD one, this latter mechanism can significantly
contribute to the nitration reaction. Transition state
energies for the elimination of HNO3 from the
cyclohexadienes 8–14 are collected in Table 3. All
the cyclohexadienes having a cis arrangement of the
groups to be eliminated (H and ONO2) (e.g., in the R,R or
S,S configuration) show transition state energies far lower
than the corresponding trans isomers) (e.g., those in the
R,S or S,R configuration). The transition state with cis
intermediates shows early cleavage of the carbon–oxygen
bond between the nitrate group and the ring carbon, thus
suggesting that the loss of nitric acid from these
intermediates is a concerted process42 having a chair-
like six-membered transition state.

Copyright # 2006 John Wiley & Sons, Ltd.

The intermediates showing the lowest transition state
energy for the loss of nitric acid (16.34 and
20.75 kcal mol�1) predict for the formation of 2-
nitrotoluene 16 (X¼CH2) and 4-nitrotoluene 15
(X¼CH2), which were the most abundant nitration
products experimentally observed.

The NO3-promoted nitration of phenol


In the NO3-initiated gas phase nitration of phenol 1
(X¼O) with NO2 high yields of 2-nitrophenol 16
(X¼O) are found. Also small amounts of 4-nitrophenol
15 (X¼O) are formed and the ratio 16:15 (X¼O) varies
upon changing reaction conditions.


Concerning the reaction mechanism, phenol 1 (X¼O)
could undergo the ADD mechanism to give adducts 2–5
(X¼O; Y¼NO2). Here, all isomeric nitrophenols should
be formed. The isomerization of the ipso adduct 2 to
intermediate 18 and then to 2-nitrophenol 16 (X¼O) is
also possible.


Alternatively, H-ABS to the phenoxy radical 6 (X¼O)
should give 4-nitrophenol 15 (X¼O) and 2-nitrophenol
16 (X¼O) exclusively.


The plot of log k for four para-substituted phenols
versus Hammett’s s for the reaction with NO3 gave
r¼�1.48� 0.89; r2¼ 0.79, a value similar to that
(r¼�1.0) obtained in the reaction of the carbonate
radical anion with phenol in solution to give phenoxy
radicals via H-ABS.43 However, H-ABS is unable to
explain the predominant formation of the ortho-nitration
product.


The experiments show that the ratio 2-nitrophenol
16 (X¼O)/4-nitrophenol 15 (X¼O) depends in this
reaction from the initial ratio [NO2]/[phenol] (Figs. 2 and
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Figure 2. The dependence of the ratio 2-nitrophenol 16
(X¼O)/4-nitrophenol 15 (X¼O) from the ratio NO2/phenol
for b¼0.23
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3, solid squares). To understand this fact, a kinetic
analysis was performed.


The ipso radical adduct 2 and the meta radical adduct 3
(X¼O) formed via kadd generate the final nitrophenols
via three different pathways:

1. S

ig
6
h


Scheme 3


Cop

low addition of NO2 via k1 to give cyclohexadiene 9
(X¼O) (from 2 X¼O), or cyclohexadienes 10 and 11
(X¼O) (from 3 X¼O) followed by a fast irreversible
elimination of nitric acid (kelim). The formation of
2-nitrophenol 16 (X¼O) from 9 (X¼O) and of both
2–16 and 4-nitrophenol 15 (X¼O) (from 10 and 11
(X¼O) is expected.

2. L

oss of nitric acid via k2 to form a phenoxy radical 6
(X¼O) followed by reaction with NO2 to give both
2-nitrophenol 16 (X¼O) and 4-nitrophenol 15
(X¼O) via kortho and kpara.

3. I

somerization of the ipso radical adduct 2 via k3 with
formation of intermediate 18 and then of 2-nitrophenol
16 (X¼O) exclusively.


The steady state hypothesis was applied to intermedi-
ates 2, 3, 6, 9, 10, and 11 according to Scheme 3. Since
initial values of [phenol] and [NO2] are much higher than
the partial pressures of the products found at the end of the
experiment, they can be considered as constant. In other
words, the values vortho and vpara actually measured by

ure 3. Simulated dependence of the ratio 2-nitrophenol
(X¼O)/4-nitrophenol 15 (X¼O) from the ratio NO2/


enol for a0 ¼2.05

F
1
p


yright # 2006 John Wiley & Sons, Ltd.

determining the content of 2-nitrophenol 16 (X¼O) and
4-nitrophenol 15 (X¼O) of the reaction mixture are
initial rates, (vortho)0 and (vpara)0. The initial rates are
correlated to the initial values of partial pressures of
reactants, [phenol]0 and [NO2]0, respectively. In this case
the ratio between 2-nitrophenol 16 and 4-nitrophenol 15
can be estimated as the ratio between (vortho)0 and (vpara)0.
This ratio is a linear function of [NO2]0. It may be shown
that:


½2 � nitrophenol 16�=½4 � nitrophenol 15�


¼ ðnorthoÞ0=ðnparaÞ0 ¼ a½NO2�0 þ b


where a and b are complex combinations of the rate
constant involved (see supplementary material).


Five values of the ratio 2-nitrophenol 16 (X¼O)/4-
nitrophenol 15 (X¼O) shown in Figs. 2 and 3 give
a¼ 2.06 and b¼ 0.23. Hence, the increase in the ratio 2-
nitrophenol 16 (X¼O)/4-nitrophenol 15 (X¼O) reflects
the increased importance of pathway 2 (reaction via a
phenoxy radical 6 (X¼O) with consequent loss of
regiochemistry) over pathway 1 (reaction via a cyclohex-
adiene with consequent control of the stereochemistry).
The ratio [NO2]/[phenol] controls the slow step in
pathway 1 but not the loss of nitric acid in pathway 2.
Increasing this ratio from 0.67 to 1.46 results in a higher
amount of NO2 available for the bimolecular process
constituting the slow step in pathway 1, thus allowing this
pathway to compete with pathway 2.


A different situation occurs when the ratio [NO2]/
[phenol] is as low as 0.14. Here, ortho-nitration sharply
predominates, indicating that the ADD pathway is
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Table 4. Transition state energies (kcalmol�1) of the 1,2-
elimination of HNO3 to give nitrophenols computed at
B3LYP/6-31G(d,p) level of theory


Cyclohexadiene Configuration
By 1,2-elimination of


HNO3 gives DE#


(X¼CH2;
Y¼NO2)


8 trans 1,4-elimination
8 cis 1,4-elimination
9 1R,2R 16, ortho-nitrophenol 12.40
9 1S,2R 16, ortho-nitrophenol 54.47


12 2S,3R 17, meta-nitrophenol 23.20
12 2R,3R 17, meta-nitrophenol 65.30
13 2R,4R 1,4-elimination
13 2S,4R 1,4-elimination
10 2S,3R 16, ortho-nitrophenol 18.19
10 2R,3R 16, ortho-nitrophenol 56.14
11 3S,4R 15, para-nitrophenol 61.36
11 3R,4R 15, para-nitrophenol 17.40
14 3S,4R 17, meta-nitrophenol 63.30
14 3R,4R 17, meta-nitrophenol 24.81
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preferred to H-ABS. The low concentration of NO3 in
these conditions could switch part of the ipso adduct 2 to
isomerization to 18 and consequently to the formation of
the ortho nitration product. In other words k3 (Scheme 3)
could compete with k2 in these conditions.


The H-ABS and ADD pathways of the NO3-initiated
nitration of phenol were also investigated theoretically
and correlated to the experimental data. A pre-reactive
NO3-phenol complex, similar to that described above for
toluene has been found with a Gibbs free energy about
3.5 kcal mol�1 lower than the separate reactants (Table 2).
As noted for toluene, the NO3-phenol pre-reactive
complex can evolve to the cyclohexadienes 2–5 (X¼OH)
through the ADD mechanism. This process is endoergo-
nic by about 2 kcal mol�1 with respect to the separate
reactants for the ipso, meta, and para addition. For the
ortho addition the process is exoergonic by about
2 kcal mol�1. The larger stability of the ortho- with
respect to the ipso, meta, and para adducts is due to the
formation of a hydrogen bond between an oxygen atom of
the NO3 group and the hydrogen atom of the hydroxyl
group. DG# are similar to those calculated for the ADD
mechanism of toluene. In this case, due to the lower DGr


of the pre-reactive complex, DG# are about 5–
7 kcal mol�1 larger than the separate reactants, values
slightly larger than that calculated for the NO3-toluene
system. These results suggest that at the equilibrium the
yield of pre-reactive complex is significantly larger than
that of the adducts. On the other hand, the H-ABS
mechanism is significantly exoergonic (Table 2)
suggesting a preferred and irreversible formation of the
phenoxy radical. However, we were not able to locate a
TS along the reaction coordinate connecting the pre-
reactive complex and the H-ABS products. This should be
explained by considering the great distance between the
hydrogen atom of the OH group, which, in the pre-
reactive complex, is in the plane of the aromatic ring, and
the oxygen atom of the NO3 radical. In fact, differently
from toluene, at the transition state 6-TS bond formation
should involve a significant rotation of the C—OH bond.
Therefore, the formation of the pre-reactive complex
should selectively drive the reaction toward the ADD
mechanism. On the other hand, the H-ABS process
should involve a less probable mechanism in which the
reaction coordinate start from the two separate reactants.
In summary, the comparison between these two pathways
suggest that the ADD mechanism is preferred over H-
ABS. Based on the results considered above the
regiochemistry of the NO3-initiated nitration of phenol
should be explained by considering the irreversible
elimination of HNO3 from the 8–14 adducts.


Activation energy values of this latter process are
reported in Table 4. The transition state energy from the
elimination of nitric acid from these was calculated as
above. Again, all the cyclohexadienes having a cis
arrangement of the groups to be eliminated (H and ONO2)
(e.g., in the R,R or S,S configuration) show transition state

Copyright # 2006 John Wiley & Sons, Ltd.

energies far lower than the corresponding trans isomers)
(e.g., those in the R,S or S,R configuration). Again, the
transition state with cis intermediates shows early
cleavage of the carbon–oxygen bond between the nitrate
group and the ring carbon, thus suggesting that the loss of
nitric acid is a concerted process25 having a chair-like six-
membered transition state. Cyclohexadiene 9, (X¼O;
Y¼NO2, 1R,2R), shows the lowest transition state
energy for the loss of nitric acid (12.40 kcal mol�1) and
predicts the preferential formation of 2-nitrophenol 16
(X¼O).

CONCLUSIONS


In conclusion the NO3-promoted nitration of toluene in
presence of NO2 occurs mostly via a rate-determining H-
ABS process. The H-ABS step is preceded by an
equilibrium between the pre-reactive complex and the
addition adducts, therefore accounting for the values of
the Hammett’s s which appear to indicate an ADD
mechanism. The ADD mechanism should also be
operative to a lesser extent and the preference for the
nitration in ortho and para position, in this case, should
depend from the concerted loss of nitric acid from the
intermediate cyclohexadienes. The NO3-promoted
nitration of phenol in presence of NO2 occurs mostly
via a rate-determining ADD mechanism and the
stereocontrolled elimination of nitric acid has an
important role in driving the reaction toward the ortho-
nitration. The reasons for the dependence of the ratio
ortho:para-nitration from the initial concentration of
reactants are understood. These observations may be
useful for modeling the chemistry in the tropospheric gas
phase.
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ABSTRACT: The history of biomolecules is written into the structure of their educts and products. The group of indole
alkaloids derived from secologanin and tryptamine has more than 2000 individual compounds isolated mainly from
the Rubiaceae, Loganiaceae, and Apocynaceae plant families and having strictosidine as a common precursor. To
detect their history in its main lines, the compounds isolated from the same or closely related species were ordered as
intermediates into reaction sequences according to the principles of basic organic reaction mechanisms. The analysis
is restricted to the main lines of the monomeric alkaloids having one un-rearranged secologanin subunit (type I) closed
to N-4 atom and one tryptamine subunit in intact or cleaved form. Deglucosylation of strictosidine opens the way for
different types of cyclizations. Subsequent key bond-braking and bond-making reactions involve bond C-5—C-6 in
the tryptamine subunit, bond C-15—C-16 in the secologanin subunit, and bond C-3—C-7 at the attachment of the two
subunits, and indicate the crucial importance of a strong long-range through-bond interaction between the two nitrogen
atoms. With a few principles it was possible to interpret such important biogenetic-type steps, as the formation of
the akuammidan and akuammilan bridges, the transition from the vincosan into the strychnan and further to the
aspidospermatan skeleton, the breaking and transformation of the side-chain of the triptamine subunit and the cleavage
of the strategic bond C-15—C-16 toward the formation of the formation of type II and type III alkaloids.
The transformations are finely tuned by the stable chirality of C-15, and activation of C-7 and N-4. Fragmentations
and rearrangement are important reactions in these transformations, and abundantly supported by chemotaxonomic
data based on the Dictionary of Natural Products Database (Version 14.1, 2006, Chapman and Hall/CRC, New York,
London, 2005). Copyright # 2006 John Wiley & Sons, Ltd.

KEYWORDS: indole alkaloids; chemotaxonomy; secologanin; strictosidine; biogenetic; rearrangement; fragmentation;


chirality

INTRODUCTION


The history of the biomolecules is written into the
structure of the products and educts. It is possible to detect
this history, at least in its main lines, by comparing
their structures and chemotaxonomic properties and
by considering the well-established organic reaction
mechanisms.


It is well known that the uniform group of ‘indole
alkaloids’ (as it will be called in this paper) comprising
more than 2000 individual compounds is constructed in
a Mannich-type coupling reaction of secologanin 1 and
tryptamine 2 mainly in the three plant families Rubiaceae
(RUB) (involving also Naucleaceae), Loganiaceae (LOG)
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(involving also Strychnaceae) and Apocynaceae (APO).
The first step of their biosynthesis is catalyzed by
strictosidine synthase and gives strictosidine 3a with
complete stereoselectivity (Scheme 1). Strictosidine
having S configuration at C-31,2 is an alkaloid glucoside
and the common precursor of most indole alkaloids.3,4


(Throughout this paper, the biogenetic numbering system
shown in the formula 3 is used in the alkaloid structures
and in the partial structures of the secologanin aglucone.5


However, the structure of secologanin itself 1 was
numbered according to the iridan skeleton.6) After
removal of the b-D-glucopyranosyl subunit, the formal
aglucone 4 (‘all-oxo aglucone’) may and really do exist in
a large number of structural and stereoisomers, several of
which are stabilized in certain substructures of the
alkaloids.7 The rich chemistry of secologanin 1 and
strictosidine/vincoside 3 is the main source of the large
variety of the indole alkaloids.8–10


Previously the chemical–biological relations of these
alkaloids were mainly based on formal characteristics, for
example, the type and number of cycles and functional
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Scheme 1. The coupling reaction
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groups,3,10–12 and the main methods of research were the
isotopic labeling technique and the biomimetic reactions
in presence or absence of enzymes. However, the results
of the isotopic labeling should be interpreted with great
care, which was shown in the problems of biosynthesis of
the isoprenoids through the mevalolacton versus deox-
yxylulose pathway.13 Concerning the biomimetic model
reactions, it is not easy to prove that such reactions do run
in the cells, that is, the model reactions really ‘mimic’
those running under biological conditions. Therefore it
was decided to apply a different approach.


The plant cells may be considered as chemical reactors
in which the final products are formed from the educts
through a large number of steps. The compounds isolated
from the same or closely related species may be ordered
as really existing intermediates into biogenetic reaction
sequences according to the principles of basic organic
reaction mechanisms. The coexistence of two compounds
in the same species, genera or families, or the isolation of
compounds having two identical or different subunits in
the same molecule (homo- or heterodimers, respectively)
would suggest the common (consecutive or parallel)
pathway of their formation. Of course, the coexistence or

Copyright # 2006 John Wiley & Sons, Ltd.

the coabsence of certain compounds neither proves nor
refute rigorously biogenetic connections, and the results
should be completed by other methods. In addition, some
compounds obtained from plant extracts may be artificial
products formed during the isolation and purification
procedure. However, the majority of compounds isolated
from biological sources are suggested to be really existing
‘natural products’ and more reliable milestones along the
biosynthetic routes than some arbitrarily postulated
structures which are alien in the cells. Of course, as
generally the intermediates are highly reactive species,
which might be present in small actual concentration in
the cells, their isolation or even the demonstration of their
presence in the biological medium could prepare
difficulties. Therefore at certain points it would be
necessary to take up some structures as ‘missing links’.
However, isolated compounds afforded by natural sources
would more reliably suggest even such structures.


The large databases not only collect the huge and
rapidly increasing amount of information about natural
products, but also facilitate its electronic searching along
multiple aspects. The aim of the present work is to
investigate some chemical aspects of the formation of the
indole alkaloids in relation to their chemotaxonomic
properties. For this purpose the Dictionary of Natural
Products14 database (hereafter DNP, occasionally com-
pleted by the Beilstein Crossfire and the Chemical
Abstracts online databases) proved to be especially useful
in this respect because of its well organized and logically
targeted structure. As the chemotaxonomical data reflect
real biological properties, which help to interpret the
chemical data, it was hoped, that the large number of
structures can detect the internal chemical relations and
organising principles of this uniform group of natural
products.


To keep the extent of the paper under rational limits, the
following restrictions were applied: (a) only the type I
alkaloids (more than 2/3 of all indole alkaloids), and even
in that group only the main lines were involved into the
detailed study; (b) only the monomeric indole alkaloids
(i.e., alkaloids formed from one tryptamine and one
secologanin subunit) were considered; (c) the alkaloids
cyclized to N-1 (about 50 alkaloids) were likewise
disregarded.

THE SYSTEM


For directing our search, it was necessary to construct a
new, really biogenetic system of indole alkaloids because
those published up till now3,10,11 used rather mechanical
than biochemical principles for the classification.


In one of our previous papers, in which the chirality
transfer was investigated in the biogenesis of indole
alkaloids,15 a simplified bioorganic-type system of these
compounds (version 01) was proposed which is shown in
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Scheme 2. Indole alkaloids derived from secologanin and having an intact tryptamine subunit
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a partially modified form (version 02) in Scheme 2.
The following principles were applied in this work:

1. T

Cop

he system is based on the fact, that most indole
alkaloids can be classified into one of the three main
skeletons derived from secologanin. This principle is
common in our system and in the previously published
classifications.3,10,11 Skeleton type I has the carbon
frame in the unchanged, skeleton type II and skeleton
type III in a rearranged form (numbering according to
structure 3). The rearrangement formally involves the
cleavage of the strategic bond C-15—C-16 of stricto-
sidine and reattachment of the C3-unit through its C-17
atom either to C-14 or C-20, respectively. This
strategic bond could be cleaved also under acidic or

yright # 2006 John Wiley & Sons, Ltd.

basic conditions in secologanin16 and strictosidine as
well as their simple derivatives. However, the details
of this point are outside of the subject of the present
study.

2. I

nside of the main skeletons, C-3 or the formally
analogous C-21 may be attached either to a or b


position of the indole ring and afford type a or type
b alkaloids, respectively, in addition to the type ‘seco’
alkaloids when C-7 is not connected to the either of
them. C-3 and C-21 have a distance of equal numbers
of covalent bonds from C-15, which is the center of the
secologanin subunit. This aspect was not clearly
appreciated in the previous classifications, although
the individual compounds have characteristic differ-
ences and the proposed pathways strongly suggest this
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aspect of classification. (The figures below the struc-
tural formulae of Schemes 2,3, and elsewhere, as well
as in the text in parentheses give the approximate
number of isolated alkaloids in the DNP database.
They should be considered approximate because they
are continuously changing by new isolations, as well
as by modification of the principles of selection and
registration.)

3. O

n the third level of the system (which is already not
shown in Scheme 2) the further ring formations were
considered, according to their supposed biogenetic
relations. Azacyclizations involving N-4 and/or N-1
were preferred over oxacyclizations (in exceptional
cases carbacyclizations) (Schemes 4 and 5). The pro-
blem will be partially detailed later in the case of the
type Ia (vincosan) alkaloid group. In our system, the
type Ia alkaloids are represented by the single vinco-
san skeleton, from which all other subskeletons can be
derived. In the classification of M. Hesse,12 the Ia
group is represented by the vincosan skeleton and two
more or less arbitrarily selected tetracyclic skeletons
(corynanthean and vallesiachotaman), although it
could be demonstrated, that at this level 8 tetracyclic

Scheme 3. Indole alkaloids derived from secologanin


yright # 2006 John Wiley & Sons, Ltd.

and 16 pentacyclic skeletons may exist, many of which
are present in individual alkaloids (see it in the next
chapter).

4. S

ome small subgroups having either the indole ring (in
the camptothecan and cinchonan alkaloids) or its side
chain (in the vallesaman, ulean, ellipticen, and oliva-
cen alkaloids) in cleaved or truncated form, were not
included into the version 01 of our system. However, in
the present version 02, they were integrated, although
shown in the separate Scheme 3 because of space
restriction. Schemes 2 and 3 together form the whole
system. The common structures in the two schemes
indicate their connections.

5. O

ur analysis is firmly based on the tight interplay of
the standard organic reaction mechanisms and the
chemotaxonomical data. This interaction may contrib-
ute to the detection of the chemical background in the
biogenesis of these natural products. It was not our
intention to propose exact biogenetic (or even chemi-
cal) mechanisms, but to recognize some basic real
chemical connections among the individual com-
pounds or groups of the species, genera and/or families
of plants.

and having a modified tryptamine subunit
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THE PRIMARY CYCLIZATIONS


After deglucosylation of strictosidine 3 and related
compounds, a cascade of reactions starts, which could be
partially modeled also under pure chemical circum-
stances. In the primary aglucone, two types of reactions
may run which are shown in Scheme 4: (a) azacycliza-
tions, that is, cyclizations between one of the nucleophilic
N atoms (N-1 or N-4) of the tryptamine subunit and one of
the electrophilic atoms (C-17, C-19, C-21, and C-22) of
the secologanin subunit (4a and 4b); (b) oxacyclizations
(in one case carbacyclization) between the nucleophilic
(O-17, C-18, O-21) and electrophilic (C-17, C-19, C-21)
centers inside of the secologanin subunit (4c and 4d). The
two types of interactions may result in the formation
of 8 tetracyclic (N402–N409) and 16 pentacyclic
(N410–N425) aglucone types; the latter may be formed
on two different ways depending on the order of the two
types of cyclizations. The relations are shown in Scheme
5 which is a partially modified form of the previously
published one.7 In this scheme, the starting ‘alkaloid
aglucone’ corresponds to the ‘all-oxo aglucone’ form of
strictosidine (4 in Scheme 1), and the aglucone types are
represented in circles by the atoms between which the
cyclization takes place; for example, in N414 the
indication ‘N!C-21, O-17!C-19’ means that accord-
ing to the code number N4 the first cyclization takes place

Scheme 4. Primary cyclizations in the strictosidine aglucone
involving N-4


Copyright # 2006 John Wiley & Sons, Ltd.

between N-4 and C-21, and the second one between O-17
and C-19 in the primary aglucone. Many but not all
aglucone types were found in the natural products. The
three most frequent types (type N404, type N414, and
type N417, covering more than 75% of the simple indole
alkaloids) are shown in Scheme 5 in bold circle. In
Scheme 6, each of the three skeletons is represented by an
individual alkaloid (corynan in corynantheine 5, 17O,19-
cyclocorynan¼ oxayohimban in ajmalicine 6, 17,18-
cyclocorynan¼ yohimban in yohimbine 7, respectively).


It should be mentioned, that some primary cyclizations
(especially those inside of the secologanin subunit) may
run also at higher levels of the biosynthesis.


As mentioned above, the indole alkaloids formed by
azacyclization to N-1 (about 50 natural compounds) were
not considered in this paper, however, the same basic
types of aglucones and similar organising principles
could be derived for them.

CYCLIZATIONS IN THE TYPE Ia ALKALOIDS
BY BRIDGE FORMATION


The further elaboration of the more complicated
structures proceeds in different directions (Scheme 7).
The most important secondary cyclizations take place
between C-16 and either C-5 or C-7 (carbacyclizations),
and result in the formation of bridged ring systems of
akuammidan and akuammilan, typical representatives of
which are akuammidine (15) and akuammiline (18),
respectively.


As in the formation of the akuammidine skeleton (in
15) no signals indicate a preliminary functionalization to
facilitate the cyclization of C-16 to C-5, the only
possibility seems to be the long-range interaction in
the corynan skeleton (11) between N-1 and N-4 for that
purpose. The curved arrows in the formula 11 suggest a
preformed electron stream from N-1 toward N-4 in the
presence of an electrophilic element, however, the system
should be activated in order to be effective in the
formation of the akuammidine skeleton. The formation of
the N-oxides (12) seems to be specially suitable for
activation because by protonation or acetylation (or even
by enzyme) the electrophilicity of N-4 and the
nucleofugicity of the leaving ligand can be increased.
In DNP more than 100 N-oxides are registered. Then, the
tertiary ammonium structure (13) formed by cleavage of
bond C-5—C-6 is ready to take up the nucleophilic C-16
at C-5. Deprotonation of C-16 is activated by one or
two strongly electron-withdrawing groups, that is, the
methoxycarbonyl (as ligand C-22) and/or the masked
formyl group (as ligand C-17). Both groups can be
transformed, or completely removed at different levels of
the further biosynthesis. However, at least one of these
activating ligands may be retained till to the late steps of
the biosynthesis (see e.g., vallesamine in 46 in Scheme
12). In a subsequent, probably proton- or base-catalyzed,
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Scheme 5. Basic types of aglucones derived from strictosidine involving cyclization to N-4
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special, intramolecular Michael type reaction, bond
C-5—C-6 can be reformed affording the akuammidine
skeleton (in 15) (more than 200 alkaloids). The efficiency
of the proposed fragmentation (actually a retro-Michael
reaction) and recyclization is certainly facilitated
by special embeddedness of N-1 and N-4 into a tightly
arranged polycyclic system. Analogous reaction
sequences might be supposed in the formation of the
vallesaman, ulean, and related alkaloids (see Schemes 12
and 13).


The formation of the akuammidine skeleton is highly
stereoselective. In all alkaloids derived from secologanin,
the configuration of C-15 (coming from C-5 of this
secoiridoid) is always S (supposed that it is chiral at all,
and the original configuration was reserved during the
biosynthesis). In type I indole alkaloids which have
strictosidine as precursor, the configuration of C-3 is
likewise S. In the usual representation both H-3 and H-15
of the corynan skeleton have a cis and consequently both
bonds C-3—N-4 and C-15—C-16 in b cis orientation
(11). Only this common orientation allows the bridge
formation and exclusively on the upper face of the
b-carboline unit. It should be noted that simple type Ia
alkaloids with 3R configuration (3b-H) were also
isolated, among others vincoside (3b in Scheme 1) and

Copyright # 2006 John Wiley & Sons, Ltd.

reserpine. However, alkaloids with 3R configuration and
having a bridged arrangement in their ring system could
not be formed because of the opposite (i.e., a) trans
orientation of bond C-3—N-4 to bond C-15—C-16.
Formation of alkaloids in the 3R series is not catalyzed by
strictosidine synthase and the origin of the R chirality at
C-3 is not yet clear.


In the formation of the akuammilan skeleton (in 18),
the key point of the ring closure is C-7, and it should be
likewise activated. It could be arrived by appropriately
introduced OH groups at C-2 and/or C-7 of the formal
double bond of the pyrrole ring. As shown in Scheme 7,
this bond can be oxidized selectively under different
conditions and at different positions.17–19 One of the
products may be a cis-2a,7a-dihydroxy-2,7-dihydroindo-
line compound 16 (three such specially arranged
cyclocorynan alkaloids are available in the DNP database,
e.g., dihydroxyapogeissoschizine). Dehydrations and
further reactions may operate on this system, probably
by proton-catalysis.


Dehydration involving N-1 and the OH group of C-2
affords 7-hydroxyindolenine derivatives 17 (pass a,
shown by curved arrows in formula 16 of Scheme 7).
A few natural compounds of this type are known (e.g.,
ajmalicine hydroxyindolenine 26 in Scheme 9) in which
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Scheme 6. Some characteristic indole alkaloids referred in
the text


Scheme 7. Fragmentation and rearrangements in type Ia
indole alkaloids
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the possibility is given for the formation of the
akuammilan compounds (in 18) (�150 compounds) by
nucleophilic association of the preactivated C-16 to C-7,
followed by formal dissociation of the OH group from
this latter carbon. As the stereochemical situation is
analogous to that of the akuammidine skeleton, and the
requirements and restrictions are the same, alkaloids
having 3R configuration may not be formed and were not
found.


Another type of dehydration in 16 may start at the OH
group of C-7, involves the 1,2-rearrangement of ligand
C-6 from C-7 to C-2 with elimination again of the OH
group of C-2 (pass b, curved arrows in 16) and affords the
‘indoxyl’ alkaloids 19 (�10 alkaloids). As such

Copyright # 2006 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2006; 19: 579–591

rearrangements are generally stereospecific, the configur-
ation of C-3 should be retained, and that of C-2 reversed.
The configuration of the C-3 is really conserved, however,
for the configuration of C-2 exactly established data in
sufficient number fail.
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Finally, an opposite, third type of dehydration (reaction
pass c, curved arrows in 16) affords already the type Ib
‘oxindole’ alkaloids 20 (see later).


At this point it should be mentioned that some‘indoxyl’
and ‘oxindole’ alkaloids are found also in the type II and
type III groups.

DERIVATION OF CINCHONAN AND
CAMPTOTHECAN ALKALOIDS


Now, the problem of the cinchonan and camptothecan
alkaloids should be discussed very briefly (Scheme 8).
The cinchonan alkaloids (about 40 compounds, a typical
representative is cinchonidine¼ demethoxyquinine 22),

cheme 8. Derivation of cinchonan and camptothecan
lkaloids


Scheme 9. Transition of the Ia into the Ib skeleton

S
a
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were isolated mainly from the Rubiaceae family, the
camptothecan alkaloids (35 compounds, the main
alkaloid is camptothecin 25) also from the Apocynaceae,
and in addition from the Nyssaceae and Icacinaceae
families. Their biogenesis is satisfactorily documented
in the literature,20,21 therefore only the key steps are
sketched here, in order to show their relation to the ‘real’
indole alkaloids. Neither of them contains an indole ring.
However, it was proved that their biosynthesis starts
from secologanin (1) and tryptamine (2). In both groups,
the skeleton of the secologanin subunit is unchanged, and
the pyrrole ring of the tryptamine subunit enlarged into
a pyridine ring, that is, their skeleton has a quinoline
subunit instead of an indole one. The precursor of
both groups is strictosidine 3a, that is, a type Ia alkaloid.
In the case of camptothecin, the C-2—C-7 double bond
of the indole ring of strictosamide 23 (the lactam
derivative of strictosidine) is cleaved by oxidation,
and from the seco intermediate 24 the quinoline ring is
formed in a subsequent C-6!C-2 intramolecular
aldol reaction. The formation of cinchonidine 22 is more
complicated. At first, from a strictosidine aglucone
in several steps cinchonamine 21 (shown in its tautomeric
form) is formed by N-4!C-17 cyclization (the DNP
database contains 15 cinchonamine derivatives), in
which formal double bond N-1—C-2 (formally an
intramolecular Schiff base) is hydrolytically cleaved,
and finally an N-1!C-5 recyclization gives the quino-
line ring system (in 22). In both skeletons the changes can
be followed according to the biogenetic numbering
system.

J. Phys. Org. Chem. 2006; 19: 579–591







Scheme 10. Isomerization of the strychnan into the aspidospermatan skeleton
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TRANSITIONS FROM THE TYPE Ia INTO
THE TYPE Ib SKELETON


The third type of dehydration of the 2a,7a-dihydrox-
yindoline system (16 in Scheme 7) starts with deprotona-
tion at OH group of C-2, followed by an opposite 1,
2-rearrangement of C-3 from C-2 to C-7, and formal
dissociation of OH from the latter carbon atom gives the
large group of oxindole alkaloids 20 (pass c, curved
arrows in 16). As in this case the C-3 ligand is shifted
from the a into the b position of the indole ring, the
oxindole type I alkaloids may be already considered as a
special subclass of type Ib alkaloids (2,16-secostrychnan
alkaloids). In principle, in this stereospecific (suprafacial)
rearrangement the configuration of C-3 should be
retained, and of C-7 reversed. However, it was proved
that by a reversible ring-chain tautomerism (curved
arrows in 20), both configurations could be partially
epimerized. Moreover, as this reaction sequence does not
involve the formation of a bridged system, the 1,
2-rearrangement may and does run also in the 3R series.
Actually all the four possible configurations (at C-3 and

Copyright # 2006 John Wiley & Sons, Ltd.

C-7) were found in the oxindole alkaloids of type I (about
210 alkaloids including also their further derivatives).


An alternative route (shown in Scheme 9) for the
formation of another type Ib alkaloid skeleton would
start likewise from a 7-hydroxyindolenine derivative
26 (produced in tissue culture from ajmalicine 6 in
Scheme 6). In this case, however, the activated C-16
approaches C-2, which may happen again only from the
upper (b) face of the b-carboline system either with or
without formation of an addition intermediate 27. In a
subsequent stereospecific suprafacial 1,2-rearrangment,
the a-oriented C-3 should be moved, with retention of
its configuration, on the lower face of the indole ring from
C-2 to C-7. It is expected that a smooth rearrangement
would require b orientation of the leaving OH group of
C-7. Therefore, if the primary precursor is really an a-cis
2,7-dihydroxyindoline structure 16, and ajmalicine
hydroxyindolenine 26 has its functional group at C-7
likewise in a-orientation, the rearrangement should be
preceded by an epimerization at C-7, which would
probably easily proceed under proton-catalysis, being C-7
an allylic–benzylic center. In any case, with elimination
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cheme 11. A special example for the interaction between
-1 and N-4 in indole alkaloids
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S
N


of the OH group, the strychnan skeleton (in 28) is formed
in which the C2-unit (C-5 and C-6) has b orientation in all
natural products. The first product is probably dehy-
droakuammicine 28, but, the first isolated compound is its
reduced derivative preakuammicine 29. The transition is
important because more than 300 alkaloids, including
such special ones as strychnine and its congeners, were
isolated in this large group. Its importance is further
increased by the fact that the main line of the subsequent
molecular evolution passes the strychnan skeleton toward
the aspidospermatan (in 30) and the rearranged type II and
type III skeletons (in Scheme 10).


As it was already mentioned in the preceding
discussion, neither of the cyclizations involving C-16
toward the akuammidine, akuammilan, and strychnan
groups may run in alkaloids having 3R configuration, and
these compounds cannot take part in the further
biogenesis.9,15 Actually, the formation of 3R series is a
side-track.


It is interesting that the akuammilan and strychnan
derivatives are supposed to be formed from the same
precursor type (7-hydroxyindolenine derivative 17 in
Scheme 7) through different steps, and the two types of
products were isolated from different species. Moreover,
the akuammilan (and the akuammidine) derivatives were

Copyright # 2006 John Wiley & Sons, Ltd.

obtained exclusively from the Apocynaceae, the strych-
nan derivatives also from the Loganiaceae, but neither of
them from the Rubiaceae species. Similar difference was
observed in the two types of Ib alkaloids: the strychnans
were isolated from the Loganiaceae and the Apocyna-
ceae, and the oxindoles in addition also from the
Rubiaceae species, but never from common species.

ISOMERIZATION AND FRAGMENTATIONS
IN THE STRYCHNAN SKELETON


The formation and transformation of the strychnan
skeleton was discussed in great length in the golden
age of the indole alkaloids (in 1960s and 70s22). In
preakuammicine 29 three connections may be detected
between the indole and the piperidine ring: a two-carbon
bridge (C-5—C-6 ethylene group), a one-carbon bridge
(C-16, connected to C-2 and C-15) and the sigma bond
C-3—C-7. Each of them may be cleaved under special
conditions, and has an important role in the formation of
further groups of indole alkaloids.


Bond C-3—C-7 in preakuammicine 29 is part of an
interesting five-centered, partially sigma-delocalized
system having at its two ends an electron-donating
(N-4) and an electron-attracting (N-1) nitrogen, that is,
polarized in the reversed direction as indicated in corynan
derivatives 11 and 12. The polarization of the system
should be increased by proton-catalysis, which might
result in the cleavage of that bond (arrows a in 29)
affording a hypothetic stemmadenine derivative 30a
which is a key structure of the strychnan alkaloid group. It
can be tautomerized by deprotonation–reprotonation
(arrows b in 30a) and simultaneous rotation along the
bonds C-5—C-6 and C-15—C-16 into another hypothetic
stemmadenine derivative 30b, in which C-7 could be
cyclized to C-21 (arrows c in 30b), and gives
precondylocarpin 31. Probably this compound is the first
member of the aspidospermatan group (about 35
compounds). Formally the difference between the two
skeletons is the position of the C2-unit, and suggests, as it
was mentioned, a close analogy of position C-3 and C-21.
In reality, the strychnan and the aspidospermatan
skeletons have opposite stereochemistry and further
differences. The analogous structural elements appear
also in the type II and type III alkaloids. Although not the
tautomers 30a and 30b, but the reduced derivative
stemmadenine 32 and its C-15 epimer, as well as the two
pivot compounds preakuammicine 29 and precondylo-
carpine 31 and in addition their analogous derivatives
akuammicine (according to 33) and condylocarpine
(according to 34) were isolated from common or closely
related species, and this fact supports their common
origin.


At this point it should be referred to our previous
observation shown in Scheme 11 (not published yet)
concerning the cleavage of lactam in strychnine 36 into
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strychnic acid 37 compared to that in benzylstrychninium
chloride 38 into benzylstrychnine 40. As it is seen, the
lactam ring in the quaternary strychnine derivative can be
cleaved much easier, under milder reaction conditions, in
shorter reaction time and with better yield, than in
strychnine itself. This fact reflects again the special
connection between N-1 and N-4, and the electron flow
shown by curved arrows and characterized by two valence
tautomers 39a and 39b should be more effective in the
quaternary derivative.


If in the hypothetic stemmadenine derivative 30a (X¼H)
(Scheme 10) the leaving tendency of the original OH group
at C-17 is increased, for example, by acetylation
(X¼ acetyl) (cf. the O-acetyl derivative of vallesamine,
a secoderivative of stemmadenine 34; see 46 in Scheme
12), in a further fragmentation (arrows d on 30a) the bond
C-16—C-15 is cleaved, and formally a hypothetic cationic
secodine derivative 35 having conjugated double bond
systems may be formed. As it was already mentioned, this
strategic bond could be cleaved under acidic or basic
conditions even in secologanin, as well as in strictosidine
derivatives.16 Seven close derivatives of 35 were isolated
from Apocynaceae species. These structures might be
considered as precursors or intermediates on the way
toward the formation of the type II and type III, that is,
‘rearranged’ indole alkaloids. However, it is already
another story.

Copyright # 2006 John Wiley & Sons, Ltd.

Finally, the third connection between the two sub-
units of preakuammicine 29, precondylocarpine 31 and
related compounds can be likewise cleaved, and affords
alkaloids, in which the side-chain of the tryptamine
subunit is truncated or lost.

CLEVAGE OF THE SIDE-CHAIN OF THE
TRYPTAMINE SUBUNIT IN TYPE Ib
INDOLE ALKALOIDS


Products of these fragmentations are found in three
smaller, but characteristic groups (vallesaman, ulean, and
ellipticen-olivacen, 48 compounds). Their formations and
transformations can be most easily interpreted from
stemmadenine 34 itself.23


In stemmandenine (34 of Scheme 12) the same
characteristic connection exists between N-1 and N-4
(curved arrows in 34) as in the corynan skeleton (in 11 and
12 of Scheme 7). Therefore, it might be expected that in
its N-oxide 41 the polarization of the system is strongly
increased, and by cleavage of the bond C-5—C-6 the
fragmentation intermediate 42 is formed analogously to
13 (in Scheme 7). (In the appropriate alkaloid groups four
N-oxides were found as natural compounds.) The final
structures of these groups of alkaloids suggest that one of
the carbon atoms of the ethylene bridge (C-5 or C-6)
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should be lost during the further biosynthesis. As in the
formation of ulein (54 in Scheme 13) and ellipticine (57 in
Schemes 6 and 13) should be necessarily lost, the same
was taken up analogously also in the formation of
vallesamine 46 and apparicine 47 as well as in their
derivatives (Scheme 12). In 42 the aza analog of an a,b-
conjugated oxo system can be recognized, and C-6 is a
part of it. Therefore it would be expected, that C-6 might
be lost through 43 in a retro-Mannich reaction. The
cyclization intermediate 44 formed by that way may be
the center of further transformations.


The subsequent C-7!C-5 cyclization and stabilizing
tautomerization from 44 through 45 to 46 again might be
considered to be analogous to the cyclization C-16!C-5
and tautomerization from the secocorynan derivative 13
through 14 to 15. In the vallesamine derivatives 46 formed
by that way both ligands of C-16 (i.e., C-17 and C-22) are
still retained. Further hydrolysis of the methoxycarbonyl
group coupled with an intramolecularly facilitated
decarboxylation yields apparicine 47 (and its derivatives).


The cyclization intermediate A (44) offers additional
possibilities for stabilization (Scheme 13). The primarily
developed N-4—C-5 double bond of the hypothetic

Copyright # 2006 John Wiley & Sons, Ltd.

ammonium salt can take up two alternative positions by
tautomerization: N-4—C-3 in intermediate B (48) and
N-4—C-21 in intermediate C (49). Of course, this latter
position is more favored because of its conjugated
position to double bond C-19—C-20. No cyclized
compound (50) along C-7!C-3 was isolated according
to the intermediate B. However, the conjugated system of
intermediate C (49) can be cyclized after rotation
according to C-7!C-21 giving 51 or after a second
rotation from intermediate D (52) according to C-7!
C-19 giving 53. From 51 by tautomerization, hydrolysis
and decarboxylation (details in the case of apparicine)
ulein 54 and its derivatives can be formed.


Analogous stabilization is open from 53 toward
ellipticine 57. Multiple tautomerizations coupled again
with hydrolysis of the ester group and with decarboxyla-
tion assisted by intramolecular dehydration gives through
55 the tetrahydro-4-methylellipticine 56. However, in this
case the long reaction sequence from stemmadenine is
further prolonged by stepwise dehydrogenation (aroma-
tization). The intermediates, even the penultimate
quaternary ammonium derivative of ellipticine (not
shown in the scheme), were isolated from natural sources.
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Removal of the N4-methyl (C-5) (probably by oxidative
decarboxylation) affords ellipticine 57 as the most stable
skeleton with the maximum number of non-cumulated
double bounds. It should be pointed out that while 47 is
derived from the strychnan skeleton, 53 and 57 (¼9 of
Scheme 6) and even olivacine 10 (of Scheme 6, cf. the
next paragraph) from the aspidospermatan skeleton.


Finally, a last variation illustrates the importance of
analogy in the biogenesis. Interestingly, also olivacine 10
(in Scheme 6), a structural isomer of ellipticine
(‘isoellipticine’) (together with guatambuine and other
derivatives) was isolated from the same or closely related
species of Ochrosia and Aspidosperma spp (Apocyna-
ceae). In contrast to ellipticine, olivacine 10 contains a
methyl group at the pyridine (D) rather than at the
benzene ring (C). However, transposition of a methyl
group during the biosynthesis in such position is very
improbable. Careful comparison of the two structures 9
and 10, as indicated by the biogenetic numbering of the
compounds, suggests that the methyl group in the
benzene ring (C) of ellipticine corresponds to C-18,
and in the pyridine ring (D) of olivacine to C-21 of
strictosidine. On this base, it should be concluded that
not strictosidine (through ajmalicine 6) with the usual
N-4!C-21cyclization (aglucone type N417), but
another strictosidine derivative with the unusual alterna-
tive cyclization N-4!C-19 (aglucone type N425) should
be the precursor of olivacine. The DNP database contains
only four closely related compounds of aglucone type
N425 (one of them is normalindine 8 in Scheme 6) which
were isolated from Strychnos species (Loganiaceae).
Fortunately, the species of the Loganiaceae (like of the
Apocynaceae, but unlike of the Rubiaceae) are able to
synthesize Ib type (not oxindole) alkaloids, which may be
intermediates in the formation of ellipticen and olivacen
alkaloids. However, the mechanism of formation and
transformation its special transformation of theN425 type
aglucones is outside of the subject of this analysis.


At the end of this study, some final remarks and
conclusions might be made. (1) Although only the main
lines were analyzed in this work, and the fine details are
still to come, it is encouraging that by using a relatively
small number of principles and structural elements it was
possible to give a general and unifying overview about a
chemical background of the formation of a large number
of individual compounds. The work, at least for the author
revealed the order, that is, the unity in the multiplicity. (2)
In the analysis of the olivacen and ellipticen derivatives, a
long sequence of intermediates could be documented by
isolated natural products (except, of course, the probably
highly reactive carbocation species), and this fact means
that the chemotaxonomical approach with tight interplay
of the standard organic reaction mechanisms may be
fruitful also in the future in that type of work. (3)

Copyright # 2006 John Wiley & Sons, Ltd.

The electronic databases are indispensable not only to
collect, but also to search and work up the larger and
larger amount of data about natural compounds. It was
found that the interaction between the chemical and
biological aspects and data mutually increases their
proving force.
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2002.


13. Contin A, Heiden R van der, Lefeber AVM, Verboorte R. FERBS
Lett. 1998; 434: 413–416.


14. Dictionary of natural products, Version 14.1, Chapman and Hall/
CRC: New York, London, 2006.
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ABSTRACT: Stereoselective bimolecular radical coupling reactions of phenylpropenoid phenols are described.
Evans’s 2-oxazolidinone 11a–d derivatives of ferulic acid were prepared and oxidized to give dimeric benzofuran
neolignan structures 12–13a–d in 40–50% overall yields. The chiral phenols were dimerized either enzymatically with
hydrogen peroxide and horseradish peroxidase (HRP) or with silver oxide. The enantioselectivity after reductive
cleavage of the chiral auxiliaries to give dehydrodiconiferyl alcohol ranged from 18% to 62% enantiomeric excess.
The conformational analysis and the activation energy using semiempirical PM3 calculations on the intermediate
quinomethides is used to explain the observed stereoselectivity. Copyright # 2006 John Wiley & Sons, Ltd.

KEYWORDS: enantioselection; lignans; horseradish peroxidase; oxidative phenol coupling; conformational analysis;


semiempiric calculations

INTRODUCTION


Ferulic acid derivatives 1 are dimerized to dehydrodimers
7 and 8 (Scheme 1) to give almost exclusively the racemic
trans isomer if R is achiral.1 This has been suggested
recently to be the result of diastereocontrol in the
cyclization of the intermediate quinomethide2,3 deriving
from the dimerization of a persistent phenoxy radical.4,5


An initial single electron transfer from the starting ferulic
acid derivative 1 gives the intermediate p-complex 2,
which undergoes carbon–carbon bond formation in a
reversible way6,7 to give the isomeric quinomethides 3–6,
possessing, respectively, the (E) and (Z) configuration at
the exocyclic quinonoid double bond and the (R) and (S)
configuration at the stereogenic C-3 carbon.


We demonstrated recently that stereocontrol in
enzymatic oxidative coupling reactions of phenylprope-
noidic phenols is possible. In fact, ferulic acid amides
with chiral amino acids were oxidized with hydrogen
peroxide in the presence of horseradish peroxidase (HRP)
as the catalyst to give the dehydrodimers 7 and 8(R¼—
C(O)—NH—CH(COOH)—C6H5) in different amounts.
Chromatographic separation and hydrolysis allowed to
show that 65% enantioselectivity had been obtained.8
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Moderate stereoselectivity had been observed by
Charlton et al.9 in the reaction of chiral sinapate esters
with FeCl3 to give aryltetralin lignan structures. Moreover,
the biosynthetic pathway to enantiopure (þ)-pinoresinol
lignan has been elucidated quite recently. In fact, a protein
has been isolated from Forsythia suspensa and found to be
responsible for the formation of enantiomerically pure
(þ)-pinoresinol from E-coniferyl alcohol.10


In a more recent approach,2 stereoselective bimole-
cular radical coupling of enantiopure phenylpropenoidic
phenols starting from enantiopure ferulic acid amides
with Oppolzer camphor sultam gave the enantioselective
phenol coupling with enantiomeric excess 80–84%. The
conformational analysis of the quinomethide intermedi-
ates showed the reasons of the diastereoselectivity in the
formation of reaction products.

EXPERIMENTAL


Melting points were determined with a Büchi apparatus
and are uncorrected. IR spectra were recorded with a FT-
IR Jasco spectrophotometer. Mass spectra were measured
by the direct injections system mode with positive
electron impact with a VG 7070 EQ instrument. 1H NMR
spectra were taken with a Bruker AMX 300
instrument (in CDCl3 solutions). Chemical shifts are
given as ppm from tetramethylsilane and J values are
given in Hz. Optical rotations were recorded on a Perkin
Elmer 241 polarimeter at the sodium D line at 25 8C.
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Scheme 1
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HPLC analysis were performed on a WATERS 600 E
instrument by using an HP 1040 Diode Array Detector.

Preparation of compound 10(a–d)


A mixture of ferulic acid 9 (427 mg, 2.2 mmol) , 2-chloro-
1-methylpyridine iodide (670 mg, 2.6 mmol), and the
appropriate chiral oxazolidinone (2.4 mmol) were dis-
solved in 6 mL of dry CH2Cl2 under nitrogen atmosphere.
A solution of triethylamine (0.3 mL 5.6 mmol), dissolved
in 2 mL of dry CH2Cl2, was added dropwise for 15 min.
The mixture was stirred at 80 8C for 120 h, then 10 mL of
a saturated aqueous NaCl solution were added. The
organic phase was separated, then washed with a pH 4
solution of aqueous HCl (10 mL), with a 10% aqueous
NaHCO3 solution (10 mL), with water (10 mL), and
finally dried over Na2SO4. The solvent was evaporated
under reduced pressure, and the residue was purified by
silica gel flash chromatography, (eluent CH2Cl2-acetone
7:3). Yields >40%.

Copyright # 2006 John Wiley & Sons, Ltd.

Compounds 10a–b showed: 1H NMR: 7.58 (d,
J¼ 15.0, 1H), 7.18–7.10 (m, 16H), 6.57–6.60 (m, 3H),
6.31 (d, J¼ 15.0, 1H), 4.67 (m, 1H), 4.35, (dd, J¼ 9,9 Hz,
1H), 4.20 (dd, J¼ 9,9 Hz, 1H), 3.95 (s, 3H), 2.77 (m-2H);
IR (nujol): 3200, 1462 cm�1; compounds 10c–d showed:
1H NMR: 7.55 (d, J¼ 15.0, 1H), 7.18–7.10 (m, 16H),
6.57–6.60 (m, 3H), 6.31 (d, J¼ 15.0, 1H), 4.97 (m,
J¼ 9,9 Hz ,1H), 4.73, (dd, J¼ 9,9 Hz, 1H), 4.30 (dd,
J¼ 9,9 Hz, 1H), 3.95 (s, 3H), IR (nujol): 3200,
1462 cm�1.

Oxidative phenol coupling of compound
10(a–d) catalyzed by horseradish
peroxidase (HRP)


A solution of 10(a–d) (1.0 mmol) in the appropriate
solvent (14 mL) and 0.02 M phosphate/citric acid buffer
pH 3.5 (4.0 mL) was added of a 0.86 M aqueous hydrogen
peroxide solution (0.60 mL, 0.5 mmol) and aqueous HRP
(0.93 mL, 837 U) at 0 8C in small portions over 15 min.
The mixture was then stirred at 0 8C. After 4 h, a saturated
aqueous NaCl solution (20 mL) was added. The organic
solvent was then removed under reduced pressure, and the
resulting solution was extracted with AcOEt (4� 20 mL).
The combined organic extracts were washed with 10%
aqueous NaHCO3 (25 mL), then with water (25 mL), and
dried over Na2SO4. The solvent was evaporated under
reduced pressure, and the residue was purified by silica
gel flash cromatography (eluent toluene-AcOEt, gradient
mode, from 4:1 to 1:1) yielding a mixture of phenylcou-
marans 11(a–d) and 12(a–d).

Ag2O-promoted oxidative phenol
coupling of compound 10(a–d)


Silver(I)oxide (0.18 g, 0.8 mmol) was added to a solution
of 11(a–d) (0.5 mmol) in dry CH2Cl2 (5.0 mL) under
argon atmosphere at room temperature. After stirring for
24 h, the mixture was filtered through celite and
evaporated under reduced pressure. The residue was
purified by silica gel flash chromatography (eluent
toluene-AcOEt, gradient mode, from 4:1 to 1:1) yielding
a mixture of phenylcoumarans 11(a–d) and 12(a–d). The
two diastereomers were then separated by preparative
HPLC (isocratic mode, CH3CN—H2O 1:1). A 40% yield
was obtained.


Compound 12c showed 1H NMR: 7.58 (d, J¼ 15.0,
1H), 7,28–7.20 (m, 10H), 6.55–6.60 (m, 5H), 6.31 (d,
J¼ 15.0, 1H), 6.12 (d, J¼ 8.0, 1H), 5.90 (dd, J¼ 9,9, 1H),
5.70 (dd, J 9,9, 1H), 4.97 (dd, J¼ 9,9 Hz, 1H), 4.80 (dd,
J¼ 9,9 Hz, 1H), 4.73 (dd, J¼ 9,9 Hz, 1H), 4.60 (dd,
J¼ 9,9 Hz, 1H), 4.30 12 (d, J¼ 8.0, 1H), 3.95 (s, 3H),
3.90 (s, 3H), IR (nujol): 3200, 1462 cm�1; HREIMS of

J. Phys. Org. Chem. 2006; 19: 592–596







594 M. BRUSCHI ET AL.

12c calculated for C22H44O8N2: 433.1559; found
433.1573.

Reductions of phenylcoumarans 12(a–d) or
13(a–d) to dehydrodiconiferyl alcohol 7–8
(R=CH2OH)


Phenylcoumarans 12(a–d) or 13(a–d) (0.024 mmol) were
dissolved in dry THF (5 mL) under argon at �78 8C.
LiBH4 (1 mg, 0.054 mmol) was suspended in dry THF
(1.0 mL) and added to the reaction mixture, which was
further stirred for 2 h at �78 8C. After diluting with
aqueous THF (10 mL), aqueous 0.1 M ammonium
chloride (5 mL) was added. The mixture was extracted
with AcOEt (2� 10 mL), and the combined organic
extracts were washed with water (10 mL), then dried over
Na2SO4. The solvent was evaporated under reduced
pressure, and the residue was analysed by HPLC with a
chiral column (Chiralcell OF; isocratic mode, eluent
hexane-isopropanol 1:1). The absolute configurations of
dehydrodiconiferyl alcohols 7–8 (R¼CH2OH) were
determined by comparison with literature data.11

Scheme 2

RESULTS AND DISCUSSION


Two chiral 2-oxazolidinones,12 namely (R-) and (S-)
2-phenyl- and (R-) and (S-) 2-benzyloxazolidinine
were used to induce asymmetry in these oxidative
dimerizations.


Chiral compounds 10a–d were prepared by using a
‘‘one pot’’ reaction from ferulic acid 9 and chiral 2-
oxazolidinones in the presence of 2-chloro-1-methylpyr-
idine iodide with a yield of 46% (Scheme 2). Compounds
10a–d were thus oxidized using HRP/H2O2 or with silver
oxide6,13 to give the diastereoisomeric dehydrodimers
11–12a–d. Enzymatic oxidations were performed in
aqueous buffer systems and acetone or dioxane was used
as a co-solvent. Silver oxide oxidations were performed in
dry dichloromethane. After dimerization, oxazolidinone
fragments were removed by reduction with LiBH4/THF14


to give the mixture of enantiomeric dehydrodiconiferyl
alcohols 7–8 (R¼CH2OH).


Table 1 shows the results thus obtained. In these
experiments, the sterically smaller chiral auxiliaries
2-phenyloxazolidinone gave considerably higher selec-
tivities (e.e. 62%) compared to the corresponding
2-benzyl oxazolidinone chiral auxiliary (e.e. 21%). This
observation is opposite to Evans results in Diels–Alder
and alkylation reactions15 and the results of Sibi et al. in
radical allylation reactions with similar auxiliaries.16 The
attempts to use of Lewis acid additives in phenol
oxidations to restrict the rotational freedom of N-
acyloxazolidinones failed. In fact, addition of MgBr2


or Zn-triflate to Ag2O oxidation reaction mixture of 10a

Copyright # 2006 John Wiley & Sons, Ltd.

prevented the reaction completely. It seems that the use of
Lewis acids to control conformational rotamers via
chelative interactions is not possible in phenol oxidations.
The temperature and solvent system had only small effect
to the observed stereoselectivity.


In our experiments, chiral auxiliaries with opposite
chirality gave opposite chirality of the resulting trans-
dehydrodimer 11–12a–d, thus indicating that the
observed diastereoselection was due to the influence of
the stereogenic centers of the chiral auxiliaries. Hence,
the nature of the product-determining step was investi-
gated in order to understand the reasons of the observed
diastereoselectivity in the formation of the diastereoiso-
meric dehydrodimers 11–12a–d.


These quinomethides undergo nucleophilic attack of
the phenolic oxygen to the quinomethide double bond to
give cyclization to the final phenylcoumarans 11–12c–d
Two diastereofaces are involved in this reaction. Hence,
chiral induction from the intermediate quinomethide may
result in diastereoselectivity in the cyclization reaction
and the stereochemistry of the product phenylcoumarans
11–12c–d may be predicted if the energy of activation of
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Table 1. Oxidations of chiral phenols


Chiral auxiliary Oxidant Solvent T/ 8C
Absolute configuration


of the major enantiomer 7–8 e.e %


(R)-benzyl (10a) HRP/H2O2 Dioxane/buffer pH 3.5 8/2 25 2R,3S-(�) 21
(R)-benzyl (10a) Ag2O CH2Cl2 25 2R,3S-(�) 18
(S)-benzyl (10b) HRP/H2O2 Dioxane/buffer pH 3.5 8/2 25 2S,3R-(þ) 21
(S)-benzyl (10b) Ag2O CH2Cl2 �20 2S,3R-(þ) 20
(R)-phenyl (10c) HRP/H2O2 Acetone/Buffer pH 3.5 8/2 �20 2R,3S-(�) 62
(R)-phenyl (10c) HRP/H2O2 Acetone/buffer pH 3.5 8/2 0 2R,3S-(�) 62
(R)-phenyl (10c) Ag2O CH2Cl2 �20 2R,3S-(�) 53
(S)-phenyl (10d) HRP/H2O2 Acetone/buffer pH 3.5 8/2 0 2S,3R-(þ) 59
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the cyclization reaction is nearly the same for all the
cyclization reactions leading to trans-phenylcoumarans.


The conformational analysis on rotating the C2–C3
and Ca’–C3 bond in the intermediate quinomethides
3–6 was performed using the semiempirical PM3
Hamiltonian. This analysis allowed to predict the
amount of each isomeric quinomethide at the
equilibrium. The potential energy surfaces for the
most stable intermediates are shown in Figs. 1 and 2.
Here, using (R)-2-phenyloxazolidinone as the chiral
auxiliary, the isomer having chirality (R) at C3, Z-
arrangement of the double bond and two (R)-2-
phenyloxazolidinone fragments (the 3-SERR isomer)
resulted about 2 kcal mol�1 more stable than the 3-
RERR isomer).


The phenolic oxygen of several minimum energy
conformers of the most stable 3-SERR isomer is suitably
located to attack the (re) face of the double bond of the
quinomethide to give the (2R–3R) phenylcoumaran 12c.
The subsequent reduction with LiBH4 will then afford the

Figure 1. Potential energy surface for quinomethide
3-SERR for R¼ (R)-2-phenyloxazolidinone. Angle w is
Ca0-C3; angle u is C2–C3


Figure 2. Potential energy surface for quinomethide
3-RERR for R¼ (R)-2-phenyloxazolidinone. Angle w is
Ca0-C3; angle u is C2–C3


Copyright # 2006 John Wiley & Sons, Ltd.

(2R,3S) dehydrodiconiferyl alcohol 8 (R¼CH2OH). This
prediction is in line with the observation that (2R,3S)
reaction product was the major isomer experimentally
found with e.e. 52–63%.


In the same way, the phenolic oxygen of few lower
energy conformers of the less stable 3-RERR quino-
methide isomer will attack the (si) face of the
quinomethide double bond and this predicts for the
formation of (2S,3R) dehydrodiconiferyl alcohol 7
(R¼CH2OH), which was in fact formed in minor
amounts.


As expected, opposite results were obtained using (S)-
2-phenyloxazolidinone as the chiral auxiliary. Here, the
3-SESS isomer of the intermediate quinomethide 3–6 was
more than 1 kcal mol�1 less stable than the 3-RZSS
isomer.


The 3-RZSS isomer may be predicted to attack the (si)
face of the quinomethide double bond to give the (2S–3S)
phenylcoumaran 11d. The subsequent reduction with
LiBH4 will then afford the (2S,3R) dehydrodiconiferyl
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alcohol 7 (R¼CH2OH). This is in line with the
observation that (2S,3R)-(�) reaction product was the
major isomer experimentally found with e.e. 59%.


The 3-SESS isomer may be predicted to attack the (re)
face of the quinomethide double bond to form, after
reduction, (2R,3S)-(þ) dehydrodiconiferyl alcohol 8
(R¼CH2OH), which was in fact formed in minor
amounts.


These predictions require that trans-cyclization reac-
tions have similar activation energy. The activation
energy for the transformation of both 3-SERR and
3-RERR phenolate anions to the corresponding dimers
was calculated by PM3 to be 8.32 and 6.67 kcal mol�1,
respectively.


Moreover, the fact that cis-cyclization was never
observed in spite of the fact that the quinomethide
conformations undergoing this reaction are sometimes
relatively stable implies that cis-cyclization involves
higher activation energy than the trans-cyclization.


This was clear observing the results from (R)-2-
benzyloxazolidinone as the chiral auxiliary. Many
conformations of the most stable isomers predict for
the cis-cyclization, which was never observed. Hence, in
the case of the more flexibile benzyloxazolidinone
moiety, quinomethide stability is unable to predict the
enantioselectivity of the reaction.


In conclusion, these results show that chiral auxiliaries
provide significant levels of diastereoselection in bimo-
lecular coupling reactions of phenoxyl radicals, and this
results in enantioselection in the final product. Evaluation
of the stability of the intermediate quinomethides allows
to predict the degree of enantioselection. It is expected
that this methodology could be extended to various lignan

Copyright # 2006 John Wiley & Sons, Ltd.

structures thus providing a new approach to the synthesis
of valuable lignans.
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Avda Camilo José Cela, Ciudad Real, Spain


Received 30 September 2005; revised 6 April 2006; accepted 18 April 2006

*Correspondence
Universidad de
13071 Ciudad Re
E-mail: fcojavier
ySelected paper p
Reactivity, 25?30


Copyright # 200

ABSTRACT: The reactions of 2,3-butanediol by hexacyanoferrate(III) in alkaline medium using ruthenium
compounds as catalysts have been studied spectrophotometrically. The effect on the reaction rate of concentration
of substrate, oxidant, catalyst and basicity of the medium leads to similar experimental rate equations for both
catalysts, Ru(III) and Ru(VI). The reaction mechanism involves the formation of a catalyst–substrate complex that
yields a carbocation for Ru(VI) or a radical for Ru(III) oxidation. Hexacyanoferrate(III)’s role is the catalyst
regeneration. The rate constants of complex decomposition and catalyst regeneration have been determined.
Copyright # 2006 John Wiley & Sons, Ltd.

KEYWORDS: alcohol oxidation; catalysed; Ruthenium(III) and (VI) and hexacyanoferrate(III).

INTRODUCTION


The oxidation of organic compounds such as alcohols and
organic acids is a topic of great interest, especially if the
organic substrates are not easily oxidised by common
oxidants.1–3 Thus an alternative to solve this problem is
the addition of catalytic quantities of transition-metal ions
and a soft cooxidant to the reaction.4 The catalytic activity
of these ions is attributed to their capacity to exist in more
than one oxidation state, their capacity to form complexes
and their capacity to change their coordination number.5


These facts justify that actually the ruthenium complexes
were employed in the homogeneous alcohol oxidations.
Moreover, the use of a catalyst allows the existence of
sensitive linkages in the alcohol molecule.6 Although
numerous kinetic studies have been made using Ru(III) or
Ru(VI) as catalysts,7–10 the catalytic behaviour has rarely
been compared. Thus, this work focuses on the
comparative study of both catalysts in the oxidation of
2,3-butanediol with alkaline hexacyanoferrate(III) in
order to predict which of the two is the best catalyst.

EXPERIMENTAL


All the reagents used, that is, hexacyanoferrate(III),
sodium hydroxide, 2,3-butanediol and sodium perchlor-
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ate, were purchased from Merck (A.R. grade) and
ruthenium trichloride (Johnson–Matthey). The solutions
were prepared using water from an OSMO BL-6
deionizer from SETA. A stock solution of ruthenium
trichloride (0.0024 M) was prepared by dissolving the
sample in very dilute hydrochloric acid 0.1638 M.
Sodium ruthenate solution was prepared following the
Lalitha–Sethuram procedure.8 The purity of ruthenate
stock solutions was assessed by taking into account that
the ratio between the absorbance at 465 nm and 386 nm
should be equal to 2.07 for pure ruthenate.11


All kinetic runs were initiated by the addition of
substrate to a mixture containing the other reagents. The
oxidation kinetics of 2,3-butanediol were followed by
measuring the absorbance of hexacyanoferrate(III) at
420 nm (e¼ 1000 M�1 cm�1) on a Simadzu UV-160
spectrophotometer. The initial rates method was used
for kinetic analysis.12 The ionic strength was kept
constant at 0.5 M by the addition of sodium perchlorate.
The only organic reaction product detected for the
oxidation of 2,3-butanediol was 3-hydroxy-2-butanone,
which was identified using a Hewlett-Packard 5890
Series II gas chromatograph equipped with a BP-21
polyethylene glycol column (50 m long� 0.22mm i.d.,
25mm film thickness). The stoichiometry obtained
showed that one mole of diol consumed two moles of
hexacyanoferrate(III):


R-CHOH-R0 þ 2FeðCNÞ3�
6 þ 2OH� ! R-CO-R0


þ 2FeðCNÞ4�
6 þ 2H2O


(1)


where
R¼CH3—CHOH— and R0 ¼CH3—
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Table 1. Kinetic parameters obtained by non-linear
regression fitting from Eqn 2


k0/min k00/102 min k000/103 min M�1


For Ru(III) 2.83� 0.09 1.25� 0.06 3.03� 0.09
For Ru(VI) 7.01� 0.10 3.02� 0.04 1.72� 0.20


[Ru]¼ 1.0� 10-6 M, [NaOH]¼ 0.15 M, I¼ 0.5 M and T¼ 30 8C.
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RESULTS


Figure 1 shows the variation of initial rate with respect to
½FeðCNÞ3�


6 �0 (Fig. 1A) and [diol]0 (Fig. 1B) for both
catalysts. These results have led to the following
expression at constant concentrations of catalyst and
hydroxide ions:


v0 ¼ ½FeðCNÞ3�
6 �0½diol�0


k0½diol�0 þ k00½FeðCNÞ3�
6 �0 þ k000½diol�0½FeðCNÞ3�


6 �0
(2)


where the parameters obtained by non-linear regression
fit are shown in Table 1.


This equation justifies the change of order from one to
zero for both hexacyanoferrate(III) and diol species upon
increasing their concentrations.


The variation of v0 with [catalyst]0 was linear (Fig. 2),
being negligible the uncatalysed process. Thus, the rate
equation would be:


v0 ¼ kc½catalyst�0 (3)


where the values of kc are 50.57� 0.02 min�1 for Ru(III)
and 62.47� 0.9 min�1 for Ru(VI).


As shown in Fig. 3, the plots of v0 versus [OH�] reach a
maximum for both catalysts. In the case of Ru(VI), v0 does
not tend to be zero at very low [OH�], whereas it does for
Ru(III). The variation of v0 with the basicity of the medium
is complicated and obeys the following equation:


v0 ¼ A0 þ A1½OH�� þ A2½OH��2


1 þ B1½OH�� þ B2½OH��2
(4)


The best average error was obtained for Ru(III) when
A0¼ 0 and for Ru(VI) when A2¼ 0.

igure 1. Plots of v0 versus [Fe(CN)
3�
6 ]0, [2,3butanediol]¼0.03M (A) and plots of v0 versus [2,3-butanediol]0, [Fe(CN)


3�
6 ]0¼


.0�10�4M (B). [Ru]0¼1.0� 10�6M, [NaOH]¼ 0.15M, I¼ 0.5M and T¼30 8C. Ru(III) (a) and Ru(VI) (b).


F
8
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The possible formation of free radicals as intermediates
was investigated by adding radical scavengers to the
reaction mixture. In Ru(III) case, polymeric species has
been obtained by the addition of 0.7 M acrylonitrile
indicating that radicals are present in the reaction
medium. However, for Ru(VI), no effect has been
observed when 0.01 M acrylonitrile or 1.6� 10�4 M
2,4,6-tri-tert-butylphenol (a stronger radical scavenger)
has been added.


The oxidation of cyclobutanol was carried out because
the nature of its oxidation products depends on the reaction
mechanism. One-electron oxidation produces acyclic four-
carbon compounds, which appear to be derived from the
primary free radical �CH2CH2CH2CHO, whereas two-
electron oxidation produces cyclobutanone directly.13,14


Under the kinetic conditions (cyclobutanol]¼ 0.08 M,
[hexacyanoferrate(III)]¼ 2.0� 10�3 M, [catalyst]¼ 2.5�
10�6 M, [OH�]¼ 0.1 M, I¼ 0.5 M and T¼ 30 8C) the
reaction yields butanal as the major product in the case of
Ru(III) and cyclobutanone in the case of Ru(VI).


The presence of a hydrogen on the a-carbon of the
alcohol is necessary for the reaction progress15 because
tertiary alcohols (0.1 M tert-butanol) do not react under
kinetic conditions16 for both catalysts.


The observed oxidation rate of CD3—CDOD—CD
was compared with that of CH3—CHOH—CH3 in order
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Figure 3. Variation of v0 with respect to [NaOH].
[Fe(CN)3�6 ]0¼8.0�10�3M, [2,3-butanediol]0¼0.02M,
[Ru]0¼1.0� 10�6M, I¼0.5M and T¼30 8C. Ru(III)


Figure 2. Effect of [catalyst]0 on the initial rate. [2,3-
butanediol]0¼0.05M, [Fe(CN)3�6 ]0¼8.0�10�4M, [OH�]¼
0.15M, T¼ 30 8C, I¼0.5M. Ru(III) (a) and Ru(VI) (b).
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to verify the existence of a kinetic isotope effect. A
substantial primary kinetic isotope effect was indeed
observed [(v0,H/v0,D)¼ 5.9] for both catalysts under the
following kinetic conditions: [catalyst]¼ 2.0� 10�6 M,


½FeðCNÞ3�
6 � ¼ 1:2 � 10�3 M, [alcohol]¼ 0.5 M, [OH�]¼


0.2 M, I¼ 0.5 M and T¼ 30 8C.


DISCUSSION


Before formulating the probable oxidation mechanism, it
may be helpful to select the ruthenium species that may
act as catalyst in the reaction.


The dependence of v0 on [OH�] in the process
catalysed by Ru may be justified by assuming the
existence of two active species of catalyst with similar
reactivity in equilibrium.


Thus, in the process catalysed by Ru(III) the active
catalytic species are Ru(H2O)4(OH)þ2 and Ru(H2O)3


(OH)3.17

Copyright # 2006 John Wiley & Sons, Ltd.

RuIIIðH2OÞ5ðOHÞ2þ þ OH�Ð
k1


RuIIIðH2OÞ4ðOHÞþ2 þH2O


(5a)


RuIIIðH2OÞ4ðOHÞþ2 þOH� Ð
k2


RuIIIðH2OÞ3ðOHÞ3 þ H2O


(6a)


And, for Ru(VI) process, RuO2�
4 and RuO4(OH)3� are the


catalytic species18:


RuVIO2�
4 þ OH� Ð


k0
1


RuVIO4ðOHÞ3�
(5b)


RuVIO4ðOHÞ3� þ OH� Ð
k0


2


RuVIO4ðOHÞ4�
2 (6b)


Both in the case of the oxidation catalysed by
Ru(III) as in the case of the process catalysed by
Ru(VI), the dependence of initial rate on substrate fits
Michaelis–Menten model. Therefore, we suggest the
existence of an intermediate complex formed from the
organic substrate and the respective active catalytic
species.


(a) and Ru(VI) (b).

ð7aÞ
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ð7bÞ
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Both complexes, Cþ
1 and C2�


1 , decompose slowly but
in a different way.


In the case of Ru(III), the decomposition of Cþ
1 yields a


ketyl radical and Ru(II) and it takes place by means of a
homolitic rupture and a hydrogen atom transfer from the
a—CH bond of the alcohol to the oxygen of the hydroxo
ligand of ruthenium. This transfer is experimentally
guaranteed by the presence of free radicals in the reaction
mixture and the presence of butanal as major product in
the oxidation of cyclobutanol.


Cþ
1 �!k2


RR0 C
�


OH þ RuIIðH2OÞ5OHþ (8a)


However, in the case of catalyst Ru(VI), the complex
C2�


1 decomposes by means of a heterolitic rupture and the
subsequent hydride transfer from the a—CH bond of the
substrate to the oxoligand of ruthenium as follows:


C2�
1 �!


k0
2


RR0 C
�


OH þ RuIVO3OH3� (8b)


This process is favoured by the prior coordination of
the organic substrate to the metal through the oxygen of
the hydroxyl group and supported by the following
experimental results: (a) a moderate kinetic isotope effect,
which indicates cleavage of a C—H bond in the absence
of free radicals in the reaction mixture, (b) the presence of
cyclobutanone as the unique product in the oxidation of
cyclobutanol and (c) the negative value of the Hammett
reaction constant found for the oxidation of benzyl
alcohol.19


From the species involved in these decompositions,
two new processes take place: the regeneration of the
catalyst and the formation of final products.


The dependence of initial rate v0 on [Fe(CN)3�
6 ], can be


justified by the oxidation of the reduced species of
catalyst precisely through hexacyanoferrate(III).
For Ru (III):


RuIIðH2OÞ5OHþ þ FeðCNÞ3�
6 �!k3


RuIIIðH2OÞ5OH2þ


þ FeðCNÞ4�
6


(9a)

� d½FeðCNÞ3�
6 �


dt
¼ 2 k1k2k3kA½


k1k2kA½diol� þ k3ðk�1 þ k2


Copyright # 2006 John Wiley & Sons, Ltd.

RuðH2OÞ5OH2þ þ OH� ! RuðH2OÞ4ðOHÞþ2 þ H2O


(10a)


RR0 C
�


OH þ FeðCNÞ3�
6 ! RR0 C


�
OH þ FeðCNÞ4�


6


(11a)


RR0 C
�


OH þ OH� ! RR0CO þ H2O (12a)


And for Ru (VI):


RuIVO3OH3�þ FeðCNÞ3�
6 �!


k0
3


RuVO3OH2�þ FeðCNÞ4�
6


(9b)


RuVO3OH2� þ FeðCNÞ3�
6 ! RuVIO3OH� þ FeðCNÞ4�


6


(10b)


RR0 C
�


OH þ OH� ! RR0CO þ H2O (11b)


In this way, the role of Fe(CN)3�
6 is limited to


regenerate catalysts, at least, in the case of Ru(VI).
A similar mechanism can be used for the other active


catalyst species, Ru(H2O)3 (OH)3 and RuO4(OH)3�.
Thus, the experimental rate equation can be written as:


� d½FeðCNÞ3�
6 �


dt
¼ 2k


ð0Þ
3 ½RuðII or IVÞ�½FeðCNÞ3�


6 �


þ 2k
ð0Þ
3 ½Ru0ðII or IVÞ�½FeðCNÞ3�


6 �
(13)


where the concentrations of reduced species of the active
catalytic species of ruthenium appear. Therefore, it was
supposed that the constant of catalyst regeneration is the
same for the two active species, k3.


By the application of the steady-state conditions to the
reduced species of catalyst and complexes, C, the
theoretical rate equation of disappearance of Fe(CN)3�


6


can be obtained.


For Ru(III):

FeðCNÞ3�
6 �½diol�½RuðIIIÞ�T


ÞkB½FeðCNÞ3�
6 � þ k1k3kA½FeðCNÞ3�


6 �½diol�
(14a)
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Table 2. Rate constants of complex decomposition and
catalyst regeneration


Ru(VI) Ru(III)


k2 (min�1) 2.9� 0.1� 102 1.66� 0.03� 102


k3 (l �mol�1 �min-1) 7.1� 0.8� 104 1.76� 0.07� 105


[NaOH]¼ 0.15 M, I¼ 0.5 M and T¼ 30 8C.
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The [Ru(III)]T takes in account [Ru(III)] and [Ru(II)]
and kA¼ k1[OH�]þ k1k2[OH�]2, kB¼ kAþ 1.


For Ru(VI):

� d½FeðCNÞ3�
6 �


dt
¼ 2 k1k2k3kA½FeðCNÞ3�


6 �½diol�½RuðVIÞ�T
k1k2kA½diol� þ k3ðk�1 þ k2ÞkB½FeðCNÞ3�


6 � þ k1k3kA½FeðCNÞ3�
6 �½diol�


(14b)

[Ru(VI)]T is the sum of [Ru(VI)] and [Ru(IV)]
since [Ru(V)] is negligible because such species are
only involved in fast steps and kA¼ 1þ k1[OH�],
kB¼ kAþ k1k2[OH�]2.


Both rate equations are consistent with experimental
results obtained and justify the dependence of v0 on
[OH�], [Fe(CN)3�


6 ], [Substrate] and [Catalyst].
Since the parallelism that shows the dependence of v0


on catalyst, substrate and hexacyanoferrate(III) in the
process catalysed by Ru(VI) and Ru(III), both theoretical
rate equations are very similar. The only difference in the
equations is due to the slightly different behaviour of v0


with respect to [OH�]. The equation that summarizes the
catalytic process is:


� d½FeðCNÞ3�
6 �


dt


¼ A½FeðCNÞ3�
6 �½diol�½RuðVIÞ�T


B½diol� þ C½FeðCNÞ3�
6 � þ D½FeðCNÞ3�


6 �½diol�
(15)


By comparing both Eqns 14a and b with the respective
experimental rate equations it is possible to estimate the
rate constants for intermediate complex decomposition,
k2, and catalyst regeneration, k3. These results are shown
in Table 2.

Scheme 1

CONCLUSION


The kinetics for the oxidation of 2,3-butanediol by
Fe(CN)3�


6 , using Ru(VI) or Ru(III) as catalysts, are
governed by similar experimental rate equations. These
equations show a change of order from one to zero for
both hexacyanoferrate(III) and diol concentrations. They

Copyright # 2006 John Wiley & Sons, Ltd.

also show a first order with respect to catalyst
concentrations. The reaction mechanism proposed
involves oxidation of diol by Ru(VI) or Ru(III) through
the formation of a substrate–catalyst complex, which
subsequently decomposes to give Ru(IV) or Ru(II)
species. Intermediate complex decomposition involves
a hydrogen transfer from the a—C—H bond of the
alcohol to the oxoligand of ruthenium in the case of
Ru(VI), and a hydride transfer for the Ru(III) case. The
role of Fe(CN)3�


6 is the regeneration of the catalyst. For
both oxidations the rate constants of complex decompo-
sition and catalyst regeneration have been obtained
(Scheme 1).

J. Phys. Org. Chem. 2006; 19: 597–602







602 F. J. POBLETE ET AL.

The fact that Ru(III) reaches the maximum rate at
lower concentrations of substrate and hexacyanoferrate(III)
suggests that the catalysis of Ru(III) is better than Ru(VI).
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